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The Foster—-Hart Measure of Riskiness for
General Gambles*

Frank Riedel Tobias Hellmann *
January 31, 2013

Abstract

Foster and Hart proposed an operational measure of riskiness for dis-
crete random variables. We show that their defining equation has no
solution for many common continuous distributions. We show how to
extend consistently the definition of riskiness to continuous random
variables. For many continuous random variables, the risk measure is
equal to the worst—case risk measure, i.e. the maximal possible loss
incurred by that gamble. We also extend the Foster—Hart risk mea-
sure to dynamic environments for general distributions and probability
spaces, and we show that the extended measure avoids bankruptcy in
infinitely repeated gambles.
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1 Introduction

Risk measures are often used in the financial industry to determine a minimal
capital reserve in order to overcome possible losses and ensure in that way
the financial survival. In their famous work Artzner et al. (1999) introduced
the class of coherent risk measures by stating four desirable axioms, namely
monotonicity, homogeneity, subadditivity and cash invariance. Weakening
the axioms homogeneity and subadditivity and replacing them by convexity,
Frittelli and Rosazza Gianin (2002) and Féllmer and Schied (2002) proposed
the more general class of convex risk measures.

These classes, however, are far away from defining a specific applicable
measure. For this reason, Aumann and Serrano (2008) developed a specific
index of riskiness that assigns to a gamble with known distribution a riskiness
number. The Aumann—Serrano index of riskiness is defined as the reciprocal
of the constant absolute risk aversion of an agent. Searching for an opera-
tional interpretation for this index, ! Foster and Hart (2009) introduced a
new notion of riskiness, or critical wealth level, for gambles with known dis-
tribution. Their concept admits a simple operational interpretation because
an agent avoids bankruptcy in the long run almost surely provided he accepts
a gamble only if his current wealth exceeds the critical value. This measure
is objective in so far as it depends only on the distribution of the outcome; in
decision—theoretic terms, it is probabilistically sophisticated, in the language
of the finance literature on risk measures, it is law—invariant.

Foster and Hart (2009) and Hart (2011) presented a duality between the
Aumann—Serrano index and the Foster—Hart measure of riskiness; the in-
dex is independent of the wealth of a decision—maker and is based on the
risk aversion whereas the riskiness measure focuses on the wealth level re-
gardless of risk aversion. Furthermore, two new complete orders on gambles
were introduced by Hart (2011); the wealth-uniform dominance and the
utility—uniform dominance, showing that these orders are equivalent to the
Aumann—Serrano index and the Foster—Hart measure of riskiness, respec-
tively. Bali et al. (2011) provided a generalized version of both the Foster—
Hart measure of riskiness and the Aumann—Serrano index of riskiness which
involves a dependence on the risk aversion as well as on the wealth level of a
decision-maker and finally both measures have been extended from gambles

Meanwhile, Homm and Pigorsch (2012) found an operational interpretation even for
the Aumann—Serrano index, showing the close connection to the adjustment coefficient
which is a parameter for a ruin probability.



to securities ? by Schreiber (2012).

Neither the Aumann—Serrano index nor the Foster-Hart measure belongs
to the class of coherent risk measures. In fact, both fail only the cash in-
variance condition. However, Foster and Hart (2013) introduced another
class of risk measures satisfying four basic axioms: dependence, homogeneity,
monotonicity and compound gamble and showed that the minimal measure
satisfying these four axioms is exactly the Foster—Hart measure.

Until now, the Foster-Hart measure of riskiness has only been studied for
gambles with finitely many outcomes; as many financial applications involve
distributions with simple densities like the uniform or lognormal distribution,
it seems natural and important to generalize the concept of critical wealth
level to such cases. To our surprise, we realized that even for the most
simple case of a uniform distribution, the defining equation of Foster and
Hart does not always have a finite solution. The non—finite value of infinity
is always a possible solution for the defining equation, but it would seem most
counterintuitive and implausible to reject a uniformly distributed gamble on,
say, the interval [—100, 200] at arbitrary wealth levels.

In this paper we therefore set out to study the concept of riskiness for
distributions with densities. We show that there are two classes of gambles.
For some of them, the defining equation of Foster and Hart has a finite
solution, and one can use this number as its riskiness. For others, like the
uniform one described above, the defining equation has no solution. We
show that in this case, the right notion of riskiness is the maximal loss of the
gamble. This might seem surprising at first sight, as for finite gambles, the
Foster—Hart riskiness is always strictly larger than the maximal loss. But
we show that it is the only rational way to extend the concept to arbitrary
gambles.

We approach the problem by approximating non—finite gambles by finite
ones. We show that the corresponding sequence of critical wealth levels con-
verges. For the uniform distribution above, the approximation involves a
sequence of uniformly distributed finite gambles on a grid. As the grid be-
comes finer and finer, we show that the riskiness values converge indeed to the
maximal loss. This result carries over to gambles with arbitrary distributions
with a strictly positive density on their support.

2The difference between gambles and securities lies in the fact on how they affect the
wealth. If W, denotes the initial wealth level, then accepting a gamble leads to a wealth
of W = Wy + g and accepting a security causes the wealth of W = Wyr.



For gambles with a density where the Foster-Hart equation does have a
solution, we also show that the riskiness values converge to that value. This
is important as it provides a justification for using finite gambles with many
outcomes as an approximation to non—finite gambles with a density.

We also provide another justification of our extended definition of riski-
ness by extending the no—bankruptcy result of Foster and Hart. Indeed, an
investor who accepts gambles only if his wealth exceeds the critical wealth
level will never go bankrupt. This implies, in particular, that an investor who
accepts the above uniform gamble on [—-100,200] when his wealth exceeds
100$ will not go bankrupt.

In order to prove the no—bankruptcy result in a formally correct way,
we introduce the notion of the dynamic Foster—Hart riskiness which is the
dynamic extension of the static Foster—Hart riskiness. Dynamic measurement
of risk plays an important role in the recent literature * since it allows, in
contrast to the static case, to measure risk of financial positions over time.
The arrival of new information can thus be taken into account. This is
important for many situations; for instance, if one faces a gamble that has
its payments in, say, one month, there may arrive more information in two
weeks from now and the risk assessment can then be determined in a more
precise way. Thus, this extension provides an important tool for the purpose
of application of the Foster—Hart riskiness in a dynamic framework.

Our paper provides also a new and more general proof of the no-—
bankruptcy theorem. In particular, we remove the artificial assumption that
all gambles are multiples of a finite number of basic gambles.

The paper is set up as follows. In the next section, we illustrate the moti-
vating problem with the Foster—Hart equation. In Section 3, we approximate
gambles with densities by discrete gambles. This allows us to use the original
Foster—Hart definition of riskiness, and we study the limit behavior for the
approximating sequences. Section 4 contains the conditional version of the
riskiness concept, and proves the no bankruptcy theorem. Section 5 contains
examples.

3See, among others, Detlefsen and Scandolo (2005) and Féllmer and Schied (2011),
Chapter 11 for a detailed introduction to dynamic risk measures.



2 The Foster—Hart Riskiness and a Motivat-
ing Example

For a random variable X on some probability space (2, F, P) that satisfies

EX > 0and P(X < 0) > 0, the Foster—Hart riskiness is given by R(X) = 1,
where ) is the unique positive solution of the equation
Flog(1+XX)=0. (1)

Note that for discrete random variables this equation is defined for all
nonnegative values of A up to, but strictly smaller than \*(X) = 1/L(X),
where L(X) = max,ecq(—X(w)) is the maximal loss of the gamble. For
discrete random variables with positive expectation and possible losses, such
a strictly positive solution always exists. For example, if X is a Bernoulli
random variable with

P(X =200) = P(X = —100) =

N | —

I

one can easily verify that 0 = Ilog (1 + 200)) + 1log (1 — 100)) leads to
A = 1/2000 or R(X) = 2000.

The starting point of our analysis is the following simple observation that
struck us when we wanted to apply the measure of riskiness to more general,
continuous distributions. Let X be uniformly distributed on [—100, 200], say.
X has a positive expectation of 50 and incurs losses with positive probability,
so it qualifies as a gamble in the sense of Foster and Hart. Nevertheless, the
equation (1) has no positive solution!

Example 2.1 Let X be uniformly distributed over [—100,200]. X has pos-
itive expectation and positive probability of losses. We plot the function
d(N) = Elog (1 + AX) over the interval [0,1/100] in Figure 1. We see that no
solution for A > 0 to (1) exists. To prove this, note that with \*(X) = 1/100
we have

200

1 x
FElog (1+ X (X)X :/ —log(1+—)daz’zlog3—120.0986>0.
( (X)X) _100 300 100

As ¢ is concave and strictly increasing in 0, we conclude that ¢(\) > 0 for
all X € (0, \*(X)].
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Figure 1: The function A — E'log (1 4+ AX) for the uniform distribution over
[—100, 200] has no zero.

How can we assign a riskiness to this simple gamble if the defining equa-
tion of Foster and Hart has no solution? One could take A = 0, of course,
resulting in a riskiness measure of co. Does this mean that one should never
accept uniformly distributed gambles? Then an investor with a wealth of,
say, a billion dollars would reject the above uniform gamble on [—100, 200].
Given that such a gamble has a nice expected gain of 50 and a maximal loss
of 100, this would seem quite counterintuitive.

In this note, we set out to extend the notion of riskiness for continuous
random variables like the uniform above by approximating them via discrete
random variables. We show that the limit of the riskiness coefficients exists.
If the expectation Flog(1+A*(X)X) is negative (including negative infinity),
one can use the equation (1) to define the riskiness of X. (This also shows
that our notion is the continuous extension of the discrete approach). For
continuous random variables with E'log(1+A*(X)X) > 0 such as our uniform
random variable above, we use the limit of the riskiness coefficient of the
approximating discrete random variables. This limit turns out to be equal
to the maximal loss L(X).

Whereas the riskiness measure is quite conservative for Bernoulli random
variables as it prescribes a high value of 2000 for the wealth for a Bernoulli



random variable with maximal loss of 100, it does accept the uniform random
variable over [—100,200], which has the same maximal loss of 100, even if
one has just 100 $.

How can one explain this stark difference? The point is that the Bernoulli
random variable above is quite far away from the uniform random variable
over the whole interval [—100, 200]. For the Bernoulli case, a loss of 100 $ has
a high probability of 50 %. For the uniformly distributed random variable,
a loss of close to 100 $ occurs with a very small probability and the loss of
exactly 100 $ even with probability zero; as the defining aim of the opera-
tional measure of riskiness is to avoid bankruptcy, this is a crucial difference.
Indeed, our analysis below shows that the riskiness decreases if we spread the
Bernoulli random variable more uniformly over the interval [—100, 200], say
by using a uniform grid. For discrete random variables uniformly distributed
over a fine grid, the riskiness is close to the maximal loss of 100.

3 Foster—Hart Riskiness for General Contin-
uous Distributions

In the remaining part of this note, we call a gamble a random variable X
on some probability space (Q, F, P) with EX > 0 and P(X < 0) > 0 that
has either a finite support or admits a strictly positive density on its support
which can either be the compact interval [—L, M| or [—L, c0).

For a gamble X let us study the function

d(A) = Elog (1 + AX)

which is well-defined for all A € [0, L(X)), where we remind the reader that
we defined the maximal loss L(X) = max(—X) whenever X is a discrete
random variable and we define L(X) = esssup(—X) # if X is continuous.
The function ¢()) is continuous and strictly concave, with strictly positive
slope in 0 as EX > 0 (see the argument in Foster and Hart (2009)). If X is
discrete, its distribution places a strictly positive weight on the event {X =
—L(X)}, where X achieves the maximal possible loss. As a consequence,
the expression log (1 — AL(X)) tends to minus infinity as A approaches the
value A*(X) = 1/L(X). The expectation that defines ¢ then also converges

4We define as usual esssup(—X) := inf{z € R|P(-X > z) = 0}.



to negative infinity for A — A*(X), and the function ¢ has a unique zero in
(0, X°(X)).

For continuous random variables X, as the uniform one, the event X =
—L(X) has probability zero. The expectation Elog (1 + AX) is then well-
defined even for A = \*(X), possibly with a value of negative infinity. When
this last expression is positive, however, equation (1) has no positive solution.
This is indeed the case for suitable uniform distributions as we showed above.

In the following we extend the riskiness in a rational way such that we can
apply it to such continuous random variables. For this purpose we approxi-
mate them by discrete random variables and study the asymptotic behavior
of their riskiness number.

Let us describe our strategy more formally. We approximate X from
below by an increasing sequence of discrete random variables X,, T X. For
each X,,, there is a unique positive number 0 < A, < A\*(X) that solves the
defining equation

Elog (1+ X, X,)=0.

The sequence (A,) is increasing and bounded, thus the limit Ao, = lim,, o A,
exists and is bounded by A*(X). We then show that for random variables X
with ¢(A*(X)) = Elog (1 + A*(X)X) < 0, A is the unique positive solution
of the defining equation (1). For random variables like the uniform one,
where ¢(A\* (X)) = Elog (1 4+ M (X)X) > 0, we have A, = A\ (X).

Without loss of generality, we take L = 1 and thus A*(X) = 1. We
consider two different sequences of partitions of the support of the continuous
random variables. On the one hand, if the support of X is the compact
interval [—1, M|, we define

k
xZ:—1+2—n(M—i—1), k=0,...,2"—1

and set
on_1

_ n
Xn = E $k1{xZSX<wZ+1} .
k=0

On the other hand, if the support of X is the infinite interval [—1, c0),

we define
n k n
Ik:—1+2—n7 k:O,,nQ —1



and set for n > 1

n2"—1
Xo= ), Tilfapax e, 3+ (1 H 1) 00 1)
k=0

For both cases the next Lemma holds true.
Lemma 3.1 The sequence (X,,) is increasing and lim X,, = X a.s.

This is a well-known measure-theoretic construction. The proof is re-
ported in the appendix.

As we have —1 < X,, < X € L' > we conclude, using Lebesgue dominated
convergence theorem, that lim FX,, = FlimX, = EX > 0. Hence, for n
sufficiently large, we have EX,, > 0. From now on, we always look at such
large n only. As the density of X is strictly positive on its support, we also
have P(X, <0) > P(X,, = —1) > 0. Therefore, the Foster-Hart riskiness is
well-defined for X,,. Let A, € (0,1) be the unique positive solution of

Elog(1+ X\, X,,) =0.

The next Lemma follows directly by Lemma 3.1 and by the monotonicity of
the Foster-Hart measure of riskiness, see Proposition 2 in Foster and Hart
(2009).

Lemma 3.2 The sequence (\,) is increasing and bounded by L(X) = 1. As
a consequence,

Ao = lim A,
exists and is less or equal to L(X) = 1.

We can now state our main theorem. The limit A, identified in the
previous lemma is the right tool to define riskiness for general gambles.

Theorem 3.3 1. If Elog(1+ X) <0, then A < 1 and A\ is the unique
positive solution of (1).

2. If Elog(14+ X) >0, then \oo = L(X) = 1.

5We denote by L' the space of all random variables X with FX < oo.



PRrROOF: It is easier to prove the converse of the two statements. Let us
start with assuming A, < 1. In that case, the sequence

Zy =log (1 + X\, X,,)
is uniformly bounded. Indeed,
—o0 < log(l — A\yo) < Z, <log(l +|X]|) < |X]| € L.

As we have Z,, — log(1l + A X) a.s., we can then invoke Lebesgue’s domi-
nated convergence theorem to conclude

0=IlimEZ, = FlimZ, = Elog(l + A X).

In particular, the equation (1) has a positive solution A, < 1. As ¢ is
strictly concave and strictly positive on (0, A ), we conclude that we must
have ¢(1) = F'log(1 + X) < 0. This proves the second claim.

Now let us assume A, = 1. In that case, we cannot use Lebesgue’s
theorem. However, the sequence

7! = —log (1 + X\ X))

is bounded from below by —log(1 + |X|) > —|X| € L*. We can then apply
Fatou’s lemma to conclude

—Flog(1+ X)=FElimZ, <liminf —Elog (1 + \,X,) =0,

or
Elog(l1+X)>0.
This proves the first claim. O

After stating our main theorem, we are eventually able to define our
extended Foster-Hart measure of riskiness.

Definition 3.4 Let X be a gamble with maximal loss L. If E'log(1+X/L) <
0, we define the extended Foster—Hart measure of riskiness p(X) as the unique
positive solution of the equation

X
E'log (1+—> =0.
p(X)
If Elog(14+ X/L) > 0, we define p(X) as the maximal loss of X,
p(X)=1L.

10



4 Conditional Riskiness and No Bankruptcy

4.1 Learning and Conditional Riskiness

So far we discussed the riskiness in a static framework as it is done in Foster
and Hart (2009). However, in many situations it is more useful to measure
risk in a dynamic way. If there is, for instance, more information about an
asset available, this should be visible in the assigned risk of this position. A
dynamic framework allows to take such updating information into account.
The purpose of this section is to embed our extended Foster—Hart riskiness
into a dynamic framework.

In the following, let (Q,F, (F;)iwen, P) be a filtered probability space,
where the filtration (F;);en represents the information structure given at
the respective time t. We denote by A; the set of all ;—measurable random
variables and consider a sequence of random variables (X;) that is adapted
to the filtration (F;)ien. In order to be able to measure the risk of X; in
every time period s < t, X; has to satisfy all the conditions which define a
gamble given the respective information structure (F).

Definition 4.1 We call a random variable X on (Q, F, P) a gamble for
the o—field Fs C F if X is bounded and satisfies E[X|Fs] > 0 a.s. and
P(X; < 0|Fs) >0 a.s..

In the following, we assume that for ¢t > s, X; is a gamble for F;.

As time goes by, we learn something about the realization of the random
variable and are therefore able to quantify the risk more precisely. Measuring
the risk of X; in every single time period s < t yields a family of conditional
risk measures (ps(X;))s=1..1—1, where every p,(X;) is a Fs—measurable ran-
dom variable that is either the solution of the equation

E {log (1 + %) |fs} =0 (2)

or ps(X;) = Ls(Xy), where we define
Ly(X;) :=essinf{Z € A |P(—X; > Z|Fs) =0 a.s.}.
This means, L(X;) is the maximal loss of X; given the information at time

s. As we have done for our extended measure of riskiness in the static case,

11



we set ps(X;) = Ls(X;) on the set

ool ) 1)

and define py(X}) as the solution of equation (2) on B¢. We call the so defined
family of conditional risk measures (ps(X;))s=1..+-1 the dynamic extended
Foster—Hart riskiness of X,.

The next Lemma shows that the dynamic extended Foster—Hart riskiness
is indeed well defined.

Lemma 4.2 There exists one and only one Fs—measurable random variable
ps(Xy) > Lg(Xy) that solves equation (2) on B¢ and satisfies ps(X;) = Lg(X})
on B.

The proof is given in the appendix.

Remark 4.3 An important question that arises in a dynamic framework is
how the conditional risks at different times are interrelated. This question
leads to the important notion of time—consistency. A dynamic risk measure
(ps)s=1..t—1 18 called time—consistent if for any gamble X}, X? and for all
t=1,...,t —2 it holds that

ps+1(X ) > ps+1(XtQ) a.s. — pS(th) Z pS(XtQ) a.s

That means, in particular, that if we know that tomorrow in every state of
the world gamble X} is assigned to have a higher risk than gamble X?, this
should also hold true today.

This desirable property is not satisfied by the dynamic extended Foster—
Hart riskiness. A detailed example which illustrates that is given in the ap-
pendix.

4.2 No Bankruptcy

We conclude our investigation by checking that our extended definition of
riskiness avoids bankruptcy.

Theorem 4.4 Let (X,,) be a sequence of gambles that are uniformly bounded
above by some integrable random variable Y > 0 and satisfy some minimal
possible loss requirement, i.e. there exists € > 0 such that a.s.

Lo 1(X,) > e€>0

12



for all n. Let Wy > 0 be the initial wealth and define recursively
Wipn =W+ X
if B [log (1 + XJV—T> |]:t] >0 and
Wiy =W,
else. We then insure no bankruptcy, i.e.
PllimW, =0] =0.

PROOF: Note first that W, > 0 a.s.. This can be shown by induc-
tion. We have W, > 0. We have either W;,; = W, which is positive by
induction hypothesis, or W;.; = W; + X;.1. In this case, the condition

E [log <1 + thv_tl) ]Ft} > 0 implies that a.s.
Wi > pi(Xier1) > Li(Xipa).

Thus, Wy — Li(Xi41) > 0 a.s.. If p(Xiy1) = Li(Xiy1), then we have
P(Xy11 = Li(Xy11)|F:) = 0. Hence, a.s. it holds that

Wir > Wy — Li(Xey1) > 0.

We can thus define S; = log W;. We claim that S is a submartingale. Indeed,

on the set x
A=LFE|log|1+Z2L )17l <0
{ {Og(JrWt)lt

which belongs to JF;, there is nothing to show. On the set A°, we have

E [StJrl’Ft] =FE [log Wt+1‘-7:t]

=logW,+F {log Wi \.7-}}
Wi

X
= lOg Wt + E |i10g <1 + t—H) |ft:|
W,

> lOth = St.

S is thus a submartingale. We apply a theorem on submartingale con-
vergence to complete our proof. We will use Theorem 1 in Shirjaev (1984),

13



Chapter VII. For a > 0, let 7, = inf {t > 0 : X; > a}. A stochastic sequence
belongs to class C* if for every a > 0 we have

E (X, — Xro1) Lrycony < 00.

a

Let us check that our sequence S is of class C*. Indeed, we have

X
S, —S. )t =1lo (1+ T“)l :
( 1) g W, ) X0

and in that case W, _1 > pr,—1(X,) > € > 0 a.s, so we conclude

Y Y Y
E(S,, — S._1)" < Elog (1 + ﬁ) < Elog (1 + —) <E— <o
Pra—1 Ta € €

where Y is the uniform integrable upper bound for our gambles and € is
the minimal possible loss lower bound. By Theorem 1 in Shirjaev (1984),
Chapter VII, we conclude that the set {S; — —oo} is a null set. (Indeed, on
the set {S; — —o0o}, S is bounded above. The theorem then states that the
limit of S exists and is finite (almost surely), and thus cannot be negative
infinity.) O

5 A List of Examples

In order to gain further inside into the behavior of our generalized measure of
riskiness, we consider in this section different continuous distributed gambles
and compute their riskiness.

5.1 Uniform Distribution

Firstly, we consider as in Example 2.1 an uniform distributed random variable
over the interval [—100,b]. In order to get a positive expectation, we must
have b > 100. In Figure 2 the graph of the riskiness p (Figure 2(a)) as well
as the solution A of equation (1) (Figure 2(b)), which is the reciprocal of the
riskiness, is plotted against the maximal gain b of the gambles. Example 2.1
already shows that not for all values b there exists a positive solution of the
defining equation (1). Indeed, the critical value for which E'log (1 + \*X) =
0 is b, = 171.83. For values of b which are greater than b, there is no

14
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Figure 2: p and \ for uniform distributed gambles over [—100, b].

positive solution of equation (1) and we take in this case p = L(X) = 100 as

the riskiness.

As a result the graph of the riskiness yields a continuous function; the
riskiness tends to the maximal loss L = 100 as we approach the critical value
b. and converges to infinity as the expectation of the gamble goes to 0 (i.e.

b | 100).

5.2 Beta Distribution

Next, we consider beta distributed gambles. The density of random variable
X that is beta distributed over the compact interval [—a, b] is, for instance,

given in Johnson et al. (1995) as

1 (r—a)*1(b—x)!
B(a,B)  (b—a)*+it

90(.1';06,6,@,[)) =
where B(«, ) denotes the Betafunction defined as

B(a, ) = /01 t7H (1 — )P .

The mean of X is given by

ab+ Ba

ElX]= a+ S
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(a) Generalized Foster—Hart riskiness p by A=1

Figure 3: p and A for beta distributed gambles over [—100, 200] with o = 2.

In our example we fix the interval as [—100,200] and choose o« = 2. We
compute the riskiness as a function of the parameter 5. Again, in order to
be able to do the computation, the mean has to be greater than zero which
implies 8 < 4. We let the value for § run up to 4, i.e. the expectation goes
to zero.

Figure 3 shows the graph of the riskiness and of A = % against the values
of 5. The defining equation (1) has a positive solution for all § greater than
Be = 3.05. For 8 < f., where no positive solution exists, the maximal loss
L = 100 is used to determine the riskiness. Again a continuous function is
plotted that goes to infinity as the expectation tends to zero.

5.3 Lognormal Distribution

The lognormal distribution is used in many financial applications, for in-
stance in the widely used Black—Scholes options pricing model. Therefore, it
seems to be important to be able to apply the measure of riskiness for this
distribution.

A random variable X is said to be lognormally distributed if its density

P is

1 1 (log(x — 0) — p)?
90(1', ,LL7 07 ) ((L’ . 6)\/%0' exp( 2 0_2 )7 T > )

6See Johnson et al. (1995).
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Figure 4: p and A for lognormally distributed gambles over (0, co) with =1
and o = 2.

where p and o are the expected value, respectively the standard deviation,
of the normally distributed random variable X~ = log(X — #) and —0 is the
maximal loss of X.

We fix 4 =1 and 0 = 2 and let 6 run through the interval [—20.08,0).
(We have to take # > —20.08 in order to make sure that the expectation is
positive). The critical value for which there exists no zero for the defining
equation is § ~ —2.72. For any 6 > —2.72 we take therefore the maximal
loss —6 as the riskiness.

We plot the graph of the riskiness in Figure 4. Figure 4(b) shows the

graph of \ = % as well as of -4, against the maximal loss L(X) = —0. The

upper curve shows }9. If —0 < 2.72, both lines coincides and for —6 > 2.72,
i.e. where a solution of the defining equation exists, we always have that
A < L(X). As the expectation goes to zero, i.e. the maximal loss gets closer
to 20.08, the riskiness tends to infinity or in other words A converges to zero.

As in the examples before, the figure yields a continuous riskiness func-
tion. This illustrates that our generalized Foster—-Hart measure of riskiness
provides a continuous extension of Foster and Hart (2009), which allows to
apply the measure for many more classes of random variables, without losing
the operational interpretation of avoiding bankruptcy in the long run.

Remark 5.1 We can also fiz the mazimal loss —0 = 1 and let the mean
p of the normal distributed random variable X wvary. This yields an in-
teresting result: We have for the lognormal distributed random wvariable

17



X = exp(XN)—1 that there does not exist a solution for the defining equation
if w > 0. Indeed, we have

exp(XV) —1

Elog(1+ 7

) = Elog(exp(XY)) = EXY

and therefore Elog(1 + %) > 0 if and only if > 0.

6 Conclusion

For many continuous distributed gambles the equation which defines the
measure of riskiness proposed by Foster and Hart (2009) does not have a
finite solution. We extended their defintion by using the maximal loss of
the gamble as its riskiness, whenever the defining equation does not have
a solution. Our extension allows to apply the measure of riskiness also for
continuous distributed gambles which have a strictly positive density on their
support and which are bounded from below. We have justified our extension
by showing both that it is indeed a consistent extension of the Foster—Hart
measure of riskiness and that the no-bankruptcy result of Foster and Hart
(2009) carries over to the extended measure of riskiness.

Finally, as it is important for many financial applications to measure risk
dynamically, i.e. taking updating information into account, we defined the
extended riskiness also in a dynamic framework.
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A Appendix

The appendix contains some technical details and proofs.

Approximation by Discrete Random Variables

ProOOF OF LEMMA 3.1:
Suppose the support of X is [~L, M]. Obviously we have x} <z}, ;.
Further,

k
(M + 1) = 2

k
$Z=—1+—(M+1):—1+2n+1

2n

and therefore

on_1 an—1

1

X, = E 1 = g ARl
+1 +1
n £ kt{ap<x<ap,,} ar 2k {x;zk <x<apil

The last expression is smaller than X, since we have on each interval
(5 w5 y) 7 0 that

_ _n+l
X, = x5,
and
n+1
Xnt1 2> Ty,

- 1 1 1 1, ntl :
with X1 > 25,7 on 0 # [25,7, 2500 ,)) C 257, @) Hence, (X,,) is an

increasing sequence.
Analogously, we can prove the statement for the support [—1,00), just

by replacing x} by —1 + % and X,, by

n2™—1
Z le{x;;g)(@g“} + (=140l x>(1em)-
k=0

Finally, we have lim X,, = X a.s. by construction of the sequence (X,,).
O]
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Time—Consistency

Consider two discrete gambles X; and X2 that have their payments in two
periods (t = 2) from now. They are distributed according to the binomial
trees given below. In t = 1 two states of the world are possible which occur
with equal probability % We compute the riskiness today (¢ = 0) and in
each state in ¢t = 1.

Gamble X has the following structure:

Lo 2 600
N [ P1 (X3) =
AT 2 120 \
Y / A J 1 —100
| 219.426 N 1
4 \ S 2 1000
S 2 ( pi(Xy) = i
“ 250
\ 4 1 —200

Hence, X; has the payoffs {600, —100, 1000, —200} occurring each with
equal probability. The riskiness computed in ¢ = 1 in state one is pj(X3) =
120 and in state two p?(X3) = 250. The riskiness today is p(X;) ~ 219.426.

The second gamble X7 is distributed according to the following tree:

2

. 243.76

A \ ) / 6000
~ 5 pi(X2)

L2 \

50 4 1 —240

Although the payoffs of X2 differ from the payoffs of X3, the riskiness
numbers at time ¢ = 1 coincides. Today, however, the risk of X2 is strictly
higher than the risk of Xj. That contradicts the time—consistency condi-
tion. Therefore, the dynamic extended Foster—Hart riskiness is not time—
consistent.
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Existence of Conditional Riskiness

PrROOF OF LEMMA 4.2: Let X; be a gamble for the o—field F,. Without
loss of generality, we can assume L (X;) = 1 almost surely (else replace X
by X,/Ly(X,)).

We write G = F, and X = X, in the following for shorter notation. We
fix a regular version P(w,dz) for the conditional probability distribution of
X given G (which exists as X takes values in a Polish space). Whenever we
write conditional expectations or probabilities in the following, we have this
regular version in mind.

For our construction, we need that there are wealth levels W for which we
accept the gamble X given G. We thus start with the following observation.

Lemma A.1 There exist G—measurable random variables W > 1 such that
Ellog(W + X)|G] > logW.

In particular, this holds true for all W with

2E[X?|G]
w>_— -2
~ E[X|]]
and
X 1
Zl< 2
vl <3
Proor: We use the estimate
log(1 +x) > x — 22° (3)

for || < 1/2 (which one can obtain from a Taylor-expansion and the La-
grange version of the error term). Take an G—measurable W with

2E[X2|g]
"= X

and
X

1
< 2
Wi = 2
Such W exists because X has finite variance. We can simply take
E[X?|G]

W = Qmax{m,mm} .

21



As | X/W| <1/2, log(1+ X/W) is everywhere defined. By the estimate (3),

we obtain
2
(e 2) o[y 300

W W2
1 E[2X?G]
— —(EIxIq — =22 &)
v (Exie - 25
and now we can use the fact that W > %Tg']g] to conclude that

E{log<1+%) |g]zo.

As a consequence of the preceding lemma, the set
A ={\ G — measurable| 0 < A < 1, E'[log(1 + AX) |G] > 0}

is not empty. Let Ay be the G—essential supremum of X\. By definition, g
is G-measurable and \g > A\ for all A € A. Moreover, \q is the smallest
G-measurable random variable with these properties.

The set A is upwards directed: take A\, A\ € A. Then we have for \3 =
max{\;, A2}

Elog(1+ A3 X)[G] = L 2a,3 E [log(1 + A X)|G]
—+ 1{)\1</\2}E [log(l + )\QX)‘Q] Z 0 .

The other properties being obvious, we conclude A3 € A. Hence, A is upwards
directed; as a consequence, there exists a sequence (\,) C A with A\, T Ao.
Our next claim is E [log(1 + Ao X)|G] > 0. The sequence

Zn = —log (1 + X\, X)

is bounded from below by —log(1 + |X|) > —|X| € L'. We can then apply
Fatou’s lemma to conclude

—FE[log(1 4+ X X)|G] = Elim Z,|G] < liminf —FE [log (1 + X\, X,) |G] <0,

or

E [log(1+ X X)|G] > 0.
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We claim now that we have
Ellog (14+ X X)|G] =0 (4)

on the set {\g < 1}. This will conclude the proof of our lemma.
It is enough to establish the claim on all sets

1
r={nsi-1]
n

for all n € N. From now on, we work on this set only without stating it
explicitly. Let

Apn = {E[log(l + X X)|G] > %} Nnr,.

We will show that A,,,, is a null set for all m,n € N.
Let € = l+1mn and set A\; = (1 — €)A\g + €. Then we have \; > )¢ and
M<(1—-€e(1—-1/n)+e=1—-1/n+¢/n < 1. We also note

A= =€(1=X) <e (5)

We have .
I+ MX2>1-XA > ‘

> 0. (6)

log(1 4+ A1 X) is thus finite (on I';, where we work).
We now want to show

Ellog(1+MX)I|G] >0

on A, ,. If A, , was not a null set, this would contradict the definition of
Ao as the G—essential supremum of A.
In order to establish the desired inequality, it is enough to show

Eflog (14 MX) [G] — E[log (1 + A X) [G] > _%

because of the definition of A,,,. Now, on the set {X > 0} we have
log (1 + A\ X) > log (1 + MX).

We need a uniform estimate for log (1 + A\ X) —log (1 + A¢X) on the set
{X < 0}. With the help of the mean value theorem, we obtain on {X < 0}

1+ MX n ne
1 —_— | > (AN = X)) > — )
Og(1+)\0X>_ G w
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(How can one see this: by the mean value theorem and (5), we have
1
10g (1 + )\1X) — log (1 + /\[)X) = E<)\1 - )\o)X

for some € in between 1+ A\ X and 1 + A X. By (6) 1+ M X > (1 —¢€)/n.
Hence, we have 0 < 1/ < -.)
By the definition of €, we thus have

1+ MX ne 1
log| ——— | > — = ——
14+ XX 1—c¢ m

uniformly on {X < 0} as desired. It follows
Ellog (14+ M X)|G] — Elog (1 + X X) |G]
1+ X
> - A
2 o (F2 i

1
> ——.
m

References

Artzner, P., Delbaen, F., Eber, J.-M., and Heath, D. (1999). Coherent mea-
sures of risk. Mathematical Finance, 9(3):203-228.

Aumann, R. J. and Serrano, R. (2008). An economic index of riskiness.
Journal of Political Economy, 116(5):810-836.

Bali, T. G., Cakici, N., and Chabi-Yo, F. (2011). A generalized measure of
riskiness. Management Science, 57(8):1406-1423.

Detlefsen, K. and Scandolo, G. (2005). Conditional and dynamic convex risk
measures. Finance and Stochastics, 9(4):539-561.

Follmer, H. and Schied, A. (2002). Convex measures of risk and trading
constraints. Finance and Stochastics, 6(4):429-447.

Follmer, H. and Schied, A. (2011). Stochastic finance. An introduction in
discrete time. de Gruyter, Berlin [u.a.].

24



Foster, D. and Hart, S. (2009). An operational measure of riskiness. Journal
of Political Economy, 117:785-814.

Foster, D. P. and Hart, S. (2013). A wealth-requirement axiomatization of
riskiness. Theoretical Economics, forthcoming.

Frittelli, M. and Rosazza Gianin, E. (2002). Putting order in risk measures.
Journal of Banking € Finance, 26(7):1473-1486.

Hart, S. (2011). Comparing risks by acceptance and rejection. Journal of
Political Economy, 119(4):617 — 638.

Homm, U. and Pigorsch, C. (2012). An operational interpretation and
existence of the aumann-serrano index of riskiness. FEconomics Letters,

114(3):265-267.

Johnson, N. L., Kotz, S., and Balakrishnan, N. (1995). Continuous univariate
distributions. Wiley, New York [u.a.].

Schreiber, A. (2012). An economic index of relative riskiness. Discussion
paper series, The Center for the Study of Rationality, Hebrew University,
Jerusalem.

Shirjaev, A. N. (1984). Probability. Graduate texts in mathematics ; 95.
Springer.

25



