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Forecasting business-cycle turning points with

(relatively large) linear systems in real time*

by Sven Schreiber’

this preliminary version: March 2013*

Abstract

The detection of business-cycle turning points is usually performed with non-
linear discrete-regime models such as binary dependent variable (e.g., probit or logit)
or Markov-switching methods. The probit model has the drawback that the continu-
ous underlying target variable is discretized, with a considerable loss of information.
The Markov-switching approach in general presupposes a non-linear data-generating
process, and the numerical likelihood maximization becomes increasingly difficult
when more covariates are used. To avoid these problems we suggest to first use
standard linear systems (subset VARs with zero restrictions) to forecast the relevant
underlying variable(s), and in a second step to derive the probability of a suitably

defined turning point from the forecast probability density function. This approach

*This paper grew out of a project funded by the German federal ministry of finance (BMF), and we
thank Daniel Detzer for excellent research assistance. For helpful comments we thank Jorg Breitung, Di-
eter Nautz, Thomas Theobald, and Jiirgen Wolters.

The entire estimation and evaluation algorithm has been implemented as a program using the gret! econo-
metrics software, see Cottrell and Lucchetti (2010).

TUniversity of Hamburg (Institute for Growth and Fluctuations), and Macroeconomic Policy Institute
(IMK) Diisseldorf. Email: svetosch@gmzx.net, postal address: Von-Melle-Park 5, D-20146 Hamburg, Ger-
many.

#The empirical analysis of this paper is currently being updated with more recent data for Germany, and
an analogous analysis for US data. This update could not be finished for the submission deadline, but is
expected to be completed by the end of March.



will never fail numerically. We also discuss and show how this approach can be used
in real time in the presence of publication lags and to capture features of the data
revision process, and we apply the method to German data; the event of the recent
“Great Recession” is first signalled in June 2008, several months before the official
published data confirms it (but due to publication and recognition lags it is found
after it already began in reality).

Keywords: density forecasts, business-cycle turning points, real-time data, now-
casting, great recession, Germany

JEL codes: C53 (forecasting models), E37 (cycle forecasting)

1 Introduction

In this paper we suggest a linear system approach to the old problem of business-cycle
turning-point prediction, taking into account the data availability and revision problems
in real time. This approach differs from the usual methods used to detect business-cycle
turning points, which is usually done with non-linear discrete-regime models such as bi-
nary dependent variable (e.g., probit) or Markov-switching methods.! The general idea
is that we use a linear (system) model to predict the continuous output variable several
(h) steps ahead. Instead of using the point forecast we then use the estimated probability
density functions (pdf) of the forecast to calculate the probability of a realization below
the previously defined recession threshold (or above a certain boom threshold). As de-
scribed in more detail below, using monthly available data we employ a threshold of a
negative cumulated growth rate of -1% over a time span of five months to call a recession
(we ). This threshold can be naturally interpreted according to the “triangle” approach by
Harding and Pagan (2002), where episodes can be very short and intense or more drawn

out and gradual to qualify as recessions. Our choice obviously requires an average output

'While a subclass of Markov-switching models can actually be regarded as linear, the general case —for
example with regime-dependent dynamics— yields non-linear models (see Krolzig, 1997).



decline of at least 0.2% (approximately) per month.?

Our approach has the following advantages: first, because of the linearity of the estimator
there exist analytical solutions for every step of the estimation algorithm, which guaran-
tees the existence of a turning point forecast for every conceivable data constellation. In
contrast, for the typically applied non-linear model classes it is always possible that the
maximization of the likelihood function could fail numerically. In our method the only
non-linear step appears at the end of the procedure, namely to find the p-value of a normal
distribution, and this standard problem obviously cannot cause any numerical problems.
Secondly, we define the real-time variables in our multivariate system such that we also
model the revision process of consecutive data publications, by keeping (some of) the
superseded data publications in the econometric system. This means for example that we
do not take any new data publications at face value, but our forecasts will also cover the

yet unreleased revised values.>

Finally, in relation to the estimation of probit models there is reason to hope that the
direct forecast of the continuous output variable (industrial production) is better able to
exploit the information contained in the data. After all, in order to fit the probit model it
is necessary to reduce the target variable to a binary regime variable, which discards quite

a bit of information.

There are also drawbacks of our approach which have to be acknowledged: In order to
make use of a broad information set, we use relatively large VARSs as the starting point for
our forecasting model. These initial models are then reduced with automated coefficient
restrictions following the general-to-specific method, but the initial models suffer from the
curse of dimensionality, i.e. the combination of too many variables and lags may exceed

the available degrees of freedom. In a scenario with only quarterly data and only short

2Often two consecutive quarters (i.e., six months) are implicitly considered as a minimum recession
duration. However, not all “official” recessions fulfill this criterion, and thus we chose five months instead
to shorten our turning point recognition lag.

3This is especially helpful if early data publications are systematically biased, see below for the evi-
dence. But even if no revisions are expected on average, the variance of the revisions also plays a role for
the forecast pdf; our approach accounts for that.



available revision data histories our approach may therefore not be the most suitable —
although in a situation without long revision data histories it is not entirely clear why we

would want to use real-time methods in the first place.*

A more fundamental restriction is given by the fact that our model presupposes linear time
series processes. Thus if the DGP were actually non-linear, our forecasting models would
only be justified as an approximation. On the other hand, the same variables that are used
in the forecasting model are often analyzed with linear models in other macroeconomic
contexts, and thus linear models seem to be perfectly reasonable. The fact that we find
no significant deviations from normally distributed innovations (see below) also indicates

that nonlinearities do not seem very important.

Related literature = An early example that linear prediction models can be applied to
the problem of turning point determination with continuous target variables is given in
Stock and Watson (1993). For examples of non-linear turning point applications see Ng
(2012), or Laytona and Katsuura (2001), and especially for Markov-switching approaches

dealing with real-time data Hamilton (2011), or Nalewaik (2012).

Osterholm (2012) uses a similar approach in the sense of applying a linear model (Bayesian
VAR), and working with the predictive densities. However, our conclusions are quite
different from his pessimistic outlook, since our model seems to work well. The main
difference appears to be the size of the model, as Osterholm focuses on trivariate systems.
Our findings highlight the importance of a broad information set. For a further discussion

of Bayesian approaches see section 3.4.

In the rest of the paper, we first present the data, then the following section formally de-
scribes the statistical approach, including the notational conventions for the real-time data

with publication lags and revisions, and (in subsection 3.5) we explain how we construct

4A different possibility to overcome this curse-of-dimensionality problem would be a Bayesian esti-
mation. However, we do not have any priors about the coefficient values, and thus using Bayesian meth-
ods would then arguably be merely another device to reduce the model dimensions without the standard
decision-theory foundation. Hence, as long as our approach works, we see it as a substitute.
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Figure 1: German industrial production, five-month moving average growth. The time
axis refers to the period of data publication, i.e. three months after the reference period
for this second-release series. The straight blue line is at -1%.

and use the density forecasts to infer the recession probabilities. Afterwards the in-sample
properties of the estimated models are presented and we report the predictors that turn out
as the most relevant ones for the German industrial production forecasts. Then, in section
6, we present the pseudo out-of-sample results for turning-point / recession probability

forecasts, which cover the period of the recent “great recession”, before we conclude.

2 Basic data properties

In Germany the distribution of the growth rates of industrial production is quite concen-
trated around zero, and thus there is a relatively fine line between recessions and expan-
sions. In figure 1 we present the cumulated five-month growth rates of industrial produc-
tion for each publication month (i.e. a datapoint refers to the time when it was published,
which differs from the time of the corresponding economic activity, see below for further
definitions and explanations), along with a horizontal line showing the -1% threshold. It
can be seen that this threshold is crossed quite often and that the volatility of the series is

quite large relative to the range.

Thus we expect that for German data it will be quite difficult to forecast the state of
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Figure 2: Revisions of industrial production data. Difference of the second release pub-
lished in a certain period and the first release published one period earlier (both in logs).

the business cycle at longer horizons. Nevertheless, even if in a certain period the ex-
post perspective already indicated that the economy had experienced a turning point, the
implied recession or boom probabilities from the forecasting (or nowcasting) exercise
would still be interesting for economic policy as well as private agents, since that is an

additional and different piece of information.

Since the central topic of this paper is the real-time perspective, we report in figure 2 the
most important part of the publication history of the industrial production data, namely the
realizations of the first revisions (differences of logs). It can be seen that the magnitude of
revisions is sometimes substantial. Note also that the first release has been traditionally
biased downward because in a simple autoregression the constant term turns out as sig-
nificantly positive (with the coefficients of all autoregressive terms being negative). This
may have changed very recently from about 2011 onwards as can be seen at the end of

the graph.



3 The statistical real-time framework

3.1 Notation

While the underlying econometrics is fairly common, it is not so common to use such
VAR models for real-time data with publication lags and possible revisions, and thus we

introduce some useful definitions and notation to capture these properties.

First of all, in the presence of publication lags and revisions we must distinguish two time
axes: first the time period when a value is published, and secondly the time period when
the measured activities or events actually took place. Throughout, we call the former
“publication period” and the latter the “reference period”.> Since the publication time
determines the available information set on which forecasts can be based, the economet-

rically relevant time index in our model will correspond to the publication periods.

We denote an individual observation for use in the statistical model below by

x(r,p), r=1,2,....rmax; p=0,1,2...;t = 1,2, ... (1)

which means that this is the r-th publication (r for release) of the measured magnitude
x which was published in period ¢. (Thus the r-th publication is the (r — 1)-th published
revision.) The value rmax represents a cutoff point which is arbitrarily chosen to limit the

number of regressors later in the model; in theory the revision process can go on forever.

The number p tells us the publication lag of this measurement, i.e. the number of periods
it takes the statistical agencies to collect the input data and to publish the first result
of their measurement. The publication lag is of course different across variables, but
we assume that it is fixed over time for each variable. This is a potentially restrictive
assumption, especially if we were using weekly or daily data, but for our monthly dataset

it holds. This implies that the observation of the first publication x;(r = 1, p) corresponds

>In the real-time literature the term “vintage” is also used and will typically correspond to our publication
time. It seems a little ambiguous, however, because sometimes it may describe the revision number instead.
Thus we avoid this term.



to the reference period (of economic activity) ¢t — p. For later revisions of the data, the
discrepancy between the underlying reference period and the time of publication also

depends on the number of releases: t — p — (r —1).9

An example may be helpful, using as a final piece of notation the mapping ¢ () between the
human-readable labels of time periods such as “2010m4” and the integer-valued time pe-
riod index. Let x;(r = 1, p = 2) be the first publication of the (log) industrial production,
then x;(2,2) is the second publication (first revision), the element xt(2000m3)(1,2) con-
tains the value of industrial production for the reference month of 2000m1, because the
publication lag of the first publication is two months. The element x;(2000m4) (2,2) also
contains a value for the same reference month 2000m1, namely the second publication

(first revision).

The important feature of our real-time data representation is that each element — for ex-
ample X;(2000m3) (1,2) — itself is fixed over time, even though the value of the economic
variable for the implied reference period is revised later on, because the revised data are
explicitly recorded in separate variables. It is this representation which enables us to use
standard VAR tools; in terms of the included information set we retain the outdated data
publications in our model in the form of lagged variables, which means that we implicitly
also have a model of the revision process itself and exploit any systematic movements in

there for our forecasts.

The publication lag p will actually be zero for many variables, especially for financial-
market data which are immediately available. The maximum publication lag in our ap-
plication will be 2 periods (months), for example concerning the industrial production

index.

For certain model variants later on we collect all stationary variables in a (column) vector

s; of dimension ng X 1 and the integrated variables in another vector d; of dimension

%We assume that revisions happen continuously in every period after the initial publication. This can be
done without loss of generality, because in case no actual revision happens in a certain period we simply
create a dummy observation with unchanged data: x;1(r + 1, p) = x;(r, p).



ny x 1.7 Note that the sum of the vector lengths ng +n; will in general exceed the number
of “conceptual variables” in the model, because the different releases are included as

separate statistical-technical variables.

Since we plausibly assume that the revision process of the data does not introduce any
additional non-stationary behavior, the collection of the releases of a certain variable
x(r,p), r=1,2...,rmax, will either belong entirely into s; or exclusively into d;. A corol-
lary of this assumption is that the different releases of a certain economic variable which

is integrated will automatically be co-integrated with unit coefficients.

The union of all variables is denoted in two separate ways:

2 = (s,Ad,) )

! NG

Ztl = (S,,d,)

In the model using z¥ the integrated variables are thus differenced to render all variables
stationary, whereas the vector z is a mixture of stationary and integrated variables in

levels. Both vectors have dimension (ng+np) x 1.

Because the topic of this paper is the detection of turning points of economic activity, we
are ultimately interested only in the output variable (measured by log industrial produc-
tion in our monthly data), which we denote with y,(r, p = 2), already using the knowledge
about the publication lag of two months. Since (log) output is non-stationary, the collec-

tion y,(r, p) (for all considered releases r) is a part of d,.

3.2 The statistical VAR model

The underlying two systems have the following general form,

K
z,=Y Ai_+u+w, i€{0,1},r=1.T(1), 3)
k=1

"The letter d stands for difference stationary. Other types of non-stationarity (trend stationarity, deter-
ministic breaks) are not considered in our setup.



which is a completely standard VAR model in terms of econometrics, with multivariate
white-noise residuals that are assumed to be normally distributed: u, ~ N(0,Q). In or-
der not to overload the notation we do not explicitly differentiate the model parameters

according to the model variant i, because the context should make that sufficiently clear.

The sample end point 7'(7) is not fixed here because we conduct a pseudo-out-of-sample
evaluation with the evaluation sample running from 7 : 2007m1 to 7 : 2010m11. This
means that the systems are re-estimated for every publication period in the evaluation
sample; an alternative approach could be to hold the parameter estimates from an earlier
sample as fixed and make use of newer data only for the forecasts. We can also easily
consider a rolling window for estimation by letting the starting period of the sample move
in parallel to the end period; this may be desirable in practical on-going applications of
our method if structural breaks are suspected in the beginning of the sample. In our formal
presentation in this paper, however, we assume a time-invariant data-generating process

(DGP).

We set rmax = 2 and thus only consider the first two publications. For the given data it
turned out that this captures most of the revision process, see Schreiber, Theobald, Proaio,

Stephan, Rietzler, and Detzer (2012).

The vectors z! contain 21 elements: first and second publications of the variables in-
dustrial production, domestic orders, foreign orders, the (consumer) price index, as well
as the variables for which no revision history is available: oil prices, CDAX stock in-
dex, REX bond market value index, vacancies, the Euribor interest rate, the yield spread
for corporate bonds, five different interest rate term spreads, a business climate (IFO)
and expectations index (ZEW). Variables are appropriately transformed; depending on
the model variant, the non-stationary variables are either included in log-levels or trans-
formed by log-differencing to growth rates. In any case, some variables are treated as

stationary, namely the interest rate spreads and the Ifo and ZEW indicators.

The log-level variant using z} implicitly takes into account the existence of multiple coin-

10



tegrating relations between variables. E.g. the first and second publications of the same
concept should be expected to be cointegrated, and also between industrial production and
new incoming orders a cointegration relationship is normally expected. The second model
variant with z” by construction includes only stationary variables, because such specifica-
tions are often used for short-term forecasts of inflation in the literature. Here the levels
information is neglected, i.e. the implicit error correction terms of the level model are not
included, but this could be negligible for relatively short time horizons. The differenc-
ing transformation of the variables may provide a certain stability of the predictions if
there are shifts in the level relations (Clements and Hendry, 1999). Ultimately, the choice

between the model variants is an empirical question.

The available sample in this model framework is limited by the requirement that the data
source actually must provide first and second publications even for the earlier reference
periods. In our case the dataset (mainly from the Bundesbank real-time database) supports

a starting date of 1995.

3.3 Sequential model reduction

Our estimation approach for a given 7 begins with the usual OLS estimates of each equa-
tion of this system. Due to the initial VAR form this is also the efficient system estimator,
but this is irrelevant here because of the following model reduction. In our case the max-
imum number of lags would be K = 6. Since large systems typically require fewer lags
than small systems, this half-year period should be sufficient. For the choice of K there
are various possibilities, for example we chose K = 4 based on the best R? in the lev-
els equation for the first publication of industrial production. For the specification with
growth rates this translates to K = 3 because obviously there the fourth lagged level ap-

pears implicitly in the differences.

The next steps are the automatic sequential elimination of insignificant regressors to im-

11



prove the overall precision of the estimation.® The regressor with the highest p-value of
the usual two-sided t-statistic is removed and the equation is re-estimated (again with
OLS). This procedure is repeated until no t-statistic has a p-value above the selected
threshold peyofr, Where we set peyory = 0.05. Overall, and roughly speaking, in our

case this method removes at least half of the regressors.

Once all the equations have been reduced in this way, the entire system is re-estimated
with the SUR method, i.e. in an efficient manner, taking into account the cross-equation
covariance matrix of the residuals. This feasible-GLS estimator of course also has ana-
lytical solutions and thus never fails. The final reduced system then provides the basis for

the real-time forecasts based on the current margin 7.

We denote the final SUR-estimated coefficients with the imposed zero restrictions through
the described sequential model reduction by By; in principle it could happen that some of

these matrices are actually zero. The resulting estimated subset-VAR model is thus:

K
Z=Y B +0+d, ic{01},t=1.T(1), “)
k=1

with a corresponding standard estimate of the residual covariance matrix .

3.4 Discussion of alternative solutions to the curse of dimensionality

The problem of scarcity of degrees of freedom in large dynamic models can be solved
in different ways, all of which are a kind of "shrinkage" estimation methods. Firstly, the
dimension of the data space can be reduced by the extraction of common factors or princi-
pal components. These factor models are an active field of research and application, for a
recent application to German real-time data see Schumacher and Breitung (2008). How-

ever, there it is not easy to determine the relevance of certain predictors. Alternatively

8For simplicity we perform this elimination separately for each equation; it would be straightforward
in principle to conduct it on the system level with the seemingly unrelated regressions (SUR) method, but
there is no indication in the literature that an OLS-based procedure would actually be inferior.

12



one can reduce the parameter space: For example, if there is a priori information on the
coefficients, Bayesian methods can be applied. Recently Banbura, Giannone, and Reich-
lin (2010) showed that big BVARs can have competitive prediction qualities, and with a
suitable choice of priors there exists no initial degree-of-freedom problem. However, it is
often dubious whether there actually is a priori information about the coefficients; rather
it seems that BVARs are simply used in the literature as a convenient shrinkage tool. In
the latter case, a more classical approach in the spirit of the general-to-specific method-
ology is also possible by successively removing the insignificant predictors in order to
increase the efficiency of the forecast. This "Subset VAR" approach with automated zero

restrictions is what we use in this paper.

3.5 Density forecasts and estimating the recession probability

Having estimated the parameters of the subset VAR with the sample ending in 7'(7), we
can produce h-step point forecasts in the usual way, which we denote by Q’T 45 Note that
an h-step forecast corresponds to the reference period T +h—p— (r—1); if h < p+
r — 1 this is sometimes called a backcast since the reference period precedes the current

publication period, and the term nowcast is used forh = p+r—1.

For multistep forecasts (2 > 1) the forecasts for lower horizons are needed, e.g. i‘T =
EliiT gt Zszz EkziT +o_i T [1. Therefore in this approach we implicitly forecast all the
variables contained in the model, even though we are ultimately only interested in the
forecast of the output variable (industrial production), and its probability density. Such an

iterative multistep forecast is well known to be optimal if the true model is a VAR.

But of course the future realizations of the variables are random due to the innovations
uriq,...,ury;. We denote the (estimated) multivariate probability distribution function
(pdf) corresponding to the forecast errors by f’T 5+ Due to the normality of the innovations
and the linearity of the model this pdf is also Gaussian, centered around the point forecast

i’T 5> and the forecast error is in general a moving average of the future innovations which

13



yields standard textbook formulae for its covariance matrix ¥ , see for example Liitkepohl

(2007, e.g. section 3.5). Therefore the following expression is directly operational:
Frin: NG, ¥)). )

In the following sections we must distinguish between the subset VAR in (log) levels
and growth rates, because while for the log-level specification with z! we “only” need
the corresponding diagonal element of li'Z to get the forecast error variance for future
output, for the specification in growth rates with z¥ (and thus with Ay, (r, p)) we need to

re-cumulate the predicted growth rates to arrive at the predicted output level.

For the estimation of the forecast density and in particular for its covariance ‘i’;l we con-
sider only the residual variance € and ignore the additional estimation uncertainty of the
parameters. However, this should be important only in the tails of the distributions, and
these are the areas which are not very relevant for our purposes. After all, we are not
(very) interested whether a recession probability is really 6% instead of 2%, but we care

more about whether the probability crosses the 50% threshold.

3.5.1 Level specification

Let us start with the somewhat simpler case of the log-level specification working with z/,
where we simply need the distribution of the A-step forecast of log industrial production,

which we denote by fyl(

rp) T+h? with mean value (point forecast) of Y7, ,(r, p). Its forecast

error variance is the corresponding element on the diagonal of P! let us call the square

root of this element and thus the standard deviation of this output forecast error 1/7}1.

We limit the forecast horizon to some maximum hmax which is related to our underlying
implicit recession duration: for our applications hmax = 5. Now we subtract from the
distribution of a h-step forecast the (log) value of the corresponding variable five reference
periods (months) earlier in order to calculate the cumulative growth rate over this five-

month period. This benchmark reference periodis T +h— p— (r—1) —5, where r and p

14



are still given from the variable y(r, p) which is forecast. For this reference period the i-th
publication happens in period T +h — (r—1) —5+ (i — 1), and we always use the latest
available release in real time published in 7', which is therefore given by i* = min(5+r—

h, rmax). Thus we get the following expression for the recentered distribution:
fyl(np),”h =1 (54r—h—in(i52) (6)

The complicated time and release indexing reflects the fact that we need to pick data that
refers to an actual five-month lag with respect to the economic activity, not with respect to
the date when the latest available release was published. For example, if we forecast the
value of the second release (r = 2) three publication months ahead (k2 = 3), the reference
period is T+h—p— (r—1) = T (a nowcast), the reference period for subtraction is
T —5, and in principle the latest available release in 7" for this reference period would
be i = 5-+r—h =4. However, i* = rmax < 4 if the higher releases are not available in
the dataset. Another example: forecasting the initial publication (r = 1) five publication
months ahead (h = 5) implies that we must also use the initial publication (i* = 1) for
subtraction which was published in period 7', because the later releases would not have

been published yet from a real-time perspective.

The intermediate result that we obtain is the density forecast of the predicted cumulative
five-month growth rate for this A-step horizon, and the variance is still given by the already
estimated forecast error variance lfl}%, since the subtraction of a known value only re-

centers the distribution.’

Finally, we determine how much probability mass falls below the selected threshold which
defines a recession. Our threshold is based on the so-called “triangle approach” by Hard-

ing and Pagan (2002), where for simplicity we use a fixed 5-month period for evaluation,

9Since we treat the published data as fixed here, we are implicitly modelling the revision process as
non-random. In principle it would be possible to generalize our approach. However, note that for a low
forecast horizon / we subtract the final (rmax-th) release of the data which represents the end of the revision
process (at least within our chosen information set), so no further random changes in those values would be
possible anyway.

15



and our critical value is —0.025%2/5 = —1% which is an arbitrary but commonly used
value. That is, we want to determine the CDF value of the normal distribution with mean
AsYin(r,p) = I148(r,P) = Yr—(54r—n—i)(i*,2) and standard deviation lf/ﬁ at the given
value of —1%. This of course is equivalent to finding the CDF value of the standard

normal distribution denoted with ®(), at the corresponding standardized value:

CI)((_OOl_AS)})\t—O—h(rap))/lp}%) ) (7

This standard numerical problem is the only non-linear step in our approach. This value

gives the probability that the publication in 7 4 & will meet the definition of a recession.

Apart from the publication lag, this method is also affected by a turning-point recognition
lag. If for example we get in some publication period a turning-point signal based on the
first publication, this means that the beginning of the recession (turning point) actually
happened in some reference period up to — (4 — p —5) months ago (for 2 < 5+ p), and so
in reality the recession would likely be already underway. Although this is unfortunate, it
is the logical consequence of the definition that a decline in economic activity must have

a certain minimum duration to call it a recession. !©

3.5.2 Specification in growth rates

If the system is specified in growth rates, an explicit cumulation of forecast errors from
step 1 to step 4 is necessary, in parallel to the fact that we are interested in the cumulated
(or average) growth over this period. Therefore in this case the distribution of the A-th step
alone is not enough, and the determination of the distribution of the cumulative growth
rate is complicated by the fact that the forecast errors are not independent. Formally,

the vector of output growth forecasts (Ay71(r,p),...,APr 4 (r, p))’ from this model has

10n probit or Markov-switching models a formal minimum-duration requirement is typically missing for
the forecasts. Instead at estimation time a specification is chosen that somehow delivers reasonable regime
classifications in sample, where “reasonable” usually also means that the regime episodes should not be too
short.
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a covariance matrix which is not diagonal, and these correlations have to be taken into

account when analyzing the sum of the forecasts.

Unfortunately, readily available formulae for this cross-horizon forecast covariance do
not seem to exist. For this reason we use here a parametric Monte Carlo simulation (boot-
strap) approach. We use the estimated distribution of the system residuals (their estimated
covariance matrix Q) and repeatedly draw random realizations of this multivariate (nor-
mal) distribution to simulate possible paths of the endogenous variables, based on the
estimated subset VAR of the current sample. Since we are holding the estimated coeffi-

cients fixed, we again abstract from the parameter uncertainty, as in the levels case.

As before we focus especially on output (log industrial production) up to forecasting
horizon h. For each simulated path the growth rates are summed to approximate the
cumulative growth. For horizons 4 < 5 the known 5 — & growth rates of the past are
added in order to always consider a uniform 5-month time span.!! With these simulated
frequency distributions of the cumulative growth rate we can then work as before. Since
in our application the center of the distribution is more relevant than the margins, we can
work with a relatively low number of repetitions (500). Of course, this simulation must
be re-run for each new observation that is added to the sample in the evaluation period.
It therefore takes significantly longer if a pseudo out-of-sample evaluation is performed
over a longer evaluation sample, but for a practical real-time application at the current

sample margin the computational burden of such a one-off bootstrap is quite small.

4 In-sample properties

Due to the large dimension of the underlying system, it is hardly possible to characterize
the properties of all the estimated equations in detail. We therefore limit ourselves here

to the two equations of industrial production (first and second publications). In addition,

! Again, for the past values we abstract from further revisions here, see our previous footnote about this
issue.
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Figure 3: One-step forecast errors (in-sample residuals) for the log level specification

Table 1: Test of normality of forecast errors

w.r.t. first publ. w.r.t. second publ.

log level specification 2.60 (0.273) 0.70 (0.706)
growth rate specification  4.26 (0.119) 1.52 (0.467)

Notes: Jarque-Bera-type test with y?(2) distribution, p-values in parentheses. The fore-
cast errors are displayed in figures 3 and 4.

we present only the results for the shortest sample, i.e. with the final publication period

2007ml.

First, the figures 3 and 4 show the in-sample forecast errors (one step) of the equations
for the industrial production of the two model variants. The variance of the forecast error
for the second publication (first revision) is much lower, which is of course due to the
fact that the existing information of the first publication can be used to predict the second
publication for the same reference period, which eliminates a significant portion of the

uncertainty.

For the method used, it is sometimes important whether the residuals (i.e., forecast errors)

can be regarded as normally distributed. In table 1 we report the formal tests of this
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Figure 4: One-step forecast errors (in-sample residuals) for the growth rate specification

null hypothesis, with the encouraging result that this hypothesis cannot be rejected. The
growth rate specification comes closest to rejection with respect to the first publication,

obviously due to some outliers at the end of 1995, which can also be seen in figure 4.

5 Relevant predictors

It is of course of major interest which indicators are relevant for the forecast equations.
The tables 2 and 3 give an overview of the non-excluded regressors in the equations for
the industrial production, where we do not distinguish between different lags. Due to the
prior automatic variable selection procedures all remaining terms are obviously highly
significant by construction, so we abstain from reporting p-values. When interpreting this
table it should be noted that the removal of the predictor in an equation is only directly
relevant for the one-step forecast; for multi-step forecasts of a variable x the predictor
z can nevertheless be relevant due to the cross-connections in the system, even if in the

equation of x it is not included directly.

The bottom line in the log-level specification table 2 is that in principle all variables
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contribute to the overall information. This includes the various revisions of the relevant
variables, and so it appears that the revisions contain systematic information. Apart from
this it is striking that the Ifo business climate index is only significant in the larger sample

and for the first publication.

In the following table 3 with respect to the specification in growth rates it is apparent then,
however, that some variables drop out completely from the equations for the industrial
production. The inflation rate for example turns out as an obviously lagging variable that
has no predictive content for production. The same applies to the oil price, the REX
bond index and the yield spread for corporate bonds (corp. spread). But as a result it
is interesting to mention that both the IFO as well as the ZEW index are classified as

apparently irrelevant for the first publication of production.

6 Out-of-sample evaluation of the turning point forecasts

We now turn to the forecasting performance of our approach within the available period
of evaluation. As already mentioned, the time axis in the following diagrams reflects the
real-time information set, i.e. the date of publication; for example at date 2007m1 all data
published up to that date are used for estimation. For the case of a 2-step forecast, because
of the publication lag of two months this implies a prediction of the first publication for
the current reference month and thus an effective nowcast. It is crucial that the recession
signals (or lack thereof) can be interpreted as real-time signals, the implicitly affected
reference months must always be derived using the meta knowledge of the publication

lags.

In figure 5 the predicted recession probabilities are presented based on the forecasts of the
first publications; the upper graph refers to the specification in growth rates, and the lower
graph is with respect to the levels specification. The shaded areas are used to distinguish
between “trivial” and informative signals: in the shaded area the definition of a recession

is already fulfilled by the published data (based on the latest available five-month period)
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Table 2: Regressors in the industrial production equations, log-level specification

T =2007ml T=2010ml1 T =2007ml T=2010ml1
First publ. First Second Second publ.
(rel. 1) publ.(rel. 1) publ.(rel. 2) (rel. 2)
Ind.prod. rel. 1 X X X X
Ind.prod. rel. 2 X X X X
CPIrel. 1 X X
CPIrel. 2 X X X
AArel. 1 X X X X
AArel. 2 X X X
Alrel. 1 X X X
Alrel. 2 X X X
Spread 10Y X X
Spread 1Y X X
Spread 2Y X X X
Spread 3Y X X X
Spread 5Y X X
Ifo index X
ZEW index X X X
oil price X X
CDAX stock X X X
index
REX bond index X X
vacancies X X X
Euribor int.rate X X
Corp. spread X X

Notes: AA = Foreign new orders, Al = Domestic new orders
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Table 3: Regressors in the production equations, growth rate specifications

T =2007ml T =2010ml11 T =2007ml T =2010ml11
First publ. First publ. Second Second
(rel. 1) (rel. 1) publ.(rel. 2) publ.(rel. 2)
Ind.prod. rel. 1 X X X X
Ind.prod. rel. 2 X X X X
CPIrel. 1
CPI rel. 2
AArel. 1 X
AArel. 2 X
Alrel. 1 X
Al rel. 2 X X X
Spread 10Y X X
Spread 1Y X X X
Spread 2Y X X X
Spread 3Y X X
Spread 5Y X
Ifo index
ZEW index X
oil price
CDAX stock X X
index
REX bond index
vacancies X X X X
Euribor int.rate X X
Corp. spread

Notes: AA = Foreign new orders, Al = Domestic new orders

22



without requiring a forecast. (But keep in mind that the definition of the shaded area
purely relates to the past, while the signals of the forecasts may relate to other periods
depending on the forecasting horizon.) This “trivial” ex-post recession signal first applies
in the (publication) period 2008m8. It is also apparent that at the end of 2008 there is an
occasion where the cumulative 5-month growth lies above the defined recession threshold
so that this shaded area includes a gap. The path of the published industrial production

data around the end of 2008 thus resembles a double-dip recession pattern.

It is apparent that the predicted recession probabilities correctly signal the recession that
(shortly) afterwards appears as a fact in the published data. Nevertheless, some forecasts
also falsely indicate recessions that did not happen. Since this appears to be due to the
volatility of various predictions it is also possible to consider the average probability over
all forecast horizons. The general idea to combine forecasts from different models to
improve the reliability is described in Timmermann (2006), the result for our application
is shown in figure 6 and is quite encouraging. In particular, the level specification now
no longer gets any recession wrong. At the same time the first recession signal happens
in 2008m6, two months before the signal of the published data. And also the end of the

recession appears from this series two months before the publication of relevant data.

The corresponding results for the forecasts regarding the second publication is shown in
the figures 7 and 8. It is striking here that generally this seems to be less prone to false
recession signals. Of course, it is easier to forecast the second publication (first revision)
since the forecaster has one additional month’s information at hand. Thus it is crucial
here whether this additional delay is reflected in the timing of the recession signal. Sur-
prisingly, this is not necessarily the case; especially the (log-) levels specification gives a
signal which occurs two months before the signal of the published data (with the excep-

tion of the 1-step horizon).

While this appears to be less urgent in the case of seconda publications, a simple averaging
over the forecasting horizon is also possible, see figure 8. For the specification in levels

the result is quite similar as before, whereas regarding the growth rate specification a
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Figure 5: Out-of-sample recession probabilities (release 1) — i.e. according to first pub-
lications. Upper panel VAR specification in growth rates (for the I(1) variables) with a
maximum of 3 lags, lower panel VAR specification in log-levels with at most 4 lags. —
In the shaded areas the used recession definition is already met with the published data
known in real time; a turning point forecasting signal would have to lie to the left of the
shadow borders in order to provide an actual improvement.
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Figure 6: Average out-of-sample recession probabilities (release 1) — averages of the
previously shown forecasting horizons, always referring to the first publication. Also see
the notes to figure 5.

significant improvement is visible, as there are no longer any false recession signals.

Finally, for the assessment of the timing of the signals from the recession forecasts it is
useful to refer to quantitative evaluation measures, which we report in table 4. For the
interpretation of the evaluation statistics in table 4, however, the information asymmetry
and the recession recognition lag must be taken into account: In comparison with the
ex post determined benchmark series (see Schreiber, Theobald, Proafio, Stephan, Riet-
zler, and Detzer, 2012), which relates to reference months, we will shift the time axis of
the predicted probabilities by the publication lag (backward) and by the forecast horizon
(forward). As a result, we compare the recession signals always for the same reference
month. However, it should be noted here that still different information sets for the fore-
casts sometimes remain. E.g. the 2-step forecast of the first publication based on pub-
lication period ¢ refers to the reference period ¢ of the same month, as does the 1-step
forecast of the first publication from the forecast base period ¢ + 1. But of course the fore-
cast at time 7 + 1 has an information advantage. This complication should be noted both

when comparing different specifications as well as for comparisons with other models.
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Figure 7: Out-of-sample recession probabilities (rel. 1) — i.e. referring to the second pub-
lication (first revision). Upper panel VAR specification in growth rates (for the I(1) vari-
ables) with at most 3 lags; lower panel specification in log-levels with at most 4 lags. Also
see the notes to figure 5.
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Figure 8: Average out-of-sample recession probabilities (release 2) — averages of the
previously shown forecasting horizons, always referring to the second publication. Also
see the notes to figure 5.

Therefore, the winning specification cannot be determined alone from the results in table

4.

Furthermore, in our approach a recession signal means that the implied reference period
is about five months past the actual turning point, as we consider the cumulative growth

rate over this period. In contrast, the benchmark series is generated entirely ex post.

Apart from these complications, the results from the evaluation point relatively clearly
to the forecasts of the second publication as the best specification. Depending on the
preferred measure either the 1-step forecast of growth rates or the average of horizons 1-3

in the level specification wins the competition.

7 Conclusions

In this paper we have proposed to forecast business-cycle turning points with linear sys-
tems that fully account for the publication lags and revisions of the data in real time.

Our approach uses the whole forecast probability distribution (predictive density) to infer
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Table 4: Out-of-sample forecast evaluation (comparison with ex-post benchmark)
specification MAE RMSE Theil

log-level specif.

1-step, release 1 0.1543 0.3498 0.3280
1-step, release 2 0.1203 0.3329 0.3104
2-step, release 1 0.2129 0.4035 0.3861
2-step, release 2 0.1563 0.3562 0.3319
3-step, release 1 0.2180 0.3947 0.3524
3-step, release 2 0.2064 0.3991 0.3788
average, release 1 0.1972 0.3475 0.3308
average, release 2 0.1569 0.3256 0.3156

Growth-rate specif.

1-step, release 1 0.1851 0.3636 0.3489
1-step, release 2 0.1187 0.3318 0.3103
2-step, release 1 0.3134 0.4594 0.4186
2-step, release 2 0.2024 0.4012 0.3958
3-step, release 1 0.3586 0.4999 0.4270
3-step, release 2 0.3012 0.4794 0.4603
average, release 1 0.2991 0.4310 0.3970
average, release 2 0.2019 0.3844 0.3787

Notes: The comparison refers to the recession-regime benchmark series generated ex
post with a non-parametric procedure, see Schreiber, Theobald, Proafio, Stephan,
Rietzler, and Detzer (2012). All series are aligned to refer to the same reference
periods (as opposed to publication periods). Release 2 is the second publication /
first revision.
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the probability of a recession. The main advantages over other popular methods are ef-
ficiency (if one is prepared to treat the data-generating process as approximately linear)
and numerical stability. We included a relatively broad information set, which we view as

essential for achieving a competitive forecasting model.

Using German monthly data and the sample 2007-2010 for forecast evaluation purposes,
we show that the turning points can be predicted several months before official data pub-
lications confirm them. However, it should be pointed out again that longer forecast
horizons provided unpleasant results, namely a clearly excessive volatility, such that the
results for 4 =4 and h = 5 were discarded and are not reported here. This problem is
due to the features of the German data with relatively low growth rates even in expansion
phases, and prior to the recent great recession comparably high growth rates in recession
episodes, such that a distinction becomes difficult. A companion detailed comparison
study (Schreiber, Theobald, Proaiio, Stephan, Rietzler, and Detzer, 2012) also shows that
our approach is generally competitive and often superior to other popular methods such
as binary-regimes Probit models or Markov-switching setups; see appendix ?? below for

the main results.

In the overall picture that takes into account the evaluation results with respect to the
benchmark series as well as the timing of the recession signal, the log-level specification
seems to be the best option for recession forecasting in real time. This holds especially
when the three forecast horizons are combined into an average recession probability, and
we recommend to use the second publication (first revision) of the output variable in-
dustrial production as the basis of the forecasts. With this specification we would have
received the first signal for the recent great recession in Germany in the publication period
2008m6, which implies an effective turning point date in 2007m11 or shortly afterwards.
Ex post and using only published data the turning point was recognized with the data
publication in 2008m10. Therefore, despite the inherent recession recognition lag of our

method a relatively early signal is apparently possible.
Regarding the question of the most useful indicators for the turning point detection, the
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level and the growth-rate specifications yielded different results. For the level specifica-
tion, in principle all considered variables appear to be relevant; while for the growth-rate
specification some variables such as consumer prices, oil prices, REX bond index and
corporate spread, but also the Ifo business climate index and ZEW expectations appear
as relatively unimportant. In this sense the dynamics of the real revision-prone variables
(such as lags and revisions to production and new orders), as well as timely available fi-
nancial and labor market variables (spreads, CDAX stock index, reported vacancies) seem

to be more important.

A Discussion of an alternative approach: forecasting equa-

tions for direct 1..h-step predictions of output (growth)

In the main text of this paper we have described a VAR-type forecasting approach, where
all included variables are also predicted, because these interim forecasts are then needed
for the next iterative forecasting step. If the model specification correctly (or reasonably

well) represents the data-generating process (DGP), this approach is indeed efficient.

Another possibility is to use equations that directly forecast output 4 steps ahead, by
not including the first (2 — 1) lags of regressors in the specification. Again we have to
distinguish between an approach that uses the (log) level of the output variable, and one
where the first difference (growth rate) is taken as the dependent variable. We sketch these
approaches in turn; both have in common that the forecasts will not be efficient if the true

model is a linear system (VAR).

A.1 Level specification

The more straightforward case is given by the specification in levels. We would only need

a single equation for (log) output y,(r,p) where for an h-step forecast only regressors

1

Zl—h

are used, i.e. the first 4 — 1 lags are deliberately left out because they would not be
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available when forecasting for period T + & in period T. For example, an equation for a

direct two-step forecast can be written as follows:

K3
yea(rnp) = Y a2+ i+, ®)
k=0

where the subscript “2” of various coefficients refers to the forecast horizon.

The advantage of this simple approach is that the distribution of the residuals directly
corresponds to the relevant forecast error distribution. Again this distribution would have
to be recentered (first by the point forecast and secondly by subtracting the known starting
level in T + h —5). As before, insignificant regressors could be removed, although in this

single-equation setup the need for this is less urgent.

The general disadvantage of this direct A-step forecast is that the omitted lagged variables
will induce autocorrelation in the errors. One implication of this issue is that it may be
useful to estimate the equation with GLS, e.g. by approximating the serial correlation with
some simple AR- or MA- process and applying the correspondingly structured covariance

matrix of the residuals.

A second problem is that in the presence of serial correlation in the residuals their con-
ditional expectation does not vanish anymore; in the above two-step example with data
available up to period T, this means Er(yri2(r,p)) # ZkKiO a’27kle_k + Uy because the
innovation u 7 will be correlated with u; 7_> and earlier lags. Since an estimate of the
residual up 7> is available, it would be possible to estimate also the residual u; 7 attached

to the forecast target, by exploiting the (estimated) serial correlation.

A.2 Growth rate specification

For the variant with growth rates Ay;(r, p) we need an entire system of such forecasting
equations for steps 1..h, because we again need to cumulate the predicted output growth

rates to infer the relevant 5-month total growth rate. For estimation this system would be
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specified as follows:

K,

Ayr1(rp) = Zall,kz?fk+l~11+u1,z
k=0

K;
Ayia(rp) = ) a’z,kZ?_k + Uy +uzy )
k=0

K,
0
AyH_h(l’,p) = Z a}hkzt_k + Uy +upy, t=1 —i—max(Kl , ...,Kh), e, T —h

k=0
The left-hand side of this system contains in fact different leads of output growth. This
system can be estimated in various ways; however, if it is estimated equation-by-equation
(e.g., OLS) care must be taken not to confuse the time indexing of the residuals, which
is important for the calculation of their cross-equation covariance matrix for the forecast

combination.

Of course, the equations of the system (except the first) again suffer from omitted vari-
ables because by construction some lags cannot be included in this approach. This implies
that the respective residuals are likely to be autocorrelated. Again it may be fruitful to deal

with this by using a GLS estimator, even when using an equation-by-equation approach.

And again it may be advisable to reduce the number of parameters in this model by auto-

matically placing zero restrictions on the coefficient vectors.

After having estimated this system we want to use it for forecasting all the steps 1..h
based on the final available observation 7. Here similar remarks as before apply, with
respect to the impact of the serial correlation of the residuals on the way forecasts could
be formed. Afterwards, the cross-equation sum of these forecasts (Zl}.’zl Ayr4i(r,p)) de-
livers the predicted (approximate) cumulated s-period growth rate. To infer the predictive
density of this cumulation, i.e. the variance of the cumulated forecast error, we must again
take the covariance between the forecast errors at different horizons into account. This
simply means to estimate the cross-equation residual covariance matrix Cov(uy;,...,u2;),

and use this estimate to compute the variance of the cross-equation sum of the different
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forecast errors Zf’zl u; 7 as the sum of all elements of that covariance matrix. That is the
value one can use for the variance of the probability distribution of the cumulated growth

rate.

Note that there are two different types of covariance matrices involved here: First each
scalar residual u; of each equation is a time series potentially with serial correlation. This
serial correlation implies a covariance matrix E (u;u}) # 61, where u; denotes the vector
of error terms in the i-th equation for all observation periods in the estimation sample.

Secondly there is the cross-equation covariance matrix E (u,u; ), where w, = (uy,..., up).
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