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Abstract

This paper examines empirically the interaction between immigration and host country economic conditions. We employ panel VAR techniques to use a large annual dataset on 22 OECD countries over the period 1987-2009. The VAR approach allows to addresses the endogeneity problem by allowing the endogenous interaction between the variables in the system. Our results provide evidence of migration contribution to host economic prosperity (positive impact on GDP per capita and negative impact on aggregate unemployment, native- and foreign-born unemployment rates). We also find that migration is influenced by host economic conditions (migration responds positively to host GDP per capita and negatively to host total unemployment rate).
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1 Introduction

International labour migration to OECD countries has increased significantly over past decades. Net migration, - the number of migrants arriving in OECD countries minus those leaving, - reached almost three million migrants on average over the period 1987 to 2009 (see Table A-1 and Figure A-1). With aging populations and the decline in the percentage of young people in the labour force, more labour migration will be needed in the future in many OECD countries. Immigration helps to expand the working age population, and is its principal source of growth in Europe (OECD, 2006). Immigration therefore contributes to the stabilization of the working age population and attenuates the consequences of the aging of populations (Blanchet, 2002; Chojnicki, 2005).

At the same time, the increasing share of migrants in the labour force raises concerns about the impact of international immigration on economic conditions in the host countries.

The theoretical studies on the effects of immigration on unemployment do not establish unanimous results. Harris and Todaro (1970) employs a two-sector model of migration and unemployment to describe the possible negative effects of immigration on native-born unemployment. However, Ortega (2000) provides a theoretical rationale for the positive effects of immigration on the native-born unemployment rate. Generally, the empirical studies on the impact of immigration on labour market in host countries conclude that migration flows do not reduce the labour market prospects of natives. This is the case for the empirical studies based on the spatial correlation approach (Simon et al. (1993) for USA; Pischke and Velling (1997) for Germany; Dustmann et al. (2005) for U.K.). Contrary to the studies mentioned above, which were conducted at the country level, Angrist and Kugler (2003) use a panel of 18 European countries from 1983 to 1999 and find a slightly negative impact of immigrants on native-born labour market employment. Jean and Jimenez (2007) evaluate the unemployment impact of immigration (and its link with product and labour market policies) in 18 OECD countries over the period 1984 to 2003, and they do not find any permanent effect of immigration.

Some theoretical studies examine the impact of immigrants on growth and conclude that the effects of migration on economic growth depend on the skill composition of the immigrants (Dolado et al., 1994; Barro and Sala-i-Martin, 1995. The more that More migrants are educated, the more immigration has a positive effect on the economic growth in the host country. Estimating an augmented Solow model on data from OECD economies during the period 1960 to 1985, Dolado et al. (1994) find that because of their human
capital content, migration inflows have less than half the negative impact of comparable natural population increases. Ortega and Peri (2009) estimate a pseudo-gravity model on 14 OECD countries over the period 1980 to 2005 and find that immigration does not affect income per capita.

Since economic conditions in the destination countries can affect migration, some empirical papers address this endogeneity problem using Instrumental Variables. Generally empirical studies which use the spatial correlation approach exploit previous information concerning immigrant settlement as an instrumental variable (Card, 2007). An alternative approach is to use natural experiments in order to avoid the endogeneity problem. Migration flows may be attributable to political rather than economic factors (Card, 1990 for the Mariel Boatlift, and Hunt (1992) for the repatriation of Pieds-Noirs from Algeria into France). A further approach is to use time-series analysis in order to address the endogeneity interaction between immigration and host country economic conditions. Several studies examine the causal link between immigration and unemployment (Pope and Withers (1985) for Australia; Marr and Siklos (1994) and Islam (2007) for Canada). These studies find no evidence of migration causing higher average rates of unemployment, but find evidence that host country unemployment has a negative impact on immigration. In this line, Morley (2006) examines the causal link between migration and per capita GDP, and finds evidence of a long-run causality running from per capita GDP to immigration using data for Australia, Canada and USA. These results are in line with the findings of studies on the determinants of migration flows (Gross and Schmitt, 2012; Bertoli and Fernández-Huertas, 2011; Mayda, 2010).

This paper is related to the extensive literature on the economic impact of immigration in host countries. Specifically, this paper is in line with previously cited studies on the endogenous interaction between immigration and host country economic conditions. All these analyses are based on an individual country framework. Our paper contributes to this existing literature on the endogenous interaction between immigration and host country economic conditions by using a panel vector autoregression (panel VAR) approach. The panel VAR approach allows us to use a large annual dataset for 22 OECD countries over the period 1987 to 2009. The VAR approach addresses the endogeneity problem by allowing for the endogenous interaction between the variables in the system. In other words, the VAR approach takes into account the fact that migration can have an impact on the economy of a host country; at the same time, migration can be influenced by host country economic conditions. Our study is similar to a recent work by Damette and Fromentine (2013) which examine the interaction between immigration and host country labour market (wages and unemployment) for 14 OECD coun-
tries using panel methodology. Our study is relatively close to the work by Barcellos (2010) that employs a panel VAR methodology on US states to examine the interaction between immigration and wages. Contrary to Damette and Fromentine (2013) and Barcellos (2010), we estimate a 3-variable VAR which includes immigration rate, host country GDP per capita, and variables for employment opportunities in the host country (total unemployment, total employment, native-born unemployment or foreign-born unemployment rates). We use GDP per capita to examine whether migration can contribute to economic growth in the host country. Moreover, we use different measures of employment opportunities in the host country. First, we use total unemployment rate to examine the interaction between migration and unemployment. Second, we use total employment rate instead of total unemployment rate, to control for the influence of immigrants on participation. Third, the native-born unemployment rate is used to examine the main concern in the host countries, which is the worry about the potential adverse impact of immigration on employment opportunities of native-born residents. Finally, we consider the foreign-born unemployment rate to examine the response of migration to the unemployment rate of foreign-born persons (foreign-born persons can decide to migrate to a country or leave it if their employment opportunities are bad)\(^1\).

Our results show evidence of a bidirectional relationship between immigration flows and host country economic conditions. More precisely, we find a positive bidirectional relationship between immigration and host country GDP per capita, and a negative bidirectional relationship between immigration and host country total unemployment rate. Therefore, migration inflows contribute to host country economic prosperity (positive impact on GDP per capita and negative impact on total unemployment rate). This may reflect the high skill levels of migrants in recent decades. As mentioned above, the more migrants are educated, the more immigration has a positive effect on economic growth in the host country. We also find a positive impact of migration on host country total employment rate, indicating that the negative impact of migration on total unemployment rate is not due to the fact that migration discourages job seekers. Moreover, like total unemployment, immigration negatively influences both native- and foreign-born unemployment rates. However, contrary to total unemployment rate, migration does not respond to native- and foreign-born unemployment rates. Therefore, our results show that the main concern in host countries about the adverse impact of immigration on employment opportunities of native-born persons is not confirmed. Further, our results indicate that foreign-born persons decide

\(^1\)We thank an anonymous referee for suggesting us this point.
to migrate to a country or leave it because of bad employment opportunities at the aggregate level.

The remainder of the paper is organized as follows. Section 2 presents the econometric methodology. Section 3 describes the data used in the empirical investigation. Section 4 describes the empirical results and their interpretation. Finally, Section 5 concludes.

2 Econometric methodology

We use panel VAR techniques to estimate the impulse response functions.

The econometric model takes the following reduced form:

\[ X_{it} = \Gamma(L)X_{it} + u_i + \epsilon_{it} \]  

where \( X_{it} \) is a vector of stationary variables, \( \Gamma(L) \) is a matrix polynomial in the lag operator with \( \Gamma(L) = \Gamma_1L^1 + \Gamma_2L^2 + \ldots + \Gamma_pL^p \), \( u_i \) is a vector of country specific effects and \( \epsilon_{it} \) is a vector of idiosyncratic errors.

As it is now well known that, in a dynamic panel, the fixed-effects estimator is not consistent because fixed effects are correlated with the regressors due to lags of the dependent variables, we use forward mean differencing or orthogonal deviations (the Helmert procedure), following Love and Zicchino (2006). In this procedure, to remove the fixed effects, all variables in the model are transformed in deviations from forward means. Let \( \bar{x}_{it} = \sum_{s=t+1}^{T_i} x_{it}^m / (T_i - t) \) denotes the means obtained from the future values of \( x_{it}^m \), a variable in the vector \( X_{it} = (x_{1it}, x_{2it}, \ldots, x_{Mit})' \), where \( T_i \) denotes the last period of data available for a given country series. Let \( \bar{\epsilon}_{it}^m \) denotes the same transformation of \( \epsilon_{it}^m \), where \( \epsilon_{it} = (\epsilon_{1it}, \epsilon_{2it}, \ldots, \epsilon_{Mit})' \). Hence we get transformed variables:

\[ \tilde{x}_{it}^m = \delta_{it}(x_{it}^m - \bar{x}_{it}^m) \]  

and

\[ \tilde{\epsilon}_{it}^m = \delta_{it}(\epsilon_{it}^m - \bar{\epsilon}_{it}^m) \]  

where \( \delta_{it} = \sqrt{(T_i - t) / (T_i - t + 1)} \). For the last year of data this transformation cannot be calculated, since there are no future values for the construction of the forward means. The final transformed model is thus given by:

\[ \tilde{X}_{it} = \Gamma(L)\tilde{X}_{it} + \tilde{\epsilon}_{it} \]
where \( \tilde{X}_it = (\tilde{x}_{1it}, \tilde{x}_{2it}, \ldots, \tilde{x}_{Mit})' \) and \( \tilde{\epsilon}_it = (\tilde{\epsilon}_{1it}, \tilde{\epsilon}_{2it}, \ldots, \tilde{\epsilon}_{Mit})' \).

The first-difference procedure has the weakness of magnifying gaps in unbalanced panels (as in our case). The forward means differencing is an alternative to the first-difference procedure and has the virtue of preserving sample size in panels with gaps (Roodman, 2009). This transformation is an orthogonal deviation, in which each observation is expressed as a deviation from average future observations. Each observation is weighted so as to standardize the variance. If the original errors are not autocorrelated and are characterized by a constant variance, the transformed errors should exhibit similar properties. Thus, this transformation preserves homoscedasticity and does not induce serial correlation (Arellano and Bover, 1995). Additionally, this technique allows use of the lagged values of regressors as instruments, and estimates the coefficients by the generalized method of moment (GMM).

In order to investigate the interaction between immigration, unemployment and economic activity, we estimate a first system of stationary variables:

**Model 1:**

\[ X_{it} = (\Delta M_{it}, \Delta Y_{it}, \Delta U_{it}) \]

where \( M \) is the net migration rate in logarithms, \( Y \) is GDP per working age population in logarithms and \( U \) is unemployment rate in logarithms, \( \Delta \) is the first difference operator.

For robustness analysis, in a second model we replace unemployment by employment in the system to control for the influence of immigrants on participation in the host country labour force\(^1\). The arrival of immigrants discourages job seekers and prompts them to leave the labour force. As a result, unemployment decreases while employment may be constant. This second model is given by the following system:

**Model 2**

\[ X_{it} = (\Delta M_{it}, \Delta Y_{it}, \Delta E_{it}) \]

where \( E \) denotes employment rate (in logarithms).

Overall changes in aggregate unemployment and employment can hide important differences between native- and foreign-born. As noted above, the main concern in the host countries is about the link between migration flows and employment opportunities of native-born residents. Therefore, we also consider the following model:

**Model 3:**

\[ X_{it} = (\Delta M_{it}, \Delta Y_{it}, \Delta NBU_{it}) \]

where \( NBU \) denotes the unemployment rate of native-born residents (in logarithms).
Since foreign-born persons can decide to migrate to a country or leave it because of a high unemployment rate of foreign-born persons, we finally consider a model which examines the interaction between migration and foreign-born unemployment:

$$Model\ 4: \ X_{it} = (\Delta M_{it}, \Delta Y_{it}, \Delta FBU_{it})$$

where $FBU$ denotes unemployment rate of foreign-born persons (in logarithms).

Once all the coefficients of the panel VAR are estimated, we compute the impulse response functions (IRFs) and the variance decompositions (VDCs). Impulse response functions describe the response of an endogenous variable over time to a shock in another variable in the system. Variance decompositions measure the contributions of each source of shock to the (forecast error) variance of each endogenous variable, at a given forecast horizon. We apply bootstrap methods to construct the confidence intervals of the IRFs.

In order to compute the IRFs we use the Cholesky decomposition. The assumption behind the Cholesky decomposition is that series listed earlier in the VAR order impact the other variables contemporaneously, while series listed later in the VAR order impact those listed earlier only with lag. Consequently, variables listed earlier in the VAR order are considered to be more exogenous. It is obvious that the decision to migrate is based on the past value of host country economic conditions (as noted in studies based on a spatial correlation approach (Pischke and Velling, 1997; Card, 2007). In other words, migrant working in host country at time $t$ has decided to migrate before time $t$. This is particularly true for our measure of migration. In fact, we use a measure of net migration from OECD which includes only permanent and long-term movements (see Subsection 3.1). Permanent migration and long-term decisions are generally decided early. So, it is natural to place immigration variables first in the VAR ordering since immigration inflows can contemporaneously impact the host country economy, while changes in host economic conditions will impact immigration only with a lag. GDP per capita is placed second in the ordering and unemployment (or employment) rate is placed last. Hence, the VAR ordering in the different models are:

$$Model\ 1: \ (\Delta M_{it}, \Delta Y_{it}, \Delta U_{it})$$

$$Model\ 2: \ (\Delta M_{it}, \Delta Y_{it}, \Delta E_{it})$$

$$Model\ 3: \ (\Delta M_{it}, \Delta Y_{it}, \Delta NBU_{it})$$

The panel VAR is estimated by using the package provided by Inessa Love. This package is used in Love and Zicchino (2006).
Model 4: $(\Delta M_{it}, \Delta Y_{it}, \Delta FBU_{it})$

Changing this ordering does not significantly impact on the main results of our study (see Appendix).

3 Data and Econometric investigation

3.1 Data

We use annual data over the period 1987-2009 for 22 OECD countries which are the major host countries\(^3\). All variables are taken from OECD Databases. To characterize immigration, we use net migration rate measured as total annual arrivals less total annual departures (net migration), divided by total population. We use net migration data from the OECD Population and Vital Statistics Dataset, this choice is motivated by several reasons. First, net migration data present less problems of comparability compared to the available data on inflows and outflows. Since the comparability problem is generally caused by short-term movements, as argued by the OECD, using net migration tends to eliminate those movements which are the main source of non-comparability. Second, compared to the available data for inflows and outflows, net migration data provide better coverage for the 22 OECD countries in our sample.

It should be noted that net migration data consider all immigrants including OECD immigrants and do not make a distinction between nationals and foreigners. Further, only permanent and long-term movements are considered. Entries of persons admitted on a temporary basis are not included in the statistics\(^4\).

To assess economic conditions in host countries, we use real GDP (expressed in 2000 Purchasing Power Parities) per head of total working age population as a measure of economic activity. Real GDP data are from OECD Annual National Accounts. Data on unemployment and employment rates are from OECD Annual Labour Force Statistics. Data on native- and foreign-born unemployment rates, which are more difficult to compile, are from statistical tables’ published in the annual OECD Continuous Reporting System on Migration (known by its French acronym SOPEMI) reports. Due to data availability (notably for native-and foreign-born unemployment rates), our

\(^3\)The sample includes: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Ireland, Iceland, Italy, Luxembourg, Netherlands, New Zealand, Norway, Spain, Sweden, Switzerland, Portugal, United Kingdom and United States.

\(^4\)Unauthorized migrants are not taken into account at the time of arrival. They may be included when they are regularized and obtain a long-term status in the country.
sample covers the period 1987-2009. Figure A-1 in the Appendix reports the evolution of net migration rates in selected OECD countries over the period 1987-2007. This figure shows that net migration rate is heterogeneous among countries (very small for some countries like Denmark, France, Germany, the Netherlands, or Switzerland), but it changes over time for all countries in our sample. Table 1 reports the summary statistics for the variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP per capita</td>
<td>44507</td>
<td>13010</td>
<td>20795</td>
<td>110445</td>
</tr>
<tr>
<td>Net migration rate</td>
<td>0.0037</td>
<td>0.0040</td>
<td>-0.0151</td>
<td>0.0258</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.0709</td>
<td>0.0380</td>
<td>0.0044</td>
<td>0.2417</td>
</tr>
<tr>
<td>Employment rate</td>
<td>0.6871</td>
<td>0.0979</td>
<td>0.4564</td>
<td>1.0624</td>
</tr>
<tr>
<td>Native-born unemployment rate</td>
<td>0.0690</td>
<td>0.0407</td>
<td>0.0041</td>
<td>0.4100</td>
</tr>
<tr>
<td>Foreign-born unemployment rate</td>
<td>0.1110</td>
<td>0.0585</td>
<td>0.0066</td>
<td>0.3165</td>
</tr>
</tbody>
</table>

3.2 Panel unit root test and cointegration analysis

The first step of the analysis is to look at the data properties. Two classes of tests allow the investigation of the presence of a unit root: the first generation panel unit-root tests (including Hadri (2000) and Im et al. (2003)), were developed on the assumption of cross-sectional independence among panel units (except for common time effects), and may be at odds with economic theory and empirical results. On the other hand, second generation tests (see for instance, Smith et al. (2004); and Pesaran (2007)) relax the assumption of cross-sectional independence, allowing for a variety of dependence across the different units. To test for the presence of such cross-sectional dependence in our data, we implemented the simple test of Pesaran (2004) and computed the cross-section Dependence (CD) statistic. This test is based on the average of pair-wise correlation coefficients of the ordinary-least-squares (OLS) residuals obtained from standard augmented Dickey-Fuller (ADF) regressions for each individual. Its null hypothesis is cross-sectional independence and is asymptotically distributed as a two-tailed standard normal distribution. The results (available upon request) indicate that the null hypothesis is always rejected, regardless of the number of lags included in the ADF auxiliary regression (up to five lags), at the 5% level of significance. This confirms that OECD nations are, as expected, cross-sectionally correlated, which may reflect the presence of similar regulations in various fields such as macroeconomic policies, trade, legislation, business administration, and
increasing financial and economic cooperation. To determine the degree of integration of our series of interest in our panel of 22 OECD countries, we carry out two second-generation panel unit root tests.

The first second generation unit root test that we use is the test by Pesaran (2007) who suggests a simple way of getting rid of cross-sectional dependence that does not require the estimation of factor loading. His method is based on augmenting the usual ADF regression with the lagged cross-sectional mean and its first difference to capture the cross-sectional dependence that arises through a single-factor model. The resulting individual ADF test statistics (CADF), or the rejection probabilities, can then be used to develop modified versions of the $t$-bar test proposed by Im et al. (2003), such as the cross-sectionally augmented IPS ($CIPS = N^{-1} \sum_{i=1}^{N} CADFi$), or a truncated version of the CIPS statistic (CIPS*) where the individual CADF statistics are suitably truncated to avoid undue influences of extreme outcomes, or the inverse normal test (or the Z test) suggested by Choi (2001) which combines the p-values of the individual tests (CZ). Critical values reported in Pesaran (2007) are provided through Monte Carlo simulations for a specific specification of the deterministic component, and depend both on the cross-sectional and time series dimensions. The null hypothesis of all tests is the unit root.

The second set of unit root tests of the second generation are the bootstrap tests of Smith et al. (2004), which use a sieve sampling scheme to account for both the time series and cross-sectional dependencies of the data through bootstrap blocks. The specific tests that we consider are denoted $\bar{\ell}, \overline{LM}, \max$ and $\min$. $\bar{\ell}$ is the bootstrap version of the well known panel unit root test of Im et al. (2003), $\overline{LM} = N^{-1} \sum_{i=1}^{N} LM_i$ is a mean of the individual Lagrange Multiplier ($LM_i$) test statistics, originally introduced by Solo (1984), $\max$ is the test of Leybourne (1995), and $\min = N^{-1} \sum_{i=1}^{N} min_i$ is a (more powerful) variant of the individual Lagrange Multiplier ($LM_i$), with $min_i = min(LM_{fi}, LM_{ri})$, where $LM_{fi}$ and $LM_{ri}$ are based on forward and backward regressions (see Smith et al. (2004) for further details). We use bootstrap blocks of $m = 20$. All four tests are constructed with a unit root under the null hypothesis and heterogeneous autoregressive roots under the alternative, which means that a rejection should be taken as evidence in favor of stationarity for at least one country.

Table 2 reports the results of the first second generation unit root test of Pesaran (2007) for the variables in the system. At conventional levels of significance, the results show that all variables are not stationary in levels,

\footnote{The results are not very sensitive to the size of the bootstrap blocks.}
Table 2: CADF panel unit root test

<table>
<thead>
<tr>
<th>Variables</th>
<th>Stat. test</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>1.190</td>
<td>0.883</td>
</tr>
<tr>
<td>∆M</td>
<td>-5.808</td>
<td>0.000</td>
</tr>
<tr>
<td>Y</td>
<td>1.949</td>
<td>0.974</td>
</tr>
<tr>
<td>∆Y</td>
<td>-3.176</td>
<td>0.001</td>
</tr>
<tr>
<td>U</td>
<td>1.586</td>
<td>0.944</td>
</tr>
<tr>
<td>∆U</td>
<td>-5.225</td>
<td>0.000</td>
</tr>
<tr>
<td>E</td>
<td>-0.138</td>
<td>0.445</td>
</tr>
<tr>
<td>∆E</td>
<td>-3.578</td>
<td>0.000</td>
</tr>
<tr>
<td>NBU</td>
<td>-4.207</td>
<td>1.000</td>
</tr>
<tr>
<td>∆NBU</td>
<td>-5.835</td>
<td>0.000</td>
</tr>
<tr>
<td>FBU</td>
<td>-1.155</td>
<td>0.876</td>
</tr>
<tr>
<td>∆FBU</td>
<td>-6.383</td>
<td>0.000</td>
</tr>
</tbody>
</table>

The statistic test is the Cross-sectionally Augmented Dickey-Fuller (CADF) of Pesaran (2007). The test has the null hypothesis of presence of a unit root. For variables in level 2 lags are introduced to allow for serial correlation in the errors. For variables in first difference 1 lag is introduced.

but stationary in first-difference.

Similar results in Table 3, suggest that for all the series the unit root null cannot be rejected at any conventional significance level by the four bootstrap tests of Smith et al. (2004)\textsuperscript{6}.

Therefore, in our panel of 22 OECD countries, we conclude that the variables are non-stationary in level but stationary in first-difference.\textsuperscript{7}

\textsuperscript{6}The order of the sieve is allowed to increase with the number of time series observations at the rate $T^{1/3}$, while the lag length of the individual unit root test regressions are determined using the Campbell and Perron procedure (see Campbell and Perron (1991)).

\textsuperscript{7}The lag order in the individual ADF-type regressions is selected for each series using the Akaike information criterion (AIC) model selection criterion. Another crucial issue is the selection of the order of the deterministic component. In particular, since the cross-sectional dimension is rather large here, it may seem restrictive not to allow at least some of the units to be trending, suggesting that the model should be fitted with both a constant and a trend. However, since the trending turned out not to be very pronounced, we considered that a constant is enough in our analysis. In fact, the results of the bootstrap tests of Smith et al. (2004) are not very sensitive to the inclusion of a trend in addition to a constant in the estimated equation (see Statistic \textit{b} in Table 3). We have also checked using the bootstrap tests of Smith et al. (2004) that the first difference of the series are stationary; hence, confirming that the series expressed in level are integrated of order one.
Table 3: Bootstrap panel unit root test

<table>
<thead>
<tr>
<th></th>
<th>Net migration rate($M$)</th>
<th>GDP per capita ($Y$)</th>
<th>Unemployment rate ($U$)</th>
<th>Employment rate ($E$)</th>
<th>Native-born unemployment rate ($NBU$)</th>
<th>Foreign-born unemployment rate ($FBU$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>Statistic ($a$)$^2$</td>
<td>Bootstrap P-value</td>
<td>Statistic ($b$)$^2$</td>
<td>Bootstrap P-value</td>
<td>Statistic ($a$)$^2$</td>
<td>Bootstrap P-value</td>
</tr>
<tr>
<td>$i$</td>
<td>-1.684</td>
<td>0.374</td>
<td>-2.366</td>
<td>0.202</td>
<td>-2.268</td>
<td>0.152</td>
</tr>
<tr>
<td>$\overline{LM}$</td>
<td>2.641</td>
<td>0.742</td>
<td>5.466</td>
<td>0.210</td>
<td>3.091</td>
<td>0.617</td>
</tr>
<tr>
<td>$\overline{max}$</td>
<td>-0.358</td>
<td>0.798</td>
<td>-1.97</td>
<td>0.114</td>
<td>-1.012</td>
<td>0.254</td>
</tr>
<tr>
<td>$\overline{min}$</td>
<td>1.412</td>
<td>0.684</td>
<td>4.609</td>
<td>0.124</td>
<td>2.640</td>
<td>0.781</td>
</tr>
</tbody>
</table>

1 Test based on Smith et al. (2004) with rejection of the null hypothesis indicating stationarity in at least one country. All tests are based on 1,000 bootstrap replications to compute the p-values.

2 Statistic ($a$) = model includes a constant; Statistic ($b$) = model includes both a constant and a time trend.
Table 4: Panel cointegration tests

<table>
<thead>
<tr>
<th>Model 1: (M, Y, U)</th>
<th>Model 2: (M, Y, E)</th>
<th>Model 3: (M, Y, NBU)</th>
<th>Model 4: (M, Y, FBU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistic</td>
<td>Value</td>
<td>P-value</td>
<td>Statistic</td>
</tr>
<tr>
<td>$G_\tau$</td>
<td>-1.545</td>
<td>0.232</td>
<td>$G_\tau$</td>
</tr>
<tr>
<td>$G_\alpha$</td>
<td>-3.130</td>
<td>0.990</td>
<td>$G_\alpha$</td>
</tr>
<tr>
<td>$P_\tau$</td>
<td>-7.721</td>
<td>0.106</td>
<td>$P_\tau$</td>
</tr>
<tr>
<td>$P_\alpha$</td>
<td>-3.624</td>
<td>0.141</td>
<td>$P_\alpha$</td>
</tr>
</tbody>
</table>

P-values are robust critical values obtained through bootstrapping with 1000 replications.

Table 4 reports the results of the cointegration tests, these are error correction based panel cointegration tests developed by Westerlund (2007). The underlying idea is to test for the absence of cointegration by determining whether error correction exists for individual panel members or for the panel as a whole. These tests are flexible to allow an almost completely heterogeneous specification of both the long and short run parts of the error correction model, where the latter can be determined from the data. Moreover, these tests can take into account cross-section interdependence through bootstrapping. The null hypothesis of these tests is the absence of cointegration. The $G_\alpha$ and $G_\tau$ statistics test whether cointegration exists for at least one individual. The $P_\alpha$ and $P_\tau$ statistics pool information over all the individual series to test whether cointegration exists for the panel as a whole. To take into account cross-section interdependence the robust p-value is computed through bootstrapping with 1000 replications. As shown by the robust p-value, for all models considered, the null hypothesis of no cointegration cannot be rejected by all the four tests.

Therefore, the empirical properties of the variables examined require estimation of the VAR in first differences, since no cointegration relationships exist between the (non stationary) variables (in level).
4 Empirical results

This section presents the impulse response functions and the variance decomposition from the panel VAR. The correct lag length selection is essential for panel VAR, having lags which are too short fails to capture the system’s dynamics, leading to omitted variable bias; having too many lags causes a loss of degrees of freedom, resulting in over-parameterization. Based on the Lagrangian Multiplier (LM) test for residual autocorrelation, we use three lags for each model.

Figures 1 and 2 display the impulse responses functions of Model 1 and Model 2, respectively.

The impulse response functions in Figure 1 show that GDP per capita growth of host country responds positively and significantly to migration inflows, while total unemployment rate of host country responds negatively and significantly to migration inflows. Figure 1 also shows that migration inflows respond positively and significantly to GDP per capita growth and negatively and significantly to total unemployment rate of host country. Firstly, our results indicate that the economic impact of immigration may be positive in OECD countries. Theses results are in line with some previous stud-
Figure 2: Impulse response functions - Model 2

Note: The solid line shows the impulse responses. The dashed lines indicate five standard error confidence band around the estimate. Errors are generated by Monte-Carlo with 1000 repetitions.

ies. Secondly, net migration is influenced by the capacity of a country to receive foreign-born labour (reflected by GDP per capita growth and unemployment rate of host country). The finding that the unemployment rate in the host country negatively influences migration is in line with previous empirical studies (Pope and Withers, 1985; Marr and Siklos, 1994; Islam, 2007). Our finding that per capita GDP growth at destination positively influences migration is line with the literature which has estimated models for bilateral migration flows (Gross and Schmitt, 2012; Bertoli and Fernández-Huertas, 2011; Mayda, 2010). Our study confirms the findings by Damette and Fromentine (2013) which show immigration is conditioned by levels of unemployment and wages, while migration has no adverse effect on unemployment in OECD countries. Since increase in wages can reflect high GDP per capita growth or low unemployment rate, our results also corroborate partially the findings by Barcellos (2010) that employing a panel VAR on US states shows that immigration does not affect wages while wages do impact immigration. However, our findings do not corroborate the results of Ortega and Peri (2009) who find that immigration does not affect per capita income. Despite the methodology, this difference in results can be explained by the difference in samples (time period and number of countries).
Figure 3: Impulse response functions—Model 3

Note: NB stands for native-born. The solid line shows the impulse responses. The dashed lines indicate five standard error confidence band around the estimate. Errors are generated by Monte-Carlo with 1000 repetitions.

Figure 2 displays the impulse response functions using total employment rate instead of total unemployment rate. The impulse response functions in Figure 2 corroborate the finding that migration inflows respond positively to GDP per capita and vice-versa. Total employment rate responds positively to migration inflows, while migration inflows do not respond significantly to total employment rate. Therefore, the results in Figure 2 indicate that the negative impact of migration on unemployment rate is not due to the fact that migration can discourage job seekers. Immigration flows do not reduce the participation rate of the host country residents. These results also show that net migration flows are not influenced by employment rate.

Using native-born unemployment instead of total unemployment, Figure 3 confirms the finding that migration inflows respond positively and significantly to GDP per capita growth and vice-versa. Native-born unemployment rate has no significant negative impact on migration, while migration has a negative significant impact on native-born unemployment rate. These results indicate that immigrants do not reduce the job prospects of natives. Moreover, changes in native-born unemployment rate do not seem to affect the net migrations flows.

Replacing total unemployment by foreign-born unemployment, Figure 4
also shows the bidirectional positive relationship between migration inflows and GDP per capita growth. Foreign-born unemployment has the same link with migration as native-born unemployment. More precisely, the foreign-born unemployment rate has no significant impact on migration inflows, while migration negatively influences the foreign-born unemployment rate. These results indicate that the arrival of immigrants reduces the unemployment rate of foreign-born residents. Immigrants are mainly concerned by aggregate unemployment, which is a better indicator of host country employment opportunities.

Even though impulse responses give information about the effect of changes in one variable on another, they do not show how important shocks on one variable are in explaining fluctuations in other variables. To assess the importance of changes in one variable in explaining changes in other variables, we perform a variance decomposition. Table (5) reports the variance decomposition analysis. The variance decomposition shows that GDP per capita and aggregate unemployment rate of the host country explain respectively approximately 8% and 5% of the fluctuations of migration. Migration explains approximately 5% of changes in GDP per capita, 6% of the fluctuations of unemployment rate, and 4% of the changes in the employment rate of the
Table 5: Variance decomposition analysis

| Variation in the row variable explained by column variable (in %, 10 periods ahead) |
|----------------------------------|------------------|
| **Model 1**                      | **Model 2**      |
| \( \Delta M \)                  | \( \Delta M \)   |
| 87.73                           | 89.55            |
| \( \Delta Y \)                  | \( \Delta Y \)   |
| 7.51                            | 7.58             |
| \( \Delta U \)                  | \( \Delta E \)   |
| 4.75                            | 2.89             |
| **Model 3**                      | **Model 4**      |
| \( \Delta M \)                  | \( \Delta M \)   |
| 86.97                           | 88.80            |
| \( \Delta Y \)                  | \( \Delta Y \)   |
| 7.92                            | 7.64             |
| \( \Delta NBU \)                | \( \Delta FBU \) |
| 5.11                            | 3.57             |

In summary, we find evidence that net migration inflows are influenced by the host country’s economic conditions (reflected by GDP per capita growth and total unemployment rate). A first factor explaining these findings is the reaction of immigrant flows to economic demand. During periods of rapid economic growth, labour demand increases, and a part of the additional labour supply comes from abroad. Indeed, the migration decision is related to the job opportunities and the probability of employment in the host country. Better economic conditions in host countries increase the incentive for migrants to migrate. A second explanation is that governments adjust immigration policies to changes in the labour market situation, or the state of public opinion (see Benhabib, 1996; Ortega, 2005), especially during economic downturns. Governments have the possibility to restrict the deliverance of permanent residence permits in periods of high unemployment. Immigration is subject to policy restricting, while there is no control on outflows\(^8\). Therefore, the negative response of net migration (measuring permanent and long-term movements) to unemployment seems to be related to immigration policy. Moreover, better economic conditions in the host country can reduce the concern about the link between migration and native-born employment opportunities, and so reduce the incentives of lob-

---

\(^8\)Nationals and foreigners may move from one country to another according to economic situation.
bies against labour migration (Facchini et al., 2011; Facchini and Steinhardt, 2011).

We also find evidence that immigration inflows contribute to host country economic prosperity (positive response of GDP per capita and a negative response of unemployment rate). The arrival of immigrants does not reduce the job prospects of host country residents (native- or foreign-born). Immigrants also contribute to host country economic growth. This may reflect the high skill level of migrants in recent decades. As shown by the theoretical studies (Dolado et al., 1994; Barro and Sala-i-Martin, 1995) the more migrants are educated, the more immigration has a positive effect on the economic growth of the host country.

5 Conclusion

This paper examines empirically the interaction between immigration and host country economic conditions. The empirical study is conducted using a panel VAR approach using data of 22 OECD countries over the period 1987 to 2009. Our results provide evidence that there is a positive bidirectional relationship between immigration and host country GDP per capita, and a negative bidirectional relationship between immigration and host country total unemployment rate. We also find a positive impact of migration on host country total employment rate indicating that the negative impact of migration on total unemployment rate is not due to the fact migration can discourage job seekers. Moreover, as is also the case for total unemployment, immigration negatively influences both native- and foreign-born unemployment rates. However, contrary to total unemployment rate, migration does not respond to native- or to foreign born unemployment rates. Therefore, our results show that the main concern in host countries about the adverse impact of immigration on employment opportunities for native-born residents is not found. Also, our results indicate that immigrants are mainly concerned by aggregate unemployment which represents a better indicator of host country employment opportunities.

Our evidence that migration inflows are influenced by the capacity of a country to receive foreign labour (reflected by GDP per capita growth and total unemployment rates) can be explained by the following reasons. On the one hand, a migration decision is related to the job opportunities and the probability of employment in the host country. Better economic conditions in the host country increase migrants’ incentives to migrate. On the other, governments adjust migration policies to changing labour market needs. In fact, in most host countries, government restrict the deliverance of permanent
residence permits in periods of high unemployment. Therefore, the negative response of net migration (as measured by permanent and long-term movements) to unemployment seems to be related to immigration policy. Moreover, better economic conditions in the host country can reduce the concern about the link between migration and native-born employment opportunities, and so reduce the incentives of anti-immigration lobbies. Countries with higher unemployment are less attractive to migrants and are willing to pursue more restrictive immigration policies.

Our finding that migration inflows contribute to host country economic prosperity (positive impact on GDP per capita and total unemployment rate) reflects the high skill levels of migrants in recent decades. As shown by the theoretical studies (Dolado et al., 1994; Barro and Sala-i-Martin, 1995) the more migrants are educated, the more immigration has a positive effect on economic growth in the host country.

In order to tackle the problem of aging populations, immigration may be considered as a potential solution to compensate for labour shortage in many OECD countries. Our results indicate that immigration flows, do not harm the employment prospects of residents, native- or foreign-born. Hence, OECD countries may adjust immigration policies to labour market needs, and can receive more migrants, without worrying about a potential negative impact on growth and employment.
Appendix

A-1 Migration Trends

Table A-1: Net migration in some OECD countries 1987-2009

<table>
<thead>
<tr>
<th>Country</th>
<th>1987 (000s)</th>
<th>1997 (000s)</th>
<th>2007 (000s)</th>
<th>Average annual net migration (000s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>220</td>
<td>94</td>
<td>44</td>
<td>330</td>
</tr>
<tr>
<td>Spain</td>
<td>14</td>
<td>64</td>
<td>716</td>
<td>265</td>
</tr>
<tr>
<td>Italy</td>
<td>-10</td>
<td>127</td>
<td>495</td>
<td>211</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>22</td>
<td>52</td>
<td>207</td>
<td>111</td>
</tr>
<tr>
<td>France</td>
<td>44</td>
<td>40</td>
<td>75</td>
<td>72</td>
</tr>
<tr>
<td>Greece</td>
<td>20</td>
<td>61</td>
<td>40</td>
<td>54</td>
</tr>
<tr>
<td>Switzerland</td>
<td>26</td>
<td>-7</td>
<td>75</td>
<td>37</td>
</tr>
<tr>
<td>Belgium</td>
<td>-1</td>
<td>20</td>
<td>55</td>
<td>34</td>
</tr>
<tr>
<td>Sweden</td>
<td>20</td>
<td>6</td>
<td>54</td>
<td>30</td>
</tr>
<tr>
<td>Austria</td>
<td>2</td>
<td>2</td>
<td>35</td>
<td>29</td>
</tr>
<tr>
<td>Netherlands</td>
<td>44</td>
<td>28</td>
<td>-6</td>
<td>28</td>
</tr>
<tr>
<td>Portugal</td>
<td>-38</td>
<td>29</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>Norway</td>
<td>13</td>
<td>11</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>Ireland</td>
<td>-37</td>
<td>19</td>
<td>46</td>
<td>13</td>
</tr>
<tr>
<td>Denmark</td>
<td>6</td>
<td>12</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>Finland</td>
<td>1</td>
<td>4</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Iceland</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Europe</td>
<td>349</td>
<td>565</td>
<td>1943</td>
<td>1226</td>
</tr>
<tr>
<td>United States</td>
<td>666</td>
<td>1309</td>
<td>823</td>
<td>1005</td>
</tr>
<tr>
<td>Canada</td>
<td>164</td>
<td>154</td>
<td>235</td>
<td>195</td>
</tr>
<tr>
<td>Australia</td>
<td>126</td>
<td>72</td>
<td>216</td>
<td>129</td>
</tr>
<tr>
<td>New Zealand</td>
<td>-11</td>
<td>8</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>OECD</td>
<td>1294</td>
<td>2107</td>
<td>3223</td>
<td>2563</td>
</tr>
</tbody>
</table>

Figure A-1: Net migration rate in some OECD countries (per 1000 inhabitants)

Net immigration rate is the number of immigrants less the number of emigrants expressed per 1,000 population.
Figure A-1: Net migration rate in some OECD countries (per 1000 inhabitants) (continued)

Net immigration rate is the number of immigrants less the number of emigrants per 1,000 total population.
A-2 Sensitive analysis to alternative ordering

This section reports results using two alternative orderings in VAR:
Alternative ordering 1: \((\Delta Y, \Delta U, \Delta M)\)
Alternative ordering 2: \((\Delta Y, \Delta M, \Delta U)\)

Figure A-2: Impulse response functions- Alternative ordering 1

Note: The solid line shows the impulse responses. The dashed lines indicate five standard error confidence band around the estimate. Errors are generated by Monte-Carlo with 1000 repetitions.

Table A-2: Variance decomposition analysis- Alternative orderings

<table>
<thead>
<tr>
<th>Variation in the row variable explained by column variable (in %, 10 periods ahead)</th>
<th>Alternative ordering 1</th>
<th>Alternative ordering 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta M) (\Delta Y) (\Delta U)</td>
<td>(\Delta M) (\Delta Y) (\Delta U)</td>
<td></td>
</tr>
<tr>
<td>(\Delta M) (88.55) (6.40) (5.44)</td>
<td>(\Delta M) (89.75) (5.52) (4.72)</td>
<td></td>
</tr>
<tr>
<td>(\Delta Y) (6.26) (77.77) (16.91)</td>
<td>(\Delta Y) (5.76) (77.68) (16.56)</td>
<td></td>
</tr>
<tr>
<td>(\Delta U) (8.03) (30.65) (61.44)</td>
<td>(\Delta U) (8.53) (30.40) (61.19)</td>
<td></td>
</tr>
</tbody>
</table>
Figure A-3: Impulse response functions- Alternative ordering 2

Note: The solid line shows the impulse responses. The dashed lines indicate five standard error confidence band around the estimate. Errors are generated by Monte-Carlo with 1000 repetitions.
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