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A FREQUENT M SUSE OF SI GNI FI CANCE TESTS:

Thomas Mayer *

Abst ract
Econom sts sonetines interpret the failure of a
significance test to disconfirma hypothesis as
evidence that this hypothesis is valid. Six
exanples of this are cited fromrecent journals.
But this is a msinterpretati on of what
significance tests show. Wile in general it is
correct that every failure to disconfirma
hypot hesis adds to its credibility, the term
"disconfirm is defined differently for this
purpose than it is in the context of significance
tests.

Thi s paper makes no claimto establish sone hitherto
unknown result. Instead, it shows that in our

everyday thinking and practice we often ignore a
principle that presumably many of us learned in

our basic statistics course. Alike reason for this is
that this principle seens to conflict w th another

w dely accepted principle. But this apparent conflict

I S spurious because a critical termis defined
differently in these two principles.

|. Treating a Failure to Disconfirmas Confirmation

Suppose that in testing the hypothesis that the I ong
run aggregate supply curve is vertical the regression
coefficient of the |lagged inflation term instead of
being the predicted 1.0, is 0.7 wth a standard error
of 0.2. Is it legitimte to say that the data have not
di sconfirmed the hypothesis? Is it also legitimate to
go further and claimthat the data corroborate the
hypot hesis, so that if you previously attributed, say a
50 percent probability to its validity you should now
attribute a greater probability to it? Mdst econom sts
woul d probably answer yes to both questi ons.
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The first of these answers is questionable, while the
second is wong. This is so, because failure to

di sconfirma hypothesis (e.g., the long-run Phillips
curve being vertical) does not inply that this

hypot hesi s has been confirmed. If it did one could in
sone cases generate a paradox by first show ng that the
data do not disconfirma hypothesis, say that a>b, and
t hen al so showi ng that they do not disconfirmthe
opposite hypothesis that a<b. (Cf. Mrowski, 2001, p.
195)

Per haps econom sts have | ost sight of this principle
for two reasons. One is the famliar (Popperian)
principle that the only way the enpirical validity of a
hypot hesis can tentatively be established is by the
repeated failure of relevant tests to disconfirmit?
But, as discussed below, this principle does not apply
here because it defines "failure to disconfirnf very
differently fromthe way it is defined in the context
of significance tests.

The second reason is a msinterpretation of what
significance tests do. They are not intended to answer
t he question whether a hypothesis is correct or
I ncorrect. Instead, their function is to hel p decide
whet her we should admt this hypothesis into the corpus
of verified know edge. For that we rightly set a high
hurdle; we will admt it only if it is consistent with
the data, and if this consistency is highly unlikely -
usually interpreted to nean a Il ess than 5 percent
probability - to be due nerely to sanpling error. The 5
percent hurdle is a severe one, intentionally set to
rej ect the hypothesis in doubtful cases, and thus to
generate nore Type Il than Type | errors. This bias
agai nst new hypot heses presumably reflects an
asymmetric loss function; with so many hypot heses
clanoring for admittance, a Type Il error causes |ess
damage than does a Type | error.?

But in the above exanple to say that the hypothesis of
a vertical Phillips curve is corroborated because there
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Is a greater than 5 percent probability that it is not
wong, is inplicitly to reverse this decision about
Type | and Type Il errors. Such an upsi de down use of
significance tests is not just a peculiarity of the
particul ar exanple with which | started the paper. It
occurs whenever we say or inply that a hypothesis has
been confirmed because it has not been rejected at the
5 percent level. And as shown below, this is done wth
sone frequency.?

Put anot her way, significance tests thenselves do not
test hypot heses, but only show what the probability is
that, given a certain hypothesis, such as the nul
hypot hesi s, random sanpling errors account for the
difference between the predicted and the actual val ues
of a coefficient (see Chow, 1996, p. 188. Together wth
a conventional (and essentially arbitrary) cut-off
point, such as a 5 percent probability level, they
allow us in some cases to reject the hypothesis.* But if
they do not allow us to reject the hypothesis then they
al so do not tell us that it is true. But how about the
general principle, that if a test fails to disconfirma
hypothesis it enhances its credibility at |east to sone
extent? This is correct if these tests are hard and not
soft tests, so that the statenent "fails to disconfirnf
Is interpreted correctly. Suppose, for exanple, that
the t value of the difference between the predicted and
the estimated coefficients is, say 1.5. This is
conventionally interpreted as a failure to reject, and
hence presented as a confirmation of the hypothesis.
Oten this is done inplicitly: the author nerely states
that "the data do not reject" the hypothesis, and
| eaves it to the reader to carry away the inpression
that it has been confirnmed. But wth at value of 1.5
the probability that (on a one-tailed test) a sanpling
error accounts for a difference between the predicted
and observed value of the coefficient as great as 1.5
standard errors is only 7 percent, so that the results
of this test should be counted as weak evi dence agai nst
the hypothesis instead of a confirmation.
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[1. Inplications

Ignoring the limtation on what can be inferred froma
failure to disconfirmat the 5 percent |evel has sone
undesi rabl e consequences. First, and nost obviously,
many hypot heses are accepted that should not be.
Second, the results of nultiple tests can easily be

m sinterpreted. Suppose that on the first test a
coefficient which the maintained hypothesis inplies is
zero has at value of 1.5. Suppose that a second test
usi ng anot her data set produces the sane result. The
way significance tests are widely interpreted the
second test is read as enhancing the plausibility of

t he hypothesis since two tests have now failed to
reject it. But the correct nessage of the second test
Is that the hypothesis has now been rejected at the 5
percent |l evel, since the probability of a sanpling
error as great as 1.5 standard errors on both of these
tests is only 0.5 percent. Third, if one treats the
failure to reject at the 5 percent |evel as a
confirmation, it is tenpting to treat a failure to
reject at the 1 percent |level as even stronger
confirmation. But that is wong when significance tests
are used in the upside-down way di scussed here. It
anmpunts to rejecting a hypothesis only if, due to
sanpling error, there is a 99 percent probability that
it is wong, rather than rejecting it if there is as
much as a 5 percent probability that it is wong.

Anot her situation in which the msinterpretation of
significance tests can lead to serious error is when
one of the coefficients of a regression has the wong
sign, but is insignificant at the 5 percent level. It
Is then tenpting to dismss the wong sign as due
nmerely to sanpling error, and to continue to use this
regression as a building block for the nmaintained
hypot hesi s. But suppose the coefficient is significant
at, say the 12 percent level. Since it is then unlikely
that a sanpling error would result in such a |arge
coefficient wth the wong sign, the wong sign -- even
t hough insignificant at the 5 percent level -- is a
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war ni ng that should not be brushed asi de.

None of this denies that significance tests are usefu
when they are applied the right way round,that is when
they are interpreted so that the maintai ned hypot hesis
Is treated as not confirned unless the probability that
sanpling error accounts for the observation (e.g., a
regression coefficient exceeding zero) is less than 5
percent. Even then, however, they are subject to many
criticisns that have been | eveled mainly by
psychol ogi sts and soci ol ogi sts.® Al so, as M oskey and
Ziliak (1996) enphasi ze, one needs to pay attention to
the econom c and not just the statistical significance
of a coefficient.

The error that results fromthe tendency to accept
hypot heses because they cannot be rejected at the 5
percent level also arises in connection wth
adj ustnents for heteroscedasticity. The standard
procedure is to make such adjustnents only if the
assunption that the data are normally distributed can
he rejected at the 5 percent level. But what justifies
acting on the assunption that the errors are normally
distributed unless it can be shown that there is a |less
than 5 percent probability that they are not?° If the
estimation error that results fromfailure to adjust
for heteroscedasticity when the data are
het er oscedastic is equal to the estinmation error that
results if one makes such an adjustnent when the data
are normally distributed, then a 50 percent probability
| evel seens preferable to a 5 percent |evel. Whether,
in fact, these two estimation errors are equal, or if
not, which is greater, presumably depends on the
speci fic adjustnent for heterogeneity that is nade.

Such a problem al so problemexists with respect to
tests for nonstationarity and cointegration. Simlarly,
I f a Granger causality test shows that one-way
causality cannot be rejected at the 5 percent |evel,

t hat does not justify acting as though two-way




causality can be rul ed out.
[11. Exanples

The foll ow ng exanpl es show that although the
proposition that failure to disconfirmat the 5 percent
| evel does not inply confirmation at the 5 percent

| evel may be well known in principle, practice is

sonet hing el se. A survey of papers in the Anerican
Econom ¢ Revi ew and the Review of Econom cs and
Statistics in 1999 and 2000 turned up six papers in
which the failure of a coefficient to be significant at
the 5 percent level is incorrectly interpreted as
inmplying that its true value is zero.” This excludes
papers that in a formal sense use significance tests

i ncorrectly, but in which the t value of the rel evant
coefficient is low, so that there is sone justification
for arguing that the coefficient can perhaps be treated
as though its true value is zero.

I n one exanpl e Robertson (1999, p. 760) reports:
“"Dramati c novenents in the peso could bias the effects

To evaluate this possibility, | regressed changes
in the peso on changes in the U S ... wage series ...
| found no significant correlation. This ... suggests
that this ... bias in not inportant."” But at nost it

woul d suggest this only if the t value of the
coefficient is so low that the coefficient's nonzero
val ue could easily be accounted for by sanpling error.
And Robertson does not tell us whether this is the
case.

Viscusi and Ham lton (1999) try to determ ne the

vari ables (and their relative inportance) that

underlie the EPA' s decisions about which Superfund
sites to clear up. Anpbng their variables Viscusi

and Ham Il ton include the size of the currently existing
popul ation, as well as the potential future popul ation,
in the affected area. They find that the currently

af fected popul ation has insignificant coefficients in
all four variants of their regression, and therefore



concl ude that:
These results suggest that the presence of
current exposed popul ations to health
ri sks generally does not enter EPA s decision
with respect to the stringency of the cl eanup.
... Rather than setting nore stringent
standards with a higher cost per case of
cancer for current exposed popul ati ons, EPA
I ncurs as high a cost per case of cancer when
there are only potential future popul ations at
risk. ... The presence of a risk to people
based on current |and-use patterns rather than
hypot heti cal future uses did not increase the
stringency of the regulation. (Viscusi and
Ham | ton, 1999, pp. 1017, 1021, 1025.)

But in two of their four regressions the t val ues of
the relevant coefficients are 1.3 and 1.5, which are
significant at the 10 percent and 7 percent |evels
respectively. They should therefore have warned the
reader that their conclusion that the EPA fails to take
the existing population at risk into account is
disconfirnmed at the 10 percent level in one of their
four regression nodels, and is at the margin in one
ot her.

Loeb and Page's (2000, p. 394) study of teachers'
sal ari es sunmari zes previous work on their topic as
follows: "Only nine of the sixty teacher salary studies
cited ... [in a survey paper] produced wage
coefficient estimates that were both positive and
statistically significant. One interpretation of the
literature is that teacher wages are unrelated to
student outcones." But if in nost of the other 51
studies the coefficient has the right sign and is
significant at, say the 40 percent |evel, that would be
pl ausi bl e evi dence that teachers' wages do affect
student outcones. Mrreover, on the adnmttedly strong
assunption that the 60 studies are independent and
their results normally distributed, 9 of them that is
15 percent, being significant wwth the correct sign is
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nore than one woul d expect if the true value of the
wage coefficient were zero.

In estimating the effect of corruption on foreign
direct investnent (FDI) fromdifferent countries
Shang-Jin Wei (2000) includes in sone regressions a
dummy variable for FDI from Japan, the U K and the
U S Since its coefficient "is not significant at the

10% | evel ," he concludes that FDIs fromthese countries
are "just as sensitive ... as FDIs from other source
countries." (p. 6.) But the t values of these dumy are

very close to unity (1.04, 0.96, 1.06, 1.02 in
different regressions), which inplies on a one-tailed
test (given a normal distribution) that there is only
about a one third chance that the true value of the
coefficient is zero.

Papel | et al. (2000, p. 313) in discussing the
stability of the natural rate of unenploynent tell us
that: "ten of the eleven countries have at nost two
significant breaks, providing al nost equally strong
evidence [as their evidence previously given agai nst
t he hypot hesis of no break] that there have been only a
f ew permanent changes in postwar unenploynent." But the
fact that for additional breaks there is no evidence
that is significant at the 5 percent level is not
"strong evidence" agai nst such breaks. Failure to be
significant at the 5 percent |evel could, for exanple,
be due to the size of the sanple.

McConnel | and Perez-Quiros (2000, p. 1467) in their
analysis of the decline in the variability of the
gromh rates of U S. GDP in the 1980s report that: "in
all cases we cannot reject the null of no break and
t herefore conclude that the variance break is not
attributable to a change in the constant and the AR
conponent of the nodel." But for two of their four test
statistics the p value of the coefficients are 0.67 and
0. 62, suggesting that the absence of a variance break
in the AR conponents is by no neans well established.
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V. Alternative Procedures

If a hypothesis has not been rejected at the 5 percent
level it is often desirable to | ook at the probability
that this is due, not to the validity of the

hypot hesis, but to the sanple being too small, (given
the variance of the data) to provide anything but an
anbi guous answer. In sone cases it may be possible to
obt ai n an unanbi guous answer by testing and rejecting
the null hypothesis. But that requires the often
unattai nable condition that the null can be stated
preci sely (see Fisher, 1935, pp. 18-20).

A different, and nuch nore wi dely applicable solution
IS to abandon the Neyman-Pearson vari ant of
significance testing, at |least in those cases in which
t he mai ntai ned hypothesis is not disconfirnmed, in favor
of the Fisherian variant. Researchers can then report
their p values or confidence intervals, so that they -
and their readers - can decide fromthis information,

i n conbination with prior information, how credible the
hypothesis is.® Despite its subjectivity this is
preferable to claimng erroneously that the failure of
a significance test to disconfirma hypothesis at

the 5 percent level inplies that this hypothesis has
been confirmed. And it is also better than the

resear cher deciding behind the scenes whether the p

val ue warrants advocating the hypothesis.

A possible solution to the problem of whether to

adj ust for heteroscedasticity and non-stationarity

when significance tests do not reject honoscedasticity
and stationarity at the 5 percent level is to do at

| east the nore inportant regressions both with and

W t hout adjustnents. |If they differ substantively, then
both sets of results should be reported.

V. Summary
Per haps because of a tendency to use significance tests
mechanically, it is easy to confuse the proposition
that such a test does not reject a hypothesis at the 5
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percent level wth the proposition that it has
confirnmed it at the 5 percent |evel, As several
exanpl es denonstrate, this error has occurred in

vari ous papers. Hence, when their significance tests do
not reject their hypothesis at the 5 percent |evel
researchers should state the p values of their

mai nt ai ned hypot heses.

ENDNOTES

* University of California, Davis. E-mail:
t onmayer @ayarea.net | amindebted to David Jacks for
abl e research assi stance.

1. It could also be due to a natural tendency to do
sone things that are necessary to obtain a clear
result, even if it nmeans cutting corners (see Leaner,
1978, p. iv).

2. Thus, a biologist, Davis Wlfe (2001, p. 27) wites:
" Peer review of grant proposals and publications,

al ong with many other subtler barriers, has been
established to prevent one renegade scientist from

| eading us all over the cliff and into the dreaded
Abyss of Fal se Theories," \Wether one should act on the
presunption that the hypothesis is fal se depends, of
course, also on the loss function.

3. That failure to reject does not inply acceptance has
been known for a long tine, though econom sts seemto
show | ess awareness of it than do psychol ogi sts and
soci ol ogists, who tend to frane the discussion in terns
of the acceptance of the null hypothesis. (For

di scussi ons by psychol ogi sts and soci ol ogi sts see
Rozenbl um 1960, Morrison and Henkel, 1970. and "Open
Peer Comment" (1998). Chow. a psychol ogi st, (1896, p.

I Xx) remarks that: "although the null hypothesis
significance-test procedure ... is an integral

conponent of data analysis in enpirical research, nany
researchers have reservations about its validity or
utility." Frick (1995, p. 132) reports that: "The
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best-know attitude toward the null hypothesis is that
It should never be accepted. A survey of 15
under graduat e research net hodol ogy textbooks reveal ed
that 4 did not nention the possibility of accepting the
nul | hypothesis, and 7 clained that it should never be
accepted ..." In the half dozen undergraduate econom c
and business statistics texts that | | ooked at none
war ned about accepting the null. However, a text by two
statisticians (Snedecor and Cochran, 1980, p. 66,
italics in the original) points out that:
It is not clear just what should be concl uded
froma nonsignificant result. A test of
significance is nost easily taught as a rule
for deciding whether to accept or reject the
nul | hypot hesis. But the neaning of the word
accept requires careful thought. A
nonsi gni ficant result does not prove that the
nul | hypothesis is correct - nmerely that it
I s tenable.

4. The problemof theory choice is extrenely conpl ex,
and significance tests play only a nodest role init. It
may sonetinmes be reasonable to reject a hypothesis that
Is confirned at the 5 percent level in favor of one that
IS not.

5. Thus Chow (1996 p. 11), who hinself defends the use
of significance tests, wites "the overall assessnent of
the ... [null-hypotheses significance test procedure]

I n psychol ogy is not encouragi ng. The puzzle is why so
many social scientists persist in using the process.”
Chow argues persuasively that these criticisns of
significance tests are largely due to researchers trying
to read too nuch into them

6. The argunent that nost variables are distributed
normally is open to the objection that while many are
normal ly distributed in natural nunbers, many others are
| og-normal Iy distributed (see Aitchison and Brown,

1957) .
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7. | also | ooked - wthout success - for such papers in
the Journal of Political Econony, February 2000 to
February 2001, and at one paper in the 2001 Quarterly

Journal of Economcs. | did not read all papers in the
journals that | covered, so | nmay have m ssed sone
m suses of significance tests. | did not include cases

where a significance test was used to deci de whether to
adjust for non-stationarity or for heteroscedasticity.
That is not always reported and, in any case, it is such
a common practice that it does not need docunentation.

8. See Rozenblum (1970) As Rosnow and Rosent hal (1989,
p. 1277) remark: "God |loves the 0.6 nearly as nuch as
the 0.5." However, as Chow (1996, p. 39) points out, in
interpreting the p value one needs to keep in mnd that
It nmeasures the probability of sanpling error contingent
on the hypothesis being true.
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