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Abstract

In this paper, we construct a nonparametric estimator of the distributions of latent factors in linear independent multi-factor models under the assumption that factor loadings are known. Our approach allows to estimate the distributions of up to $L(L + 1)/2$ factors given $L$ measurements. The estimator works through empirical characteristic functions. We show that it is consistent, and derive asymptotic convergence rates. Monte-Carlo simulations show good finite-sample performance, less so if distributions are highly skewed or leptokurtic. We finally apply the generalized deconvolution procedure to decompose individual log earnings from the PSID into permanent and transitory components.
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1 Introduction

In this paper, we consider linear multi-factor models of the form: \( Y = AX \), where \( Y \) is a vector of \( L \) observed measurements, \( X \) is a vector of \( K \) unobserved and mutually independent latent factors, and \( A \) is a \( L \)-by-\( K \) matrix of parameters. Throughout the analysis, we assume that a root-\( N \) consistent estimator of the matrix of factor loadings \( A \) is available and that the number of factors is known. The contribution of this paper is to provide a nonparametric estimator of the distribution function of \( X \) for up to \( K = L(L + 1)/2 \) factors.

Applications of factor models are numerous in social sciences, and economics in particular. For example, standard models of individual earnings dynamics write log earnings as the sum of a fixed effect and several independent shocks, modelled as ARMA processes with different persistence. Then, it is useful to estimate the full distribution of factor components—as opposed to their first two moments—as an input to life-cycle consumption models (e.g., Guvenen, 2007a, 2007b), or to forecast transitions into and out of poverty (Lillard and Willis, 1978).

In the absence of general nonparametric deconvolution techniques, the usual approach is to specify flexible parametric distributions.\(^1\) We are aware of the existence of nonparametric estimators of factor densities in two special cases. Classical nonparametric deconvolution focuses on the case where \( L = 1, K = 2 \) and the distribution function of the second factor \( (X_2) \) is known. The density of \( X_1 \) can then be consistently estimated by inverse Fourier transformation with trimming, the estimator showing slow convergence rates (e.g., Carroll and Hall, 1988, Fan, 1991, and Carroll et al., 1995 for a survey).

The second case has \( L = 2 \) and \( K = 3 \). Repeated measurements allow the three factor distributions to be nonparametrically identified, as shown in Kottlarski (1967, see also Rao, 1992, p.21). Horowitz and Markatou (1996) provide a consistent estimator, assuming that factors are symmetrically distributed. Li and Vuong (1998) relax the symmetry assumption. Their estimator is based on first derivatives of the empirical characteristic function of the data and trimmed inverse Fourier transformation. Li and Vuong’s estimator has been used in Li et al. (2000) in the context of a structural auction model, and in Li (2002) in a nonlinear errors-in-variables model.\(^2\)

---

\(^1\)Recent examples are Chamberlain and Hirano (1999), Hirano (2002), Geweke and Keane (2000, 2007), and Alvarez, Browning and Ejsmaes (2007).

\(^2\)Hall and Yao’s (2003) estimator is closely related to Li and Vuong’s (1998). Related methods
To our knowledge, no nonparametric estimator of factor densities is available in general linear multi-factor models. In this paper, we generalize Li and Vuong's (1998) estimator to allow for any number of measurements $L$, and up to $K = L(L + 1)/2$ factors. The application to data from the Panel Study of Income Dynamics (PSID) illustrates the benefits of this generalization in a model of earnings dynamics, allowing for permanent and transitory shocks to log-earnings (as in Hall and Mishkin, 1982, and Abowd and Card, 1989).

To construct the estimator we use a result due to Székely and Rao (2000), who show the nonparametric identification of factor distributions in the general case. Partial derivatives of the logarithms of the empirical characteristic functions of measurements identify second derivatives of the characteristic functions of factors. Then, the inverse Fourier transforms of integrated derivatives allow to recover factor densities. Our estimator is the empirical analog of this theoretical solution. It requires no optimization, unlike parametric approaches. To choose the amount of trimming that is necessary for the estimator to be well-defined, we use the “plug-in” method proposed in Delaigle and Gijbels (2004).

We show that the estimator is consistent and provide asymptotic convergence rates, allowing for unbounded factors. As in previous work on nonparametric deconvolution, the rates we obtain are slow, especially if the characteristic function of the factor to be estimated has fatter tails than the characteristic functions of the other factors. Nevertheless, Monte Carlo simulations are encouraging. When the true factor distributions are normal, we find moderate biases and tight confidence bands. Interestingly, our generalized deconvolution estimator has the same finite-sample bias and variance as the deconvolution estimator that assumes that all factor densities are known except the one to be estimated. This simulation evidence mitigates the negative conclusions of the asymptotic analysis, and suggests that the estimator may work well in practice. We also find that the shape of factor distributions strongly influences the finite-sample performances of the estimator. In particular, estimating factor distributions is more difficult when these distributions are skewed or leptokurtic.

We apply our methodology to individual earnings data from the PSID. We model

\footnote{The present problem is also more general than the measurement error model with multiple regressors considered in Li (2002), where at least two proxies are available for each latent regressor.}

have been used by Schennach (2004a, 2004b) in the context of nonlinear regression and nonparametric regression, respectively, when the regressors are measured with error; and by Hu and Riddler (2007) in order to deal with measurement error when marginal information is available.
log earnings as the sum of an individual effect, a random walk and a white noise, and estimate the distributions of innovations from first differences. This model generalizes Horowitz and Markatou's (1996) by allowing for permanent shocks and non symmetric distributions. Our results show that both shocks exhibit more kurtosis than the normal distribution. We use the model to analyze the respective roles of permanent and transitory shocks in earnings mobility, and to correlate the variance of earnings shocks to job mobility. In particular, we find that frequent job changers face more permanent and more transitory earnings shocks than job stayers.

The outline of the paper is as follows. In section 2, we derive identifying restrictions on factor characteristic functions, that we use in section 3 to construct an estimator of factor densities. In section 4, we prove the consistency of the estimator and discuss convergence speed. Sections 5 and 6 present some simulations and the application. Lastly, section 7 concludes.

2 Identifying restrictions

In this section, we derive the identifying restrictions that will be used for estimation in the next section. These restrictions can also be found in Székely and Rao (2000, remark 6 p. 200).

2.1 Model and assumptions

The main elements of the model are defined as follows:

1. \( Y = (Y_1, \ldots, Y_L)^T \) is a vector of \( L \geq 2 \) zero-mean real-valued random variables (where \( ^T \) denotes the matrix transpose operator).

2. \( X = (X_1, \ldots, X_K)^T \) is a random vector of \( K \) real valued, mutually independent and non degenerate random variables, with zero mean and finite variances.

3. \( A = [a_{ij}] \) is a known \( L \times K \) matrix of scalar parameters.

In this paper, we assume that factor loadings are known to the researcher. Alternatively, one may assume that a root-\( N \) consistent estimator of \( A \) is available. The asymptotic results derived in this paper would remain unchanged, as we find convergence rates of density estimators that are slower than root-\( N \).
We make the following assumption.

**Assumption A1** The characteristic functions of factor variables $X_1, \ldots, X_K$ have no real zeros, and are twice differentiable.

The assumption that characteristic functions have no real zeros is standard in the de-convolution literature. The characteristic functions can have complex zeros if factors have bounded support. Real zeros arise in the case of symmetric, bounded distributions, such as the symmetrically truncated normal (Hu and Ridder, 2007). A class of distributions that has no real zeros is the class of asymmetrically distributed, “range-restricted” distributions introduced in Hu and Ridder (2006), who argue that most economic variables belong to this class.

Assuming characteristic functions differentiable simplifies the construction of the estimator, although it is not a necessary condition for identification, as shown by Székely and Rao (2000).

Then, define $Q$ as the $L(L+1)/2$-by-$K$ matrix which generic $(i,j)$ row, $i \leq j$, is $(a_{ij}, a_{ji}, \ldots, a_{ik} a_{jk})$. This matrix naturally appears when one writes the system of linear restrictions on factor variances:

$$
\text{Var} (Y) = A \text{Var} (X) A^T, \quad (1)
$$

that is equivalent to

$$
\text{vec} (\text{Var} (Y)) = [A \otimes A] \text{vec} (\text{Var} (X)). \quad (2)
$$

Matrix $Q$ corresponds to the $L(L+1)/2$-by-$K$ matrix that selects the non-redundant rows of $A \otimes A$ arranged in lexicographic order, and the columns that correspond to the nonzero entries of $\text{vec} (\text{Var} (X))$.

Given $A$, factor variances are obviously identifiable only if $Q$ has full column rank. We thus make this assumption.\(^4\)

**Assumption A2** Matrix $Q$ has rank $K$.

With $\text{rank}(A) = K$, the distribution of $X$ is trivially identified as that of $A^{-1} Y$, where $A^{-1}$ is a generalized inverse of $A$. In contrast, rank condition A2 allows for up to $K = L(L+1)/2$ factors.

\(^4\)If factor variances are known, Assumption A2 may not be required for identification (see Székely and Rao, 2000).
Note that \( Q \) cannot have full rank if some columns of \( A \) are proportional. In this case, any linear combination of the corresponding factors is observationally equivalent. We then say that these factors are observationally identical.

**Example 1** The classical measurement error model:

\[
\begin{align*}
Y_1 &= \alpha X_1 + X_2, \\
Y_2 &= X_1 + X_3,
\end{align*}
\]

has

\[
A_1 = \begin{pmatrix} \alpha & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} \quad \text{and} \quad Q_1 = \begin{pmatrix} \alpha^2 & 1 & 0 \\ \alpha & 0 & 0 \\ 1 & 0 & 1 \end{pmatrix}.
\]

So \( Q_1 \) has rank 3 unless \( \alpha = 0 \). Clearly, if \( \alpha = 0 \), \( X_1 \) and \( X_3 \) are observationally identical.

**Example 2** The following simple spatial model:

\[
\begin{align*}
Y_1 &= X_1 + \rho X_2 + \rho X_3 + X_4, \\
Y_2 &= \rho X_1 + X_2 + \rho X_3 + X_5, \\
Y_3 &= \rho X_1 + \rho X_2 + X_3 + X_6,
\end{align*}
\]

has

\[
A_2 = \begin{pmatrix} 1 & \rho & \rho & 1 & 0 & 0 \\ \rho & 1 & \rho & 0 & 1 & 0 \\ \rho & \rho & 1 & 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad Q_2 = \begin{pmatrix} 1 & \rho^2 & \rho^2 & 1 & 0 & 0 \\ \rho & \rho & \rho^2 & 0 & 0 & 0 \\ \rho & \rho & \rho & 0 & 0 & 0 \\ \rho^2 & 1 & \rho^2 & 0 & 1 & 0 \\ \rho^2 & \rho & \rho & 0 & 0 & 0 \\ \rho^2 & \rho & \rho & 1 & 0 & 0 \end{pmatrix}.
\]

One verifies that \( Q_2 \) has rank 6 unless \( \rho \in \{-2, 0, 1\} \). Model (4) is clearly underidentified if \( \rho = 0 \) or \( \rho = 1 \). If \( \rho = 0 \), \( X_1 \) and \( X_4 \) are observationally identical, and if \( \rho = 1 \) the three factors \( X_1, X_2, X_3 \) are observationally identical. To interpret the case \( \rho = -2 \), assume that the variances of \( X_1, X_2, X_3 \) are equal (to \( \sigma^2 \), say). Then covariances between measurements are zero for all values of \( \sigma^2 \), so factor variances are not identified.

### 2.2 Restrictions on cumulant generating functions

Under Assumption A1, cumulant generating functions (c.g.f.), i.e. the logarithm of the characteristic functions (c.f.), are well defined and everywhere two times differentiable. Let us denote the characteristic functions of \( Y \) and \( X_k \) as \( \varphi_Y \) and \( \varphi_X \) and their c.g.f.’s as \( \kappa_Y = \ln \varphi_Y \) and \( \kappa_X = \ln \varphi_X \). Let also \( A^{[k]} \) denote the \( k \)th column of matrix \( A \),
for \( k \in \{1, \ldots, K\} \). The independence assumptions and the linear factor structure imply that, for all \( t = (t_1, \ldots, t_L) \in \mathbb{R}^L \),

\[
\kappa_Y(t) = \ln \left[ \mathbb{E} \exp \left( it^T Y \right) \right] = \sum_{k=1}^{K} \kappa_{X,k} (t^T A_{[i,k]}) .
\] (5)

Equation (5) expresses the c.g.f. of the data as a linear function of the c.g.f.'s of \( X_k \).

We then take second derivatives in (5), to obtain an explicit expression for \( \kappa_{X,k} \). To proceed, let us denote as \( \partial_{t_k} \kappa_Y (t) \) the \( \ell \)th partial derivative of \( \kappa_Y (t) \) and as \( \partial^2_{t_m} \kappa_Y (t) \) the second-order partial derivative of \( \kappa_Y (t) \) with respect to \( t_\ell \) and \( t_m \). We also denote as \( \nabla \kappa_Y (t) \) the \( L \)-dimensional gradient vector and as \( \nabla^2 \kappa_Y (t) \) the vector of all \( L (L + 1) / 2 \) non-redundant second-order partial derivatives arranged in lexicographic order of \((\ell, m) \in \{1, \ldots, L\}, \ell \leq m\). Lastly, for any \( \tau = (\tau_1, \ldots, \tau_K) \in \mathbb{R}^K \), let

\[
\kappa_X (\tau) = (\kappa_{X,1} (\tau_1), \ldots, \kappa_{X,K} (\tau_K))^T,
\]

\[
\kappa'_X (\tau) = (\kappa'_{X,1} (\tau_1), \ldots, \kappa'_{X,K} (\tau_K))^T,
\]

\[
\kappa''_X (\tau) = (\kappa''_{X,1} (\tau_1), \ldots, \kappa''_{X,K} (\tau_K))^T.
\]

First-differentiating equation (5) yields

\[
\nabla \kappa_Y (t) = A \kappa'_X (A^T t) = \sum_{k=1}^{K} \kappa'_{X,k} (t^T A_{[i,k]}) A_{[i,k]}.
\]

In general, \( K > L \) as there are \( L \) errors and at least one common factor. So there are more functions \( \kappa'_{X,k} \) than \( \partial_{t_k} \kappa_Y \). To obtain an invertible system, we differentiate once more:

\[
\nabla^2 \kappa_Y (t) = Q \kappa''_X (A^T t),
\] (6)

where \( Q \) is the \( L(L + 1)/2 \)-by-\( K \) matrix defined at the beginning of this section.

Evaluated at \( t = 0 \), equation (6) yields covariance restrictions (2). Generally, the equation shows that, if Assumption A2 holds, the second derivatives of the c.g.f.'s of factor variables are identified. As factors have zero mean, factor c.g.f.'s are thus identified by integration.

First, invert (6) as

\[
\kappa''_X (A^T t) = Q^{-1} \nabla^2 \kappa_Y (t),
\]

where \( Q^{-1} \) is a generalized inverse of \( Q \), for instance: \( Q^{-1} = (Q^T Q)^{-1} Q^T \).
Second, let $\mathcal{T}_k = \{ t \in \mathbb{R}^k | t^\top A_{[i,k]} = 1 \}$. $\mathcal{T}_k$ is not empty as there is at least one non zero element in $A_{[i,k]}$. Let $(Q^-)_{[k,i]}$ denote the $k$th row of $Q^-$. Then, for all $t \in \mathcal{T}_k$ and $\tau_k \in \mathbb{R}$,

$$
\kappa''_{X_k}(\tau_k) = (Q^-)_{[k,i]} \nabla^2 \kappa_Y(\tau_k t).
$$

Integrating with respect to $\tau_k$, using the constants of integration: $\kappa'_{X_k}(0) = \alpha X_k = 0$ and $\kappa_{X_k}(0) = 0$, yields

$$
\kappa_{X_k}(\tau_k) = \int_0^{\tau_k} \int_0^u (Q^-)_{[k,i]} \nabla^2 \kappa_Y(\tau k t) \, du \, dv.
$$

Equation (7) can directly be used for estimation of factor characteristic functions and densities, as we shall explain in the next section.

**Example 1 (continued)** In the case of model (3), we have:

$$
\kappa_Y(t_1, t_2) = \kappa_{X_1}(\alpha t_1 + t_2) + \kappa_{X_2}(t_1) + \kappa_{X_3}(t_2),
$$

and

$$
\begin{pmatrix}
\partial_{11}^2 \kappa_Y(t_1, t_2) \\
\partial_{12}^2 \kappa_Y(t_1, t_2) \\
\partial_{22}^2 \kappa_Y(t_1, t_2)
\end{pmatrix}
= \begin{pmatrix}
\alpha^2 & 1 & 0 \\
\alpha & 0 & 0 \\
1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\kappa''_{X_1}(\alpha t_1 + t_2) \\
\kappa'_{X_2}(t_1) \\
\kappa_{X_3}(t_2)
\end{pmatrix}.
$$

This yields:

$$
\begin{pmatrix}
\kappa''_{X_1}(\alpha t_1 + t_2) \\
\kappa'_{X_2}(t_1) \\
\kappa_{X_3}(t_2)
\end{pmatrix}
= \begin{pmatrix}
0 & \alpha^{-1} & 0 \\
1 & -\alpha & 0 \\
0 & -\alpha^{-1} & 1
\end{pmatrix}
\begin{pmatrix}
\partial_{11}^2 \kappa_Y(t_1, t_2) \\
\partial_{12}^2 \kappa_Y(t_1, t_2) \\
\partial_{22}^2 \kappa_Y(t_1, t_2)
\end{pmatrix}.
$$

Let us focus on the first factor $X_1$. Let $\mathcal{T}_1 = \{(t_1, t_2) \in \mathbb{R}^2 | \alpha t_1 + t_2 = 1 \}$ and let $(t_1, 1 - \alpha t_1) \in \mathcal{T}_1$. Then, for all $v \in \mathbb{R}$:

$$
\kappa''_{X_1}(v) = \frac{1}{\alpha} \partial_{12}^2 \kappa_Y(v t_1, v - \alpha v t_1),
$$

so

$$
\kappa_{X_1}(\tau_1) = \frac{1}{\alpha} \int_0^{\tau_1} \int_0^u \partial_{12}^2 \kappa_Y(v t_1, v - \alpha v t_1) \, du \, dv,
$$

which is equation (7) for factor $X_1$, in the particular case of model (3).

Note that if we set $t_1 = 0$, the double integral simplifies into a simple integral:

$$
\kappa_{X_1}(\tau_1) = \frac{1}{\alpha} \int_0^{\tau_1} \partial_1 \kappa_Y(0, u) \, du.
$$

This is the equation used in Li and Vuong (1998) and Schennach (2004a, 2004b).\footnote{Note that Schennach (2004a, 2004b) shows that full independence is not necessary for (8) to hold.}
Example 2 (continued) We then reconsider the case of the simple spatial model. Set \( \rho = 1/2 \) in (4). We obtain, for the first factor:

\[
\kappa_{x_1}^\nu \left( t_1 + \frac{1}{2} t_2 + \frac{1}{2} t_3 \right) = \frac{8}{5} \partial_{t_2}^2 \kappa_Y (t_1, t_2, t_3) + \frac{8}{5} \partial_{t_3}^2 \kappa_Y (t_1, t_2, t_3) - \frac{12}{5} \partial_{23}^2 \kappa_Y (t_1, t_2, t_3).
\]

Let \((t_1, t_2, (1 - t_1)/\rho - t_2) \in \mathcal{T}_1\). We have, after integrating twice:

\[
\kappa_{x_1} (\tau_1) = \int_0^{\tau_1} \int_0^u \left\{ \frac{8}{5} \partial_{t_2}^2 \kappa_Y \left( vt_1, vt_2, \frac{v(1 - t_1)}{\rho} - vt_2 \right) + \frac{8}{5} \partial_{t_3}^2 \kappa_Y \left( vt_1, vt_2, \frac{v(1 - t_1)}{\rho} - vt_2 \right) - \frac{12}{5} \partial_{23}^2 \kappa_Y \left( vt_1, vt_2, \frac{v(1 - t_1)}{\rho} - vt_2 \right) \right\} dvdu.
\]

Note that, if \( t_1 = t_2 = 0 \), the last two terms on the right-hand side simplify into simple integrals, but the first term does not.

3 The estimator

We here introduce our estimator of factor densities. In the next section, we shall discuss its asymptotic properties.

3.1 Characteristic functions

Estimator. Given an i.i.d. sample of size \( N, Y_1, ..., Y_N \), we first estimate \( \kappa_Y \) and its derivatives by empirical analogs, replacing mathematical expectations by arithmetic means:

\[
\hat{\kappa}_Y (t) = \ln \left( \mathbb{E}_N \left[ e^{tY} \right] \right),
\]

\[
\hat{\partial_t \kappa}_Y (t) = \frac{\mathbb{E}_N \left[ Y_t e^{tY} \right]}{\mathbb{E}_N \left[ e^{tY} \right]} = \partial_t \hat{\kappa}_Y (t),
\]

and

\[
\hat{\partial^2_{tt} \kappa}_Y (t) = - \frac{\mathbb{E}_N \left[ Y_t Y_m e^{tY} \right]}{\mathbb{E}_N \left[ e^{tY} \right]} + \frac{\mathbb{E}_N \left[ Y_t e^{tY} \right]}{\mathbb{E}_N \left[ e^{tY} \right]} \frac{\mathbb{E}_N \left[ Y_m e^{tY} \right]}{\mathbb{E}_N \left[ e^{tY} \right]} = \partial^2_{tt} \hat{\kappa}_Y (t),
\]

where \( \mathbb{E}_N \) denotes the empirical expectation operator.

Then, as the choice of \( t \) in \( \mathcal{T}_k = \{ t \in \mathbb{R}^d \mid t^t A_{1,k} = 1 \} \), along which to perform the integration yielding \( \kappa_{x_k} (\tau_k) \), is arbitrary, one can estimate \( \kappa_{x_k} \) by averaging (7) over a
distribution of points in $T_k$, that is,

$$
\hat{\kappa}_{X_k}(\tau_k) = \int_0^{\tau_k} \int_0^u (Q^-)_{[k, \cdot]} \left( \int \nabla^2 \hat{\kappa}_Y(vt) \, dW(t) \right) \, dv, \\
= \int_0^{\tau_k} \int_0^u (Q^-)_{[k, \cdot]} \left( \sum_{j=1}^p w_j \nabla^2 \hat{\kappa}_Y(vt_j) \right) \, dv,
$$

where $W = \sum_{j=1}^p w_j \delta_{t_j}$ is a discrete probability distribution on $T_k$.

The characteristic function of $X_k$ is then estimated as

$$
\hat{\varphi}_{X_k}(\tau_k) = \exp \left( \int_0^{\tau_k} \int_0^u (Q^-)_{[k, \cdot]} \left( \sum_{j=1}^p w_j \nabla^2 \hat{\kappa}_Y(vt_j) \right) \, dv \right). \tag{9}
$$

**Choice of $W$.** Empirical characteristic functions are typically well estimated around the origin and badly estimated in the tails (e.g., Diggle and Hall, 1993). It thus makes sense to choose $t$ such that $\nabla^2 \kappa_Y(\tau_k t)$ is well estimated on a maximal interval. A natural choice is to minimize the Euclidian norm of $\frac{t}{A_{t,k}[A_{t,k}]}$, which yields, by Cauchy-Schwarz inequality:

$$
t^* = \frac{A_{t,k}}{A_{t,k}A_{t,k}}.
$$

For instance, in example 1, this choice yields:

$$
\hat{\kappa}_{X_1}(\tau_1) = \frac{1}{\alpha} \int_0^{\tau_1} \int_0^u \partial^2_{\alpha^2} \hat{\kappa}_Y \left( v, \frac{\alpha}{1+\alpha^2}, v, \frac{1}{1+\alpha^2} \right) \, dv.
$$

In our simulations we found that choosing $W = \delta_{t^*}$ works well in practice. It is worth noting that the many overidentifying restrictions that the model provides could be used to improve the efficiency of the estimator. This question is very interesting, but seems also very difficult to answer. We do not address efficiency issues in this paper.

### 3.2 Density functions

The probability distribution function (p.d.f.) of $X_k$, say $f_{X_k}$, is obtained from its characteristic function using an inverse Fourier transformation:

$$
f_{X_k}(x_k) = \frac{1}{2\pi} \int e^{-i \hat{r} a x} \hat{\varphi}_{X_k}(\tau_k) \, d\tau_k.
$$

It is well-known that the integral does not converge when the characteristic function is replaced by its empirical analog (e.g., Horowitz, 1998). To ensure convergence we truncate the integral on a compact interval $[-T_N, T_N]$, where $T_N$ tends to infinity with
the sample size \( N \) at a rate that will be discussed in the next section. The p.d.f. of \( X_k \) is then estimated as

\[
\hat{f}_{X_k}(x_k) = \frac{1}{2\pi} \int \varphi_H \left( \frac{\tau_k}{T_N} \right) e^{-i\tau_k x_k} \hat{\varphi}_{X_k}(\tau_k) d\tau_k, \tag{10}
\]

where \( \hat{\varphi}_{X_k}(\tau_k) \) is given by (9). In equation (10), \( \varphi_H \) is a function supported on \([-1, 1]\) that is the Fourier transform of a kernel \( H \) of even order: \( \varphi_H(u) = \int e^{iux} H(v) dv \).

The kernel \( H \) allows to smooth the estimation of the density, especially in the tails. We shall use the second-order kernel

\[
H_2(v) = \frac{48 \cos(x)}{\pi x^2} \left( 1 - \frac{15}{x^2} \right) - \frac{144 \sin(x)}{\pi x^5} \left( 2 - \frac{5}{x^2} \right),
\]

that corresponds to:

\[
\varphi_{H_2}(u) = (1 - u^2)^3 \cdot 1\{u \in [-1, 1]\}.
\]

The second-order kernel \( H_2 \) has often been used in the deconvolution literature (see, e.g., Delaigle and Gijbels, 2002, and references therein). Higher-order kernels may also be used in place of \( H_2 \), such as the fourth-order kernel \( H_4 \) given by

\[
\varphi_{H_4}(u) = (1 - u^4) \cdot 1\{u \in [-1, 1]\},
\]

or the infinite-order kernel \( H_\infty(v) = \sin(v)/v \), that yields \( \varphi_{H_\infty}(u) = 1\{u \in [-1, 1]\} \).

Higher-order kernels reduce the bias of the density estimate at the cost of higher variance. For instance, Li and Vuong (1998) use the infinite-order kernel \( H_\infty \).

4 Asymptotic properties

In this section, we study the asymptotic properties of the estimator and show that \( \hat{f}_{X_k} \) is a uniformly consistent estimator of \( f_{X_k} \), for all \( k = 1, \ldots, K \), provided that Assumptions A1 and A2 hold. All mathematical proofs are in the appendix.

We shall prove the result for any support of factor distributions. So the analysis contains the case of bounded support, assumed e.g. in Li and Vuong (1998) and Hall and Yao (2003), as well as the “range-restricted” distributions considered in Hu and Ridder (2006, 2007). An important assumption is that factor characteristic functions have no real zeros.

\[A \text{ kernel of order } q \text{ is a function } H, \text{ not necessarily nonnegative, such that } v^k H(v) \text{ is integrable for all } k \leq q, \int v^k H(v) dv = 0 \text{ for all } k \leq q - 1, \text{ and } \int v^q H(v) dv \neq 0. \text{ See, e.g., Rao (1983), p. 40.}\]
4.1 Characteristic functions

To prove the consistency of the estimator in the case of not necessarily bounded support, we first prove a uniform consistency result for the derivatives of empirical characteristic functions. For any vector $t \in \mathbb{R}^S \ (S > 0)$, we denote the sup norm: $|t| = \max_s |t_s|$.

**Lemma 1** Let $X$ be a scalar random variable and let $Y$ be a vector of $L$ scalar random variables. Let $Z = (X, Y^T)^T$. Let $F$ denote the c.d.f. of $Z$ ($\mathbb{E}$ denotes the corresponding expectation operator) and let $F_N$ (resp. $\mathbb{E}_N$) denote the empirical c.d.f. (resp. mean) corresponding to a sample $Z_N \equiv (Z_1, ..., Z_N)$ of $N$ i.i.d. draws from $F$. Assume that the first $J$ moments of $X^2$ and $|XY|$ are finite ($J \geq 2$). Lastly, define $f_t(x, y) = x \exp(it^Ty)$, for $t \in \mathbb{R}^L$.

For any $0 < \gamma < (1 - \frac{1}{J})/2$, let $T_N$ tend to infinity at (at most) a polynomial rate. Then:

$$\sup_{|t| \leq T_N} |\mathbb{E}_N f_t - \mathbb{E} f_t| = O \left( N^{-\frac{1}{2}(1 - \frac{1}{J}) + \gamma} \right) \ a.s.$$  

Lemma 1 shows that the rate of convergence of the empirical mean of $f_t$ is at most $N^{-(1-1/J)/2}$ on an interval that grows with $N$ at a polynomial rate. So, allowing for unbounded $X$ slower the rate of convergence. However, in the particular case where all the moments of $X$ and $|XY|$ exist, Lemma 1 delivers a rate of $N^{-1/2 + \gamma}$, for any $0 < \gamma < 1/2$. When $X = 1$ and $L$ is either 1 or 2, the result coincides with Lemma 6 in Hu and Ridder (2007).

Applying Lemma 1 to $\mathbb{E} (Y_t \exp(\tilde{u}^TY))$ and $\mathbb{E} (Y_t Y_m \exp(\tilde{u}^TY))$, for $\ell, m = 1, ..., L$, then yields the following uniform consistency result for the characteristic functions of factors.

**Theorem 2** Suppose that there exists an integrable, decreasing function $g_Y : \mathbb{R}^+ \rightarrow [0, 1]$, such that $|\varphi_Y(t)| \geq g_Y(|t|)$ as $|t| \rightarrow \infty$. Suppose also that the first $2J$ moments of $|Y|$ are finite.

For any $0 < \gamma < (1 - \frac{1}{J})/2$, let $T_N$ tend to infinity at (at most) a polynomial rate, and be such that $\frac{T_N^2}{g_Y(T_N)^2} = O \left( N^{\frac{1}{2}(1 - \frac{1}{J}) - \gamma} \right)$. Then:

$$\sup_{|\tau_k| \leq T_N} |\hat{\varphi}_{X_k}(\tau_k) - \varphi_{X_k}(\tau_k)| = \frac{T_N^2}{g_Y(T_N)^2}O \left( N^{-\frac{1}{2}(1 - \frac{1}{J}) + \gamma} \right) \ a.s. \quad (11)$$

11
Theorem 2 shows that the rate of convergence of the e.c.f. of factors is governed by the tails of the characteristic functions, i.e. the smoothness of factor distribution functions. In the deconvolution problem where one factor distribution is known, Fan (1991) distinguished two classes of distributions: ordinary smooth, for which the c.f. converges to zero at a polynomial rate (e.g., Laplace or Gamma), and supersmooth distributions, for which the c.f. converges to zero at an exponential rate (e.g., normal). Theorem 2 implies that the intervals on which uniform convergence holds are very different in these two cases.

Let us consider the result in Theorem 2 in the case where all factor distributions are ordinary smooth with \( g_Y(|t|) = |t|^{-\beta} \), where \( \beta > 0 \). Then, if \( T_N = N^\delta \), for any \( \delta < \frac{1-(1/J)/2-\gamma}{2+3\beta} \), the e.c.f. converges uniformly on \([-T_N, T_N]\). If instead factor distributions are supersmooth, one needs to restrict \( T_N \) to a logarithmic function of \( N \) in order to ensure uniform convergence. The next paragraph shows that this weaker uniform convergence result implies a slower rate of convergence of density estimates, as in Fan (1991).

4.2 Density functions

The following theorem gives conditions under which \( \widehat{f}_{X_k} \) converges uniformly to \( f_{X_k} \) when the sample size tends to infinity.

**Theorem 3** Suppose that there exists an integrable, decreasing function \( g_X : \mathbb{R}^+ \rightarrow [0,1] \) such that \( |\varphi_X(\tau)| \geq g_X(|\tau|) \) as \( |\tau| \rightarrow \infty \). Suppose also that there exist \( K \) integrable functions \( h_{X_k} : \mathbb{R}^+ \rightarrow [0,1] \) such that \( h_{X_k}(|\tau_k|) \geq |\varphi_{X_k}(\tau_k)| \) as \( |\tau_k| \rightarrow \infty \). Lastly, suppose that the first \( 2J \) moments of \( |Y| \) are finite.

For any \( 0 < \gamma < (1 - \frac{1}{J})/2 \), let \( T_N \) tend to infinity at (at most) a polynomial rate, and be such that \( \frac{T_N^3}{g_Y(T_N)^3} = o \left( N^{\frac{1}{2}(1-\frac{1}{J})-\gamma} \right) \). Then:

\[
\sup_{x_k} \left| \widehat{f}_{X_k}(x_k) - f_{X_k}(x_k) \right| = \frac{T_N^3}{g_X(T_N)^3} O \left( N^{\frac{1}{2}(1-\frac{1}{J})+\gamma} \right) + O \left( \int \left| 1 - \varphi_H \left( \frac{v}{T_N} \right) \right| h_{X_k}(|v|) \, dv \right) \ a.s. \quad (12)
\]

Assume in addition that \( \frac{1}{T_N} \int_{-T_N}^{T_N} v^q h_{X_k}(|v|) \, dv = o(1) \), a.s., and that \( H \) is a kernel of order \( q \geq 2 \). Then we have:

\[
\sup_{x_k} \left| \widehat{f}_{X_k}(x_k) - f_{X_k}(x_k) \right| = o(1) \quad a.s.
\]

12
The two terms on the right-hand side of (12) are the variance and the bias of \( \hat{f}_{X_k} \), respectively. Both terms depend on the smoothness of factor distributions, though in an opposite way. The variance term is larger when factor distributions are smoother. In the deconvolution problem \( Y_1 = X_1 + X_2 \), with \( f_{X_2} \) known, it is well-known that estimation is more difficult when the distribution of \( X_2 \) is supersmooth. This is because the c.f. of \( X_2 \) appears in the denominator in the Fourier inversion. A similar argument applies here. In contrast, the bias term in (12) decreases when the smoothness of factor \( X_k \) increases.

To better understand Theorem 3, let us consider the polar case when all factors are ordinary smooth. Let us take \( g_X(|t|) = |t|^{-\beta} \) and \( h_{X_k}(|t|) = |t|^{-\alpha}, \beta \geq \alpha > 1 \). We can take
\[
T_N = N^{\delta}, \quad \text{with} \quad 0 < \delta < \frac{\frac{1}{2} \left(1 - \frac{1}{\beta} \right) - \gamma}{2 + 3\beta + \alpha},
\]
so that the rate of convergence of the density estimator is at most \( N^{-\delta(\alpha-1)} \). In the case where we characterize exactly the degree of smoothness of factor variables \( (\alpha = \beta) \) the rate becomes:
\[
\sup_{x_k} \left| \hat{f}_{X_k}(x_k) - f_{X_k}(x_k) \right| = O \left( N^{\left(\frac{1}{2} \left(1 - \frac{1}{\beta} \right) + \gamma \right) (\beta - 1)} \right),
\]
(14)

Another case of interest is when \( X_k \) is ordinary smooth, so \( h_{X_k}(|t|) = |t|^{-\alpha} \), and other factors are supersmooth, so one has to take \( g_X(|t|) = \exp \left(-|t|^{\beta} \right) \). In that case one obtains a logarithmic convergence rate.

Equation (14) shows that, even if we restrict our attention to ordinary smooth distributions, the convergence rate is never faster than \( N^{-\frac{1}{2} + \gamma} \). So, even in the case where all moments of \(|Y|\) exist, the rate is never faster than \( N^{-\frac{1}{2}} \). This convergence rate is slower than the one in Li and Vuong (1998), \( N^{-\frac{1}{2} + \gamma} \) (for \( \gamma > 0 \)) in the ordinary smooth case. This difference is due to the fact that our estimator relies on a double integral, instead of a single integral. This is the price to pay for dealing with more general models. The convergence rate we obtain is also slower than in the classical deconvolution problem \( Y_1 = X_1 + X_2 \), with \( f_{X_2} \) known. In this case, Hu and Ridder (2007, page 10) obtain a rate of \( N^{-\frac{1}{2} + \gamma} \), when the smoothness of \( X_1 \) increases while that of \( X_2 \) stays constant. In the case where \( X_1 \) and \( X_2 \) have the same degree of smoothness \( \beta \), their results imply a rate of \( N^{-\frac{\beta}{2} + \gamma} \) when \( \beta \) gets large.

Convergence speed is an important issue when dealing with two-stage estimation problems in which the estimation of factor densities is the first stage. For instance, the distributions of permanent/transitory components can be inputs of an intertemporal
consumption problem. The convergence rate of the first stage factor density estimators is likely to be too slow to obtain root-$N$ consistent estimates in the second stage. For this same reason Li (2002), using Li and Vuong’s (1998) nonparametric estimator in the first stage of a nonlinear error-in-variables models, does not get root-$N$ consistency.\footnote{An alternative has been considered by Schennach (2004a), expressing the moments necessary to perform the second-stage nonlinear regression directly in terms of characteristic functions, without trimming. This method requires rather strong regularity conditions (e.g., existence of moments), but yields root-$N$ consistency and asymptotic normality.}

Lastly, it is worth noting that in spite of the different theoretical convergence rates, these various deconvolution estimators generated very similar biases and variances in our finite-sample experiments (see the simulation section below).

4.3 Practical choice of the trimming parameter $T_N$

It is tempting to use (13) as a guideline to choose $T_N$ in practice, at least in the case where all factor distributions are smooth. However, our experiments suggest that by doing so one underestimates $T_N$. The reason could be that $T_N$ maximizes an upper bound for the convergence rate, which can be very conservative, especially so in finite samples.

Instead, we use a method recently developed in deconvolution kernel density estimation to choose the trimming parameter $T_N$. In the context of the deconvolution problem with known error distribution, Delaigle and Gijbels (2002, 2004) propose to base the choice of the bandwidth on an approximation to the Mean Integrated Squared Error of the kernel density estimator. Comparing different approaches they find that a “plug-in” method works well in many simulation designs. We use the “plug-in” method, and provide a presentation of the method in Appendix.

To adapt Delaigle and Gijbels’ method to the case of a multi-factor model $Y = AX$, we proceed as follows. For $k \in \{1, \ldots, K\}$, let $t^* = \frac{A_{[k]} - A_{[k-1]}}{A_{[k]} - A_{[k-1]}}$. Then

\[
t^*^T Y = t^*^T AX = X_k + \sum_{m \neq k} t^*^T A_{[m]} X_m. \tag{15}
\]

We treat the distribution of $\sum_{m \neq k} t^*^T A_{[m]} X_m$ in (15) as if it were known. In this case, the problem of estimating the density of factor $X_k$ boils down to a deconvolution problem with known error distribution, and the approach in Delaigle and Gijbels (2004) can be applied.
5 Monte-Carlo simulations

In this section, we study the finite-sample behavior of our density estimator.

5.1 Measurement error model

We start with the estimation of the density of $X_1$ in the measurement error model (3) with $\alpha = 1$, namely:

$$\begin{align*}
Y_1 &= X_1 + X_2 \\
Y_2 &= X_1 + X_3,
\end{align*}$$

(16)

where $X_1$, $X_2$ and $X_3$ are mutually independent, and have mean zero and variance one.

We first consider the case of normal errors $X_2$ and $X_3$, and various choices of distribution for $X_1$. In Figure 1 we report the outcomes of 100 simulations of samples of size $N = 1000$. In the first column we estimate the density of $X_1$ using the method of this paper, assuming that all three distributions are unknown. In the second column we estimate the density of $X_1$ from:

$$\frac{Y_1 + Y_2}{2} = X_1 + \frac{X_2 + X_3}{2},$$

assuming that $\frac{X_2 + X_3}{2}$ has known c.f. $\varphi_{\frac{X_2 + X_3}{2}}(u) = \exp \left( -\frac{1}{4} u^2 \right)$. We use kernel deconvolution for estimation, with the second-order kernel $H_2$ for smoothing, and choose the trimming parameter $T_N$ using the “plug-in” method of Delaigle and Gijbels (2004). Lastly, in the third column we show the Gaussian kernel density estimator of $X_1$ for comparison, using Silverman’s rule of thumb for choosing the bandwidth. On each graph, the thin solid line represents the population density of $X_1$, and the thick solid line is the pointwise median of simulations. The dashed lines delimit the 10%-90% pointwise confidence bands.

Both nonparametric deconvolution methods estimate normal factor distributions well. However, the density at the mode is biased—the true value being outside the confidence band. They both display very similar biases, and the same confidence bands, only moderately wider than when $X_1$ is observed without error. This suggests that repeated measurements can be very effective at providing information on the distributions of unknown latent variables. Also, the informal choice of bandwidth that we use appears to give very good results, as good as for the deconvolution problem with known error distribution for which it was initially devised.
Figure 1: Monte Carlo estimates of $f_{X_1}$ in the measurement error model (16) with normal errors

- **Normal**
- **Gamma(5,1)**
- **Gamma(2,1)**
- **Normal mixture, unimodal**
- **Normal mixture, bimodal**

$\varphi_{X_2}, \varphi_{X_3}$ unknown \hspace{1cm} $\varphi_{X_2}, \varphi_{X_3}$ known \hspace{1cm} $X_1$ observed

**Note:** Thin line=true; thick=median of 100 simulations; dashed=10%-90% confidence bands.

"Normal mixture, unimodal" is $\frac{400}{403}N(0, \frac{1}{2}) + \frac{3}{403}N(0, \frac{406}{6})$, "Normal mixture, bimodal" is $\frac{1}{2}N(-2, 1) + \frac{1}{2}N(2, 1)$. $N = 1000$. 
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Figure 2: Monte Carlo estimates of $f_{X_1}$ in the measurement error model (16) with Laplace errors

Normal

Gamma(5,1)

Gamma(2,1)

Normal mixture, unimodal

Normal mixture, bimodal

$\varphi_{X_2}, \varphi_{X_3}$ unknown

$\varphi_{X_2}, \varphi_{X_3}$ known

Note: Thin line=true; thick=median of 100 simulations; dashed=10%-90% confidence bands. “Normal mixture, unimodal” is $\frac{4}{403}\mathcal{N}(0, \frac{1}{2}) + \frac{3}{403}\mathcal{N}(0, \frac{406}{6})$, “Normal mixture, bimodal” is $\frac{1}{2}\mathcal{N}(-2, 1) + \frac{1}{2}\mathcal{N}(2, 1)$. $N = 1000$. 
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Figure 3: Monte Carlo estimates of $f_{X_1}$ in the measurement error model (16) with normal errors, using a fourth-order kernel.

Normal

Gamma(5,1)

Gamma(2,1)

Normal mixture, unimodal

Normal mixture, bimodal

$\varphi_{X_1}, \varphi_{X_3}$ unknown $\varphi_{X_1}, \varphi_{X_3}$ known

Note: Thin line=true; thick=median of 100 simulations; dashed=10%-90% confidence bands. “Normal mixture, unimodal” is $\frac{400}{803} \mathcal{N}(0, \frac{1}{2}) + \frac{3}{803} \mathcal{N}(0, \frac{106}{8})$, “Normal mixture, bimodal” is $\frac{1}{2} \mathcal{N}(-2, 1) + \frac{1}{2} \mathcal{N}(2, 1)$. $N = 1000$. 
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For non-Gaussian factor distributions, we observe that the deconvolution estimators have some difficulty to capture skewness and kurtosis. The Gamma(5,1) and Gamma(2,1) distributions have skewness .9 and 1.4, and kurtosis 4.2 and 6, respectively. We see that the bias is larger in the second case. Note that the Gamma distribution is smooth, while $X_2$ and $X_3$ follow supersmooth normal distributions. In this case, theory suggests that the deconvolution problem is especially difficult.

To further study the impact of factor kurtosis on estimation we consider for $X_1$ a two-components normal mixture that has excess kurtosis equal to 100, that is: $X_1 \sim \frac{400}{403} \mathcal{N}(0, \frac{1}{2}) + \frac{3}{403} \mathcal{N}(0, \frac{406}{6})$. The bias is also larger than in the case where $X_1$ is normal, although the estimator does a good job at capturing the peak of the density.

Lastly, we generate a bimodal distribution as a two-component mixture of normals with different means: $X_1 \sim \frac{1}{2} \mathcal{N}(-2,1) + \frac{1}{2} \mathcal{N}(2,1)$. The estimator fails to capture the bimodality.

It is worth noting that in these various designs, we experimented increasing the sample size to $N = 10000$, and still obtained a sizeable bias (although reduced compared to the case $N = 1000$).

Figure 2 presents simulation results for Laplace-distributed errors. Theory suggests that the deconvolution estimator should behave better, and the bias is indeed slightly lower than in the case of normal errors, especially in the most difficult case where the density of $X_1$ is bimodal. Still, the differences between the cases of smooth and supersmooth errors do not seem as large as theory suggests.

In a last experiment, we let again $X_2$ and $X_3$ follow standard normal distributions, but use the fourth-order kernel $H_4$ for estimation rather than the second-order kernel $H_2$ (see section 3). We also use Delaigle and Gijbels’ (2004) plug-in method to choose $T_N$. The results displayed in Figure 3 show that the bias is reduced compared to the estimator using a second-order kernel. We simultaneously observe a slight widening of the confidence bands, especially in the tails.\footnote{We also tried a sixth-order kernel, and obtained a sharp reduction in the bias but a large increase in the variance.}
5.2 Spatial model

We then consider the spatial model with \( L = 3 \) and \( K = 6 \):

\[
\begin{align*}
Y_1 &= 2X_1 + X_2 + X_3 + X_6 \\
Y_2 &= X_1 + 2X_2 + X_3 + X_5 \\
Y_3 &= X_1 + X_2 + 2X_3 + X_6,
\end{align*}
\]

(17)

where \( X_k, k = 1, \ldots, 6, \) are mutually independent. This corresponds to model (4) with \( \rho = 1/2 \).

All factor densities belong to the same parametric family. We only let their variances differ: the variances of \( X_1, X_2 \) and \( X_3 \) are equal to 1, while \( X_4, X_5 \) and \( X_6 \) have either variance 1 (first column in the figure), 4 (second column), or 16 (third column). The sample size is \( N = 1000 \), and the number of simulations and the conventions used in the graphs are the same as for the measurement error model.

Figure 4 presents the results. We see that when errors \( X_4, X_5 \) and \( X_6 \) have moderate variance (1 or 4) the density of \( X_1 \) is well estimated. The results are comparable to the ones obtained in Figure 1, with a slightly larger bias. When error variances increase to 16, the density of \( X_1 \) becomes badly estimated.

For other distributions, namely Gamma or mixture of normals, we generally obtain worse results than for the measurement error model (16). This is consistent with the fact that trying to estimate 6 factor densities using 3 measurements is more difficult than estimating 3 factor densities using 2 measurements. Yet, in the case of moderate error variances the shapes of the densities are reasonably well reproduced. This suggests that nonparametric deconvolution techniques can be successfully applied to difficult problems, where the number of factors one is trying to extract is large relative to the number of available measurements.

6 Application to earnings dynamics

In this section, we apply our methodology to estimate the distributions of permanent and transitory shocks in a simple model of earnings dynamics.

6.1 The data

We use PSID data, between 1978 to 1987. Let \( w_{it} \) denote the logarithm of annual earnings, and let \( x_{it} \) be a vector of regressors, namely: education dummies, a quadratic
Figure 4: Monte Carlo estimates of $f_{X_1}$ in model (17)

Note: Density of $X_1$ and $X_4$ in model (17). $X_k$, $k = 1, 2, 3$, are drawn from the same distribution with mean zero and variance 1. $X_k$, $k = 4, 5, 6$, are drawn from the same distribution as $X_1, X_2, X_3$ with mean zero and variance $\sigma^2$. “Normal mixture, unimodal” is $\frac{400}{403} \mathcal{N}(0, \frac{1}{2}) + \frac{3}{403} \mathcal{N}(0, \frac{406}{6})$. “Normal mixture, bimodal” is $\frac{1}{2} \mathcal{N}(-2, 1) + \frac{1}{2} \mathcal{N}(2, 1)$. $N = 1000$. 
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polynomial in age, a race dummy, geographic indicators and year dummies. We compute
the residuals of the OLS regression of $\Delta w_{it} = w_{it} - w_{i,t-1}$ on $\Delta x_{it} = x_{it} - x_{i,t-1}$, and
denote them as $\Delta y_{it}$. In the sequel we shall refer to $\Delta y_{it}$ as wage growth residuals,
while keeping in mind that they reflect changes in wage rates and hours worked. We
select employed male workers who have non missing observations of $\Delta y_{it}$ for the whole
period, and for whom wage growth does not exceed 150% in absolute value. We obtain
a balanced panel of 624 individuals, for whom we have 9 observations of wage growth.
Descriptive statistics are presented in the first column of Table 1.

Wage growth residuals $\Delta y_{it}$ are the measurements that we use in this application.
We shall also consider moving sums of wage growth residuals, defined as

$$\Delta s y_{it} = y_{it} - y_{i,t-s} = \sum_{k=1}^{s} \Delta y_{i,t-k+1}, \text{ for } s = 1, 2, ...$$

Table 2 shows the marginal moments of these variables, as well as their first three auto-
correlation coefficients. Focusing on the first row, we see that the variance of $\Delta s y_{it}$
increases with $s$. This indicates that wage differences between two points in time are
more dispersed the longer the lag.

Another feature of Table 2 is the high kurtosis of wage growth residuals. Figure 5
confirms that the distribution of $\Delta y_{it}$ is very different from the normal. On panel a),
the solid line is a kernel density estimate, and the dashed line is the density of a normal
distribution with the same mean and variance. An alternative way of presenting the
evidence of non-normality is to draw the normal probability plot of $\Delta y_{it}$. If the data are
normally distributed, then $\Phi^{-1}(F_N(\Delta y_{it}))$, where $F_N(\Delta y_{it})$ denotes the empirical c.d.f.
of $\Delta y_{it}$, is a straight line up to sampling error. Panel b) in Figure 5 shows that this is
not the case, as the c.d.f. of $\Delta y_{it}$ has fatter tails than the normal. This evidence on the
non-normality of wage growth residuals is consistent with previous findings on U.S. data,

6.2 The model

We consider the following model:

$$\Delta y_{it} = \Delta p_{it} + \Delta r_{it},$$

$$= \varepsilon_{it} + r_{it} - r_{i,t-1}, \quad i = 1, ..., N, \quad t = 2, ..., T, \quad (18)$$
Table 1: Means of variables

<table>
<thead>
<tr>
<th>Job changes</th>
<th>All</th>
<th>None</th>
<th>One/two</th>
<th>Three/more</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual earnings (/1000)</td>
<td>36.4</td>
<td>35.3</td>
<td>36.7</td>
<td>37.0</td>
</tr>
<tr>
<td>Age</td>
<td>37.4</td>
<td>39.6</td>
<td>37.3</td>
<td>36.1</td>
</tr>
<tr>
<td>High school dropout</td>
<td>.21</td>
<td>.22</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>High school graduate</td>
<td>.54</td>
<td>.59</td>
<td>.51</td>
<td>.54</td>
</tr>
<tr>
<td>Hours</td>
<td>2194</td>
<td>2191</td>
<td>2199</td>
<td>2191</td>
</tr>
<tr>
<td>Married</td>
<td>.85</td>
<td>.84</td>
<td>.84</td>
<td>.85</td>
</tr>
<tr>
<td>White</td>
<td>.70</td>
<td>.63</td>
<td>.69</td>
<td>.75</td>
</tr>
<tr>
<td>North east</td>
<td>.15</td>
<td>.15</td>
<td>.13</td>
<td>.17</td>
</tr>
<tr>
<td>North central</td>
<td>.26</td>
<td>.30</td>
<td>.24</td>
<td>.27</td>
</tr>
<tr>
<td>South</td>
<td>.43</td>
<td>.44</td>
<td>.51</td>
<td>.36</td>
</tr>
<tr>
<td>SMSA</td>
<td>.59</td>
<td>.60</td>
<td>.55</td>
<td>.61</td>
</tr>
<tr>
<td>Number</td>
<td>624</td>
<td>150</td>
<td>234</td>
<td>240</td>
</tr>
</tbody>
</table>

Note: Balanced subsample of 624 individuals extracted from the PSID, 1978-1987. “None” = no job change; “One/two” = one or two job changes; “Three/more” = more than three job changes.

Table 2: Moments of wage growth residuals

<table>
<thead>
<tr>
<th>Wage growth</th>
<th>$t/t + 1$</th>
<th>$t/t + 2$</th>
<th>$t/t + 3$</th>
<th>$t/t + T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance</td>
<td>.055</td>
<td>.073</td>
<td>.086</td>
<td>.137</td>
</tr>
<tr>
<td>Skewness</td>
<td>-.077</td>
<td>.062</td>
<td>-.073</td>
<td>.457</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>10.3</td>
<td>11.2</td>
<td>8.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Autocorrelation 1</td>
<td>-.33</td>
<td>.21</td>
<td>.35</td>
<td>-</td>
</tr>
<tr>
<td>Autocorrelation 2</td>
<td>-.06</td>
<td>-.34</td>
<td>.08</td>
<td>-</td>
</tr>
<tr>
<td>Autocorrelation 3</td>
<td>-.02</td>
<td>-.06</td>
<td>-.34</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Balanced subsample of 624 individuals extracted from the PSID, 1978-1987. Wage growth residuals are the OLS residuals of first-differenced log earnings on regressors. Wage growth between $t$ and $t + s$ is obtained as the sum of $s$ consecutive wage growth residuals.
Figure 5: Non normality of wage growth residuals

Note: See the note to Table 2. a): density estimate of wage growth residuals (solid), and density of normal with same mean and variance (dashed); b): normal probability plot of wage growth residuals (solid), and for normal with same mean and variance (dashed).

where $p_{it}$ follows a random walk: $p_{it} = p_{it-1} + \varepsilon_{it}$, where $\varepsilon_{it}$ and $r_{it}$ are white noise innovations with variances $\sigma^2_\varepsilon$ and $\sigma^2_r$. We shall refer to $p_{it}$ as the permanent component and to $r_{it}$ as the transitory component.

Permanent-transitory decompositions are very popular in the earnings dynamics literature, see among others Hall and Mishkin (1982) and Abowd and Card (1989). There is a growing concern that the distributions of wage shocks might be non normal (e.g., Geweke and Keane, 2000). To assess this issue, Horowitz and Markatou (1996) estimate a model of earnings levels with an individual fixed effect and a transitory i.i.d. shock. There is no permanent shock in their model. Their estimation procedure is fully non-parametric. However, one particular implication of their model is that $\Delta y_{it}$, $\Delta^2 y_{it}$, ... are identically distributed. This is clearly at odds with the evidence presented in Table 2. The introduction of a permanent component easily permits to capture the increase in $\text{Var}(\Delta s y_{it})$ when $s$ increases.\(^9\) The generalized deconvolution technique of this paper allows to conduct the same fully nonparametric analysis as in Horowitz and Markatou (1996) while allowing for a permanent component in wages.

\(^9\) Notice that model (18) implies that $\text{Var}(\Delta y_{it}) = \text{Var}(\Delta y_{it}) - (s - 1) \sigma^2_r$. The marginal distributions of $\Delta y_{it}$ and $\Delta^2 y_{it}$ thus contain all the necessary information to identify $\sigma^2_\varepsilon$ and $\sigma^2_r$.\(^9\)
For estimation we proceed as follows. As the first and last permanent/transitory shocks are not separately identified, we treat $\varepsilon_{t_2} - r_{t_1}$ and $\varepsilon_{t_T} + r_{t_T}$ as additional factors. We end up with $K = 2T - 3$ factors. Then we estimate different variances for all shocks, using Equally Weighted Minimum Distance. We also estimate the density of each shock. For this purpose, we use the second-order kernel $H_2$, and Delaigle and Gijbels’ (2004) method to pick up the trimming parameter $T_N$. Lastly, we obtain $\hat{\sigma}_e^2$ and $\hat{\sigma}_r^2$ in (18) as the means of the estimated permanent and transitory variances, respectively, and similarly average the estimated densities to obtain the final density estimates $\hat{f}_e$ and $\hat{f}_r$.

### 6.3 Estimation results

The estimated variance of permanent shocks is $\hat{\sigma}_e^2 = .0208$, and the estimated transitory variance is $\hat{\sigma}_r^2 = .0185$, with standard errors of .0029 and .0017, respectively.\(^{10}\) According to these estimates, permanent shocks account for 36% of the total variance of wage growth residuals.

Figure 6 presents the density estimates. The permanent and transitory components are shown in panels a) and b), respectively. In each panel, the thick solid line represents the density of the shock, standardized to have unit variance, and the thin solid line represents the standard normal density, that we draw for comparison. The dashed lines delimit the bootstrapped 10%-90% confidence band.\(^{11}\)

Figure 6 shows that none of the two distributions is Gaussian. Both permanent and transitory shocks appear strongly leptokurtic. In particular, they have high modes and fatter tails than the normal. Moreover, the transitory part seems to have higher kurtosis than the permanent component.\(^{12}\) Lastly, both densities are approximately symmetric.

### 6.4 Fit

Figure 7 compares the predicted densities of $\Delta y_{st}$, $s = 1, 2, 3$, using the model and the estimated densities of permanent and transitory shocks, to kernel density estimates. In panels a1) to c1), the thin line is a kernel estimator of the actual distribution’s density.

---

\(^{10}\) Standard errors were computed by 1000 iterations of individual block bootstrap.

\(^{11}\) Remark that, as we do not derive the asymptotic distribution of the nonparametric estimator, the validity of the bootstrap in our context is difficult to verify.

\(^{12}\) We checked that varying the trimming parameter $T_N$ around the value that we obtained using Delaigle and Gijbels’ (2004) method had little effect on the estimate $f_e$, but a stronger effect on $f_r$, tail oscillations increasing with $T_N$. 
Figure 6: Nonparametric estimates of the densities of standardized permanent and transitory shocks.

![Graph showing densities of permanent and transitory shocks]

Note: Density estimates of $\varepsilon_{it}$ and $r_{it}$, both standardized to have unit variance. Density estimate (thick); 10%-90% confidence bands of 100 bootstrap simulations (dashed); standard normal density (thin).

The thick line is the predicted density. The dashed line shows the density that is predicted under the assumption that shocks are normally distributed. The predicted densities of $\Delta_s y_{it}, s = 1, 2, 3$, where calculated analytically by convolution of the estimated densities of $\varepsilon_{it}$ and $r_{it}$.

Figure 7 shows that our specification reproduces two features apparent in Table 2: the high kurtosis of wage growth residuals, and the decreasing kurtosis when the time lag increases. Note that the high mode of the density is remarkably well captured by our nonparametric method, even in the case of $\Delta_3 y_{it}$. In contrast, the normal specification gives a rather poor fit.

We then present in Table 3 the moments of wage growth residuals, as in the data and as predicted under normality and nonparametrically. We see that variances are severely underestimated, reflecting a rather bad estimation of the density in the tails. Moreover, the estimated kurtosis is 5.6, that is significantly non-normal but very different from the kurtosis of the distribution to be fitted (10.3). Overall, our method captures the shapes of the densities of wage growth variables very well, but fails at fitting the tails, which
Figure 7: Fit of the model, densities of wage growth residuals.

a1) wage growth $t/t + 1$

a2) wage growth $t/t + 1$, normal mixture

b1) wage growth $t/t + 2$

b2) wage growth $t/t + 2$, normal mixture

c1) wage growth $t/t + 3$

c2) wage growth $t/t + 3$, normal mixture

Note: Graphs a1), b1) and c1) show the fit of wage growth residuals calculated over one, two and three years, respectively, using the generalized deconvolution estimator. Graphs a2), b2) and c2): densities are estimated by Maximum Likelihood, where shocks follow two-component mixtures of zero mean normals. Predicted density (thick); kernel density estimate (thin); normal (dashed).
Table 3: Fit of the model, moments of wage growth residuals

<table>
<thead>
<tr>
<th>Wage growth</th>
<th>$t/t + 1$</th>
<th>$t/t + 2$</th>
<th>$t/t + 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.055</td>
<td>.073</td>
<td>.086</td>
</tr>
<tr>
<td>Skewness</td>
<td>-.08</td>
<td>.06</td>
<td>-.07</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>10.3</td>
<td>11.2</td>
<td>8.0</td>
</tr>
<tr>
<td><strong>Predicted, nonparametric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.037</td>
<td>.053</td>
<td>.069</td>
</tr>
<tr>
<td>Skewness</td>
<td>-.02</td>
<td>-.02</td>
<td>-.02</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.6</td>
<td>4.6</td>
<td>4.2</td>
</tr>
<tr>
<td><strong>Predicted, normal</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.057</td>
<td>.076</td>
<td>.096</td>
</tr>
<tr>
<td>Skewness</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td><strong>Predicted, normal mixture</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.058</td>
<td>.072</td>
<td>.086</td>
</tr>
<tr>
<td>Skewness</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>6.3</td>
<td>5.3</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Note: See the note to Figure 7. Moments are predicted using the predicted densities shown in Figure 7, by computing the integrals numerically.

leads to underestimating higher moments.

To fit the moments better, we use the nonparametric estimates $\hat{f}_\epsilon$ and $\hat{f}_r$ as a guide to find a convenient parametric form for factor densities. Figure 6 suggests that a mixture of two normals centered at zero may work well in practice. We thus estimate model (18) under this parametric specification for both $\epsilon$ and $r$. Parameters are estimated by Maximum Likelihood, using the EM algorithm of Dempster, Laird and Rubin (1977). Panels a2) to c2) in Figure 7 show the fit of the model. The shape of the densities is very well reproduced. Moreover, the last three rows of Table 3 show that the normal mixture specification yields much better estimates of the variance and kurtosis of wage growth residuals.

Notice that the normal mixture model was already used by Geweke and Keane (2000) to model earnings dynamics. Our results strongly support this modelling choice.
Figure 8: Conditional expectations of shocks given wage growth residuals

![Graphs showing conditional expectations of shocks given wage growth residuals.]

a) Wage growth, \( t/t + 1 \)  
b) Wage growth, \( t/t + 2 \)  
c) Wage growth, \( t/t + 3 \)

Note: See the note to Figure 7. a): conditional expectation of \( \varepsilon_{it} \) (thick) and \( r_{it} - r_{i,t-1} \) (thin) given \( \Delta y_{it} \); b): \( \varepsilon_{it} + \varepsilon_{i,t-1} \) (thick) and \( r_{it} - r_{i,t-2} \) (thin) given \( \Delta_2 y_{it} \); c): \( \varepsilon_{it} + \varepsilon_{i,t-1} + \varepsilon_{i,t-2} \) (thick) and \( r_{it} - r_{i,t-3} \) (thin) given \( \Delta_3 y_{it} \).

6.5 Wage mobility

We then use the model to weight the respective influence of permanent and transitory shocks in wage mobility. To this end, we compute the conditional expectations of the permanent and transitory components of \( \Delta_s y_{it} \), \( s = 1, 2, 3 \): \( \mathbb{E}( \sum_{r=0}^{s-1} \varepsilon_{it-r} | \Delta_s y_{it} ) \) and \( \mathbb{E}( r_{it} - r_{i,t-s} | \Delta_s y_{it} ) \).

To do so, we first compute the conditional distribution of permanent and transitory shocks using Bayes rule. For instance the conditional density of the permanent shock given wage observations is given by:

\[
  f(\varepsilon|\Delta y) = \frac{f_\varepsilon(\varepsilon)f(\Delta y|\varepsilon)}{\int f_\varepsilon(\varepsilon)f(\Delta y|\varepsilon)d\varepsilon} = \frac{f_\varepsilon(\varepsilon) \int f_r(r)f_r(\Delta y - \varepsilon + r)dr}{\int f_\varepsilon(\varepsilon) \int f_r(r)f_r(\Delta y - \varepsilon + r)drd\varepsilon},
\]

where \( f_\varepsilon \) is the p.d.f. of \( \varepsilon \) and \( f_r \) is the p.d.f. of \( r \). We proceed similarly for transitory shocks \( r_{it} - r_{i,t-1} \).

Figure 8 plots these conditional expectations. We verify that the volatility of earnings is more likely to have a permanent origin if \( s \) is large. In panel a), we see for example that a log wage growth of \( \pm 100\% \) has a transitory origin for more than \( \pm 60\% \) and a permanent origin for less that \( \pm 30\% \). In panel c), we see that a change \( \Delta_3 y_{it} \) of \( \pm 100\% \) is almost twice more likely to be permanent than transitory.
Table 4: Variances of the shocks by categories of job changers

<table>
<thead>
<tr>
<th>Job changes</th>
<th>None</th>
<th>One/two</th>
<th>Three/more</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>.034</td>
<td>.039</td>
<td>.068</td>
</tr>
<tr>
<td>Permanent</td>
<td>.014</td>
<td>.016</td>
<td>.022</td>
</tr>
<tr>
<td>Transitory</td>
<td>.020</td>
<td>.023</td>
<td>.046</td>
</tr>
<tr>
<td>Total</td>
<td>.041</td>
<td>.053</td>
<td>.089</td>
</tr>
<tr>
<td>Permanent</td>
<td>.025</td>
<td>.032</td>
<td>.053</td>
</tr>
<tr>
<td>Transitory</td>
<td>.016</td>
<td>.021</td>
<td>.036</td>
</tr>
<tr>
<td>Total</td>
<td>.054</td>
<td>.063</td>
<td>.108</td>
</tr>
<tr>
<td>Permanent</td>
<td>.037</td>
<td>.044</td>
<td>.076</td>
</tr>
<tr>
<td>Transitory</td>
<td>.017</td>
<td>.019</td>
<td>.032</td>
</tr>
</tbody>
</table>

Note: See the note to Figure 7. “None”=no job change in the observation period; “One/two”=one or two job changes; “Three/more”=more than three job changes. Variances of wage growth residuals (“Total”) and the variances of the permanent and transitory parts, conditional on having experienced a given number of job changes.

6.6 Job changes

Finally, we address the issue of the link between the degree of permanence of wage shocks and job-to-job mobility. It is notoriously difficult to identify job changes precisely in the PSID (see Brown and Light, 1992), so we tend to think of this exercise as tentative. We adopt the simplest criteria to identify job changes, setting the job change dummy equal to one if tenure is less than 12 months.\(^\text{13}\) We then classify individuals into job stayers (no job change during the period), infrequent job changers (one or two job changes) and frequent job changers (more than three job changes). The last three columns of Table 1 in Appendix give descriptive statistics for these three groups of individuals.

Then we compute the densities of permanent and transitory shocks given wage growth residuals, separately for each category of job changers by averaging within each group the conditional densities that we have already calculated. Table 4 presents the variances of permanent and transitory shocks for each mobility group. Focusing on the first three

\(^{13}\)Note that there were two “tenure” variables before 1987 in the PSID: time in position and time with employer. We take the former as our definition of tenure.
rows we see that wage volatility, as measured by the variance, is higher for frequent job changers. Moreover, these individuals are more likely to experience both permanent and transitory wage changes. The transitory variance is about 15% higher for infrequent job movers than for job stayers (.023 versus .020), and about 2.3 times higher for frequent job movers (.046). At the same time, the permanent variance is about 15% higher for infrequent job movers than for job stayers (.016 versus .014), and about 60% higher for frequent job movers (.022). As permanent shocks accumulate over time while transitory shocks do not, the difference in wage growth volatility increases with the length of time over which wage growth is computed. For example, the variance of wage growth over ten years is .16 ( = .020 + 10 * .014) for an individual who stayed with the same employer over the whole period, while it is about .27 ( = .046 + 10 * .022) for an individual who has changed job three times or more.

These results give some basis to the interpretation of permanent shocks to log earnings as resulting for a large part from job changes.\textsuperscript{14} Nevertheless, identifying permanent shocks with job changes is likely to be wrong for two reasons. First, part of the shocks faced by job stayers is permanent. Indeed, the share of permanent variance in total variance is higher for job stayers (40%) than for frequent job changers (30%). This finding suggests that there might be other permanent wage movements, caused for instance by within-job promotions. Second, job changers also face more transitory shocks. Describing precisely these effects requires modelling job change decisions together with wage profiles.

7 Conclusion

This paper provides a generalization of the nonparametric estimator of Li and Vuong (1998) to linear independent factor models, allowing for any number of measurements, \(L\), and at most \(K = \frac{L(L+1)}{2}\) latent factors. On the theoretical side, the main lessons of the standard deconvolution literature carry over to the more general context that we consider in this paper. In particular, asymptotic convergence rates are slow, and it is more difficult to estimate the distribution of one factor if the characteristic functions of the other factors have thinner tails.

Our Monte Carlo results yield interesting insights. The finite-sample performance of

\textsuperscript{14}Note that we do not identify the part of the wage growth variance that comes from differences in hours worked from the one coming from differences in wage rates. Nor are we able to tell whether job or individual-specific components are mostly responsible for the results.
our estimator seems rather good, remarkably similar to the performance of the kernel
deconvolution estimator that assumes that the distributions of all factors but one are
known. Moreover, the performance critically depends on the shape of the distributions
to be estimated, as we find that it is easier to estimate distributions with little skewness
or excess kurtosis.\textsuperscript{15}

In any case, identifying the distributions of more factors than measurements should
be viewed as considerably more difficult than the classical nonparametric deconvolu-
tion problem. Given the difficulty of the problem at hand, we view the results of our
simulations and the application as a confirmation that the generalized nonparametric
deconvolution approach that we propose can be successfully applied to a wide range of
distributions.

The empirical application shows that the permanent and transitory components of
individual earnings dynamics are clearly non normal. Predicting transitory and perma-
nent shocks for the individuals in the sample, we see that frequent job changers face
more permanent and transitory earnings shocks than job stayers. These results have
important consequences for welfare analysis. For instance, savings and insurance could
be very different if the risk of large deviations is much higher than is usually assumed
with normal shocks. Of course, the model of earnings dynamics that we have considered
is very limited. One might want to add non i.i.d. transitory shocks and yet allow for
measurement error (as in Abowd and Card, 1989). We experimented with a MA(1) tran-
sitory shock without much success. It seems very difficult to nonparametrically identify
the MA(1) component from the PSID data. Thus, maybe the sample is not appropriate,
or a single non normal MA(0) transitory shock/measurement error is enough to describe
the PSID data.

Another interesting issue is the assumption of independence between factors that
we maintain throughout this analysis. Meghir and Pistaferri (2004) shows evidence of
autoregressive conditional heteroskedasticity in permanent and transitory components.

\textsuperscript{15}In Bonhomme and Robin (2007), we show that skewness and peakedness are required for the matrix
of factor loadings to be identified from higher-order moments. There is thus a tension between obtaining
a precise estimate of factor loadings and a precise estimate of the distribution of factors in models where
second-order information is not sufficient to ensure the identification of the factor loadings.
and estimation of factor densities in conditionally heteroskedastic factor models like:

\[ y_{it} = \Lambda \varepsilon_{it}, \quad \varepsilon_{it}^k = \sigma(\varepsilon_{it-1}) \eta_{it}^k, \quad k = 1, \ldots, K, \]

where \( \eta_{it} = (\eta_{it}^1, \ldots, \eta_{it}^K)\) is a \( K \times 1 \) vector of i.i.d. random variables. But this is a very interesting problem for future research.
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APPENDIX

A Proof of Lemma 1

For any $T$, let $\mathcal{G} = \{ f_t(x,y) | |t| \leq T \}$. The first step of the proof is to find the $L_1$ covering number of $\mathcal{G}$. We need to cover: $\mathcal{G}_1 = \{ x \cos (t^T y) | |t| \leq T \}$, and $\mathcal{G}_2 = \{ x \sin (t^T y) | |t| \leq T \}$. Now, for any couple $(t_1,t_2)$,

$$
|x \cos(t_1^T y) - x \cos(t_2^T y)| \leq |x(t_1^T y - t_2^T y)| \\
\leq \sum_{\ell} |xy_{\ell}| (t_1 - t_2) |t_1 - t_2| \\
\leq L |xy| |t_1 - t_2| .
$$

It follows that the $L_1$ covering number of $\mathcal{G}_1$ satisfies

$$
\mathcal{N}_1 \left( \frac{\varepsilon}{2}, P_N, \mathcal{G}_1 \right) \leq C \left( \frac{T \mathbb{E}_N |XY|}{\varepsilon} \right)^L ,
$$

where $P_N$ is the probability measure obtained by independent sampling from $F$, and $C > 0$ is a constant independent of $N$. We obtain a similar expression for $\mathcal{G}_2$; hence:

$$
\mathcal{N}_1 (\varepsilon, P_N, \mathcal{G}) \leq C \left( \frac{T \mathbb{E}_N |XY|}{\varepsilon} \right)^L ,
$$

Equation (31) in Pollard (p. 31) then implies, for a given sample $Z_N$:

$$
\Pr \left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon \left| Z_N \right. \right\} \leq C \left( \frac{T \mathbb{E}_N |XY|}{\varepsilon} \right)^L \exp \left[ \frac{-N \varepsilon^2}{128 \mathbb{E}_N X^2} \right] , \quad (D1)
$$

provided that $N \geq \frac{8 \text{Var} h}{\varepsilon^2}$. Moreover, $\text{Var} f_t = \text{Var} [X \cos (t^T Y)] \leq \mathbb{E} X^2 + (\mathbb{E} |X|)^2 \equiv M_1$ is finite. So inequality (D1) is true for $N \geq \frac{8 M_1}{\varepsilon^2}$.

Then, bounding some probabilities by one, we obtain, for all $k > 0$:

$$
\Pr \left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon \right\} = \Pr \left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon \left| \mathbb{E}_N X^2 \leq k, \mathbb{E}_N |XY| \leq k \right. \right\} \\
\times \Pr \left\{ \mathbb{E}_N X^2 \leq k, \mathbb{E}_N |XY| \leq k \right\} \\
+ \Pr \left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon \left| \mathbb{E}_N X^2 \geq k \text{ or } \mathbb{E}_N |XY| \geq k \right. \right\} \\
\times \Pr \left\{ \mathbb{E}_N X^2 \geq k \text{ or } \mathbb{E}_N |XY| \geq k \right\} \\
\leq \Pr \left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon \left| \mathbb{E}_N X^2 \leq k, \mathbb{E}_N |XY| \leq k \right. \right\} \\
+ \Pr \left\{ \mathbb{E}_N X^2 \geq k \text{ or } \mathbb{E}_N |XY| \geq k \right\} .
$$
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To obtain a final inequality, apply Markov inequality as follows:
\[
\Pr \left\{ \mathbb{E}_N X^2 \geq k \text{ or } \mathbb{E}_N |XY| \geq k \right\} \leq \Pr \left\{ \mathbb{E}_N X^2 \geq k \right\} + \Pr \left\{ \mathbb{E}_N |XY| \geq k \right\} = \Pr \left\{ \left( \mathbb{E}_N X^2 \right)^J \geq k^J \right\} + \Pr \left\{ \left( \mathbb{E}_N |XY| \right)^J \geq k^J \right\} \leq \frac{\mathbb{E} \left[ \left( \mathbb{E}_N X^2 \right)^J \right]}{k^J} + \frac{\mathbb{E} \left[ \left( \mathbb{E}_N |XY| \right)^J \right]}{k^J}. \tag{D2}
\]
As \( X^2 \) and \( |XY| \) have finite moments up to the \( J \)th order by assumption, the numerator in (D2) is bounded, say by a constant \( M_2 < \infty \).

Therefore,
\[
\Pr \left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon \right\} \leq C \left( \frac{T}{\varepsilon} \right)^L \exp \left[ - \frac{N \varepsilon^2}{128 k} \right] + \frac{M_2}{k T},
\]
for any \( \varepsilon \) such that \( \varepsilon^2 \geq \frac{8M_1}{N} \).

Now, index \( \varepsilon, T \) and \( k \) on \( N \). For any \( 0 < \gamma < (1 - \frac{1}{T})/2 \), let \( k_N = N^{\frac{1}{2} + \gamma} \), and let \( \varepsilon_N = N^{-\frac{1}{2} \left( 1 - \frac{1}{T} \right) + \gamma} \). Then
\[
\sum_N \frac{1}{k_N^J} < \infty,
\]
and
\[
\sum_N \exp \left\{ L \ln \left( \frac{T_N k_N}{\varepsilon_N} \right) - \frac{N \varepsilon_N^2}{128 k_N} \right\} = \sum_N \exp \left\{ L \ln \left( T_N N^{\frac{1}{2} \left( 1 + \frac{1}{T} \right)} \right) - \frac{N^2}{128} \right\} < \infty,
\]
if \( T_N \) tends to infinity at (at most) a polynomial rate.

The Borel-Cantelli Lemma then implies that only a finite number of events are such that
\[
\sup_{|t| \leq T_N} |\mathbb{E}_N f_t - \mathbb{E} f_t| \geq \varepsilon_N.
\]
Hence,
\[
\sup_{|t| \leq T_N} |\mathbb{E}_N f_t - \mathbb{E} f_t| = O(\varepsilon_N), \quad \text{a.s.}
\]

This achieves to prove Lemma 1.

**B Proof of Theorem 2**

In this proof and the next, all convergence statements are implicitly understood to hold almost surely,

(i) Fix any \( t \in \mathbb{R}^L \), let \( \varphi(t) \equiv \varphi_Y(t) = \mathbb{E} \left[ e^{i t^T Y} \right], \quad \psi(t) = \mathbb{E} \left[ Y e^{i t^T Y} \right] \quad \text{and} \quad \xi_{\ell m}(t) = \mathbb{E} \left[ Y_m e^{i t^T Y} \right], \quad \text{for any } \ell, m = 1, \ldots, L. \) Then, for all \( \gamma > 0 \), Lemma 1 implies that, for all \( f \in \{ \varphi, \psi \} \cap \{ \xi_{\ell m} \}_{\ell, m} \):
\[
\sup_{|t| \leq T_N} \left| \hat{f}(t) - f(t) \right| = O(\varepsilon_N),
\]
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where \( T_N \) tends to infinity at (at most) a polynomial rate and \( \varepsilon_N = N^{-\frac{1}{2}(1-\frac{1}{p})+\gamma} \).

(ii) Removing the subscript \( Y \) from \( \varphi_{\cdot Y} \) and \( g_Y \) to simplify the notation, as \( |\varphi_{\cdot t}| \geq g(|t|) \) when \( |t| \to \infty \), and as \( \varphi \) is nonvanishing everywhere, then for \( T_N \) large enough

\[
\inf_{|t| \leq T_N} |\varphi(t)| \geq g(T_N),
\]

and

\[
\sup_{|t| \leq T_N} \left| \frac{\hat{\varphi}(t) - \varphi(t)}{\varphi(t)} \right| = \frac{O(\varepsilon_N)}{g(T_N)} = o(1).
\]

The last equality follows from the fact that \( \frac{T_N^2 \varepsilon_N}{g(T_N)^2} \geq \frac{\varepsilon_N}{g(T_N)} \) for \( N \) large enough, and that, by assumption, \( \frac{T_N^2 \varepsilon_N}{g(T_N)^2} = o(1) \).

(iii) We have

\[
\frac{\partial \log(f)}{\partial t} = i \psi(t) = \frac{i \mathbb{E}[Y_{\ell} e^{i\ell^T Y}]}{\mathbb{E}[e^{i\ell^T Y}]},
\]

and

\[
\frac{\hat{\psi}_\ell(t)}{\varphi(t)} - \frac{\psi(t)}{\varphi(t)} = \frac{\hat{\psi}_\ell(t)}{\varphi(t)} - \frac{\psi(t)}{\varphi(t)} + \frac{\hat{\psi}_\ell(t)}{\varphi(t)} - \frac{\psi(t)}{\varphi(t)} = 1 \varphi(t) - \frac{\hat{\psi}_\ell(t) - \psi(t)}{\varphi(t)} + 1 \varphi(t) \left[ \frac{\hat{\psi}_\ell(t) - \psi(t)}{\varphi(t)} \right].
\]

One can bound \( \hat{\psi}_\ell(t) \) as follows:

\[
\sup_{|t| \leq T_N} \left| \frac{\hat{\psi}_\ell(t) - \psi(t)}{\varphi(t)} \right| \leq \sup_{|t| \leq T_N} \left| \frac{\hat{\psi}_\ell(t)}{\varphi(t)} - \psi(t) \right| + \sup_{t \in [-T_N, T_N]} \left| \psi(t) \right| \\
\leq \sup_{|t| \leq T_N} \left| \psi(t) \right| + \mathbb{E}[Y_{\ell}] = O(1),
\]

as the first moments of \( Y \) are finite by assumption.

It follows that

\[
\sup_{|t| \leq T_N} \left| \frac{\hat{\psi}_\ell(t)}{\varphi(t)} - \frac{\psi(t)}{\varphi(t)} \right| = \frac{O(\varepsilon_N)}{g(T_N)^2} = o(1).
\]

The same argument applies to show that

\[
\sup_{|t| \leq T_N} \left| \frac{\hat{\xi}_{\ell m}(t)}{\varphi(t)} - \frac{\xi_{\ell m}(t)}{\varphi(t)} \right| = \frac{O(\varepsilon_N)}{g(T_N)^2} = o(1)
\]

for all \( \ell, m \).

(iv) It is easy to extend these results to second derivatives of cumulant generating functions:

\[
\xi_{\ell m}(t) = \frac{\partial^2 \log(f)}{\partial t \partial m(t)}(t)
\]

\[
= - \frac{\mathbb{E}[Y_{\ell} Y_m e^{i\ell^T Y}]}{\mathbb{E}[e^{i\ell^T Y}]} + \frac{\mathbb{E}[Y_{\ell} e^{i\ell^T Y}]}{\mathbb{E}[e^{i\ell^T Y}]} \mathbb{E}[Y_m e^{i\ell^T Y}]
\]

\[
= - \frac{\xi_{\ell m}(t)}{\varphi(t)} + \frac{\psi(t) \psi_m(t)}{\varphi(t)} \frac{\psi(t)}{\varphi(t)}.
\]
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Let $\hat{\zeta}_{\ell n}(t) = -\frac{\hat{\xi}_{\ell n}(t)}{\varphi(t)} + \frac{\hat{\psi}_{\ell}(t) \hat{\psi}_{\ell m}(t)}{\varphi(t)}$. Then,

$$
\hat{\zeta}_{\ell n}(t) - \zeta_{\ell n}(t) = -\left[ \frac{\hat{\xi}_{\ell n}(t)}{\varphi(t)} - \frac{\xi_{\ell n}(t)}{\varphi(t)} \right] \\
+ \left[ \frac{\hat{\psi}_{\ell}(t)}{\varphi(t)} - \frac{\psi_{\ell}(t)}{\varphi(t)} \right] \frac{\psi_{m}(t)}{\varphi(t)} + \left[ \frac{\hat{\psi}_{\ell m}(t)}{\varphi(t)} - \frac{\psi_{\ell m}(t)}{\varphi(t)} \right] \frac{\psi_{\ell}(t)}{\varphi(t)}
$$

Since

$$
\sup_{|t| \leq T_N} \left| \frac{\psi_{\ell}(t)}{\varphi(t)} \right| \leq \frac{\mathbb{E}|Y_{\ell}|}{g(T_N)}
$$

for all $\ell$, it follows that

$$
\sup_{|t| \leq T_N} \left| \hat{\zeta}_{\ell n}(t) - \zeta_{\ell n}(t) \right| = \frac{O(\varepsilon_N)}{g(T_N)^2} + \frac{O(\varepsilon_N)}{g(T_N)^3} + \left( \frac{O(\varepsilon_N)}{g(T_N)^2} \right)^2 = \frac{O(\varepsilon_N)}{g(T_N)^3}
$$

because

$$
\frac{\varepsilon_N}{g(T_N)^2} > \frac{\varepsilon_N^2}{g(T_N)^4} \iff 1 > \frac{\varepsilon_N}{g(T_N)}
$$

for $N$ large enough.

(v) For any vector $t = (t_1, ..., t_L)^T \in \mathbb{R}^L$ and $\tau \in \mathbb{R}$, then

$$
B_{\tau}(t) = \sup_{\tau \in [-T_N, T_N]} \left| \int_0^\tau \frac{\hat{\psi}_{\ell}(ut)}{\varphi(ut)} du - \int_0^t \frac{\psi_{\ell}(ut)}{\varphi(ut)} du \right|
$$

$$
\leq \sup_{\tau \in [-T_N, T_N]} \left( |\tau| \sup_{|t| \leq T_N} \left| \frac{\hat{\psi}_{\ell}(t)}{\varphi(t)} - \frac{\psi_{\ell}(t)}{\varphi(t)} \right| \right)
$$

$$
\leq T_N \sup_{|t| \leq T_N} \left| \frac{\hat{\psi}_{\ell}(t)}{\varphi(t)} - \frac{\psi_{\ell}(t)}{\varphi(t)} \right|
$$

$$
= \frac{T_N}{g(T_N)^2} O(\varepsilon_N).
$$

Similarly,

$$
C_{\ell n}(t) = \sup_{\tau \in [-T_N, T_N]} \left| \int_0^\tau \int_0^\mu \hat{\zeta}_{\ell n}(vt) dv du - \int_0^\tau \int_0^\mu \zeta_{\ell n}(vt) dv du \right|
$$

$$
\leq \sup_{\tau \in [-T_N, T_N]} \left( \frac{\tau^2}{2} \sup_{|t| \leq T_N} \left| \hat{\zeta}_{\ell n}(t) - \zeta_{\ell n}(t) \right| \right)
$$

$$
\leq T_N^2 \sup_{|t| \leq T_N} \left| \hat{\zeta}_{\ell n}(t) - \zeta_{\ell n}(t) \right|
$$

$$
= \frac{T_N^2}{g(T_N)^3} O(\varepsilon_N).
$$
Moreover, for any distribution \( W \) on \( \mathcal{T}_k \),
\[
\int B_{t} (t) \, dW(t) \leq \sup_{|t| \leq T_N} B_{t} (t) \cdot \int dW(t) = \frac{T_N}{g(T_N)^2} O(\varepsilon_N)
\]
and
\[
\int C_{tn} (t) \, dW(t) \leq \sup_{|t| \leq T_N} C_{bn} (t) \cdot \int dW(t) = \frac{T_N^2}{g(T_N)^3} O(\varepsilon_N).
\]

(vi) It easily follows from the previous step that:
\[
\sup_{\tau \in [-T_N, T_N]} |\widehat{\kappa}_{X_k} (\tau) - \kappa_{X_k} (\tau)| = \frac{T_N^2}{g(T_N)^3} O(\varepsilon_N) = o(1).
\]

In particular, \( \sup_{\tau \in [-T_N, T_N]} |\widehat{\kappa}_{X_k} (\tau) - \kappa_{X_k} (\tau)| < 1 \) for \( N \) large enough. Therefore, for \( N \) large enough
\[
\sup_{\tau \in [-T_N, T_N]} \left| \widehat{\varphi}_{X_k} (\tau) - \varphi_{X_k} (\tau) \right| = \sup_{\tau \in [-T_N, T_N]} \left| \exp (\widehat{\kappa}_{X_k} (\tau)) - \exp (\widehat{\kappa}_{X_k} (\tau)) \right|,
\]
\[
\leq \sup_{\tau \in [-T_N, T_N]} \left| \widehat{\kappa}_{X_k} (\tau) - \kappa_{X_k} (\tau) \right|,
\]
from which it follows that
\[
\sup_{\tau \in [-T_N, T_N]} \left| \widehat{\varphi}_{X_k} (\tau) - \varphi_{X_k} (\tau) \right| = \frac{T_N^2}{g(T_N)^3} O(\varepsilon_N).
\]

This ends the proof of Theorem 2.

C  Proof of Theorem 3

For all \( x_k \) in the support of \( X_k \):
\[
\widehat{f}_{X_k} (x_k) - f_{X_k} (x_k) = \frac{1}{2\pi} \int \varphi_H \left( \frac{v}{T_N} \right) e^{-ixk} \left( \varphi_{X_k} (v) - \varphi_{X_k} (v) \right) dv
\]
\[
+ \frac{1}{2\pi} \int \left( \varphi_H \left( \frac{v}{T_N} \right) - 1 \right) e^{-ixk} \varphi_{X_k} (v) dv.
\]
So:
\[
\left| \widehat{f}_{X_k} (x_k) - f_{X_k} (x_k) \right| \leq \frac{1}{2\pi} \left( \int_{-T_N}^{T_N} \left| \varphi_H \left( \frac{v}{T_N} \right) \right| \left| \varphi_{X_k} (v) - \varphi_{X_k} (v) \right| dv + \int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_{X_k} (|v|) dv \right)
\]
\[
\leq \frac{T_N}{\pi} \sup_{|\tau| \leq T_N} \left| \varphi_{X_k} (\tau) - \varphi_{X_k} (\tau) \right| + \frac{1}{2\pi} \int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_{X_k} (|v|) dv.
\]

Note that
\[
|\varphi_Y (t)| = E \left[ e^{itY} \right] = E \left[ e^{itAX} \right] = |\varphi_X (A^T t)| \geq g_X (|A^T t|) \geq g_X (L |A | |t|),
\]
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where $|A| = \max_{i,j} (|a_{ij}|)$. Moreover, function $g_Y$ inherits $g_X$’s properties: it maps $\mathbb{R}^+$ onto $[0,1]$, it is decreasing and it is integrable, so that in particular $g_Y(|t|) \to 0$ when $|t| \to \infty$. We can thus apply Theorem 2 and obtain:

$$
\sup_{x_k} \left| \hat{f}_{X_k}(x_k) - f_{X_k}(x_k) \right| = \frac{T_N^3}{g(T_N)^3} O(\varepsilon_N) + O \left( \int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_{X_k}(|v|) dv \right).
$$

where $g(|t|) = g_X(L|A||t|)$.

If $H$ is a higher-order kernel of order $q \geq 2$, then there exists a function $m$ such that $\varphi_H(v) = 1 + m(v)v^2$ for all $v \in [-1,1]$, and $\varphi_H(v) = 0$ for $v \notin [-1,1]$, where $m$ is continuous on $[-1,1]$. So the bias term is:

$$
O \left( \int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_{X_k}(|v|) dv \right) = O \left( \int_{-T_N}^{T_N} m \left( \frac{v}{T_N} \right) \left( \frac{v}{T_N} \right)^2 h_{X_k}(|v|) dv \right) + O \left( \int_{T_N}^{+\infty} h_{X_k}(|v|) dv \right) = O \left( \int_{-T_N}^{T_N} v^2 h_{X_k}(|v|) dv \right) + O \left( \int_{T_N}^{+\infty} h_{X_k}(|v|) dv \right) = o(1),
$$

as $\sup_{v \in [-1,1]} m(v) = O(1)$. This ends the proof of Theorem 3.

### D “Plug-in” bandwidth selection

We here present the “plug-in” method of Delaigle and Gijbels (2004) to choose the bandwidth in deconvolution kernel density estimation. We focus on second-order kernels in the presentation. Extension to higher-order kernels of even order is direct.

To present the method, let us consider the deconvolution problem with known error distribution $Y = X_1 + X_2$, where $f_{X_2}$, or equivalently $\varphi_{X_2}$, is known. Based on a random sample $Y_1, \ldots, Y_N$, the deconvolution kernel density estimator of $f_{X_1}$ is given by:

$$
\hat{f}_{X_1}(x_1) = \frac{1}{2\pi} \int \varphi_H \left( \frac{v}{T_N} \right) e^{-ivx_1} \frac{\varphi_Y(v)}{\varphi_{X_2}(v)} dv,
$$

where $\hat{\varphi}_Y(v) = \mathbb{E}_Y e^{ivY}$ is the empirical characteristic function of $Y$.

Let the Mean Integrated Squared Error (MISE) of $\hat{f}_{X_1}$ be:

$$
\text{MISE}(T_N) = \mathbb{E} \left( \int \left( \hat{f}_{X_1}(x_1) - f_{X_1}(x_1) \right)^2 dx_1 \right).
$$

The choice of $T_N$ relies on the following approximation of the MISE:

$$
\text{MISE}(T_N) \approx \frac{1}{2\pi N} \int \left| \varphi_H \left( \frac{v}{T_N} \right) \right|^2 \left| \varphi_{X_2}(v) \right|^{-2} dv + \frac{\mu_{H,2}^2 R \left( f_{X_1}^u \right)}{4T_N^4}. \quad (D3)
$$

In this expression: $\mu_{H,2} = \int v^2 H(v) dv$, so for instance $\mu_{H,2} = 6$. Moreover:

$$
R \left( f_{X_1}^u \right) = \int \left[ f_{X_1}^u (x_1) \right]^2 dx_1.
$$
This is an unknown quantity. The plug-in method estimates $R(f_{X_1}'')$ by the following algorithm.

1. Estimate $R(f_{X_1}'')$ as if $X_1$ was normally distributed:

$$
\hat{R}(f_{X_1}'') = \frac{8!}{2^9 4! \sqrt{\pi \text{Var}(X_1)}}.
$$

2. Minimize the following quantity with respect to $T$:

$$
-\mu_H \frac{\hat{R}(f_{X_1}'')}{T^2} + \frac{1}{2\pi N} \int v^6 \left| \varphi_H \left( \frac{v}{T} \right) \right|^2 \left| \phi_{X_1}(v) \right|^{-2} dv.
$$

This quantity can be interpreted as the squared asymptotic bias of $\hat{R}(f_{X_1}'')$. This step yields $\hat{T}$.

3. Compute:

$$
\hat{R}(f_{X_1}'') = \frac{1}{2\pi} \int v^6 \left| \varphi_H \left( \frac{v}{T} \right) \right|^2 \left| \frac{\phi_Y(v)}{\phi_{X_2}(v)} \right|^2 dv.
$$

4. Iterate one more time steps 2 and 3. This yields $\hat{R}(f_{X_1}'')$.

Finally, once $R(f_{X_1}'')$ has been estimated, $\hat{T}_N$ is obtained as the minimizer of the approximated MISE given by the right-hand side of (D3).