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Abstract

We study the stability of voluntary cooperation in response to varying

group growth rates. Using a laboratory public-good game, we construct a

situation where increasing group size yields potential efficiency gains, but

only with sustained cooperation. We then study the effect of exogenously

varying growth rates on cooperation. Slow growth yields higher cooperation

rates and welfare than fast growth, both for incumbents and entrants, which

is consistent with optimistic self-reinforcing beliefs persisting under slower

growth. Allowing incumbent group members to select growth rates also

sustains high cooperation rates, but growth stalls at intermediate group

sizes, leaving potential efficiency gains unrealized.
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1. Introduction

Groups engaged in economic activity often need to grow by incorporating new

individuals. For example, firms expand by hiring new workers; the populations

of nations and cities increase through immigration; and clubs, volunteer organi-

zations, and cooperatives grow by admitting individuals as new members. Many

such groups rely on norms of voluntary cooperation, whereby the group functions

better when individuals forgo private benefit for improved collective outcomes.

For example, the extent to which residents of a country adhere to anti-corruption

norms can facilitate economic growth (Mauro 1995; Svensson 2005). Similarly,

a firm can benefit from workers willing to voluntarily cooperate with one an-

other (Rob and Zemsky 2002; Dur and Sol 2010). It is, therefore, important to

understand how norms of voluntary cooperation can be maintained as groups

grow.

This problem is particularly important because groups that grow are often

successful ones with historically high levels of voluntary cooperation, and sustain-

ing such high cooperation rates while adding new entrants poses an important

challenge.1 Such cooperative groups are often those with the greatest potential

benefit from growth, though their high levels of success mean that they may

face a challenge in incorporating individuals who do not share a similar history

of acting cooperatively. For example, a small successful start-up with a strong

cooperative culture may stand much to gain through expansion, though such

growth may mean incorporating new workers with recent experience in firms

where cooperation is less prevalent. Or, a country with a low level of corruption

and high economic performance may potentially benefit through immigration,

but this may create the challenge of incorporating individuals from countries

1. The idea that an increasing group size can exacerbate the difficulty of obtaining voluntary
cooperation was noted by Olson (1971). More recent theoretical and experimental research
demonstrates that the effect of group size on voluntarily cooperative behavior and public
good provision depends on factors such as the specific production technology and its relation
to group size (Chamberlin 1974; Isaac and Walker 1988; Isaac, Walker, and Williams 1994;
Esteban and Ray 2001). Our research question is distinct, however, in that we hold fixed a
particular production technology and consider whether the way in which a group grows from a
small to a large size affects the degree of resulting voluntary cooperation in the large group.
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where corruption is more prevalent. In such cases, a group with strong norms of

cooperation can benefit by growing, but primarily if strong cooperative norms

are maintained by incumbents and adopted by entrants.

Our study investigates how high levels of cooperation can be sustained in

growing groups. Prior research identifies mechanisms that facilitate sustained

cooperation, such as peer-punishment (Fehr and Gächter 2000) and voluntary

association (Page, Putterman, and Unel 2005), and these mechanisms have also

been shown to be effective at facilitating cooperation in growing groups (Ahn,

Isaac, and Salmon 2008; Charness and Yang 2008; Gürerk, Irlenbusch, and Rock-

enbach 2006). However, such mechanisms require conditioning on individuals’

past behavior — for example to sanction or exclude those who have been unco-

operative previously. We study how cooperation might be sustained even when

it is infeasible to condition on past individual behavior, as when cooperative

behavior is not directly observable or there are unreliable records of individuals’

past conduct. In such situations, are there nevertheless ways in which groups can

facilitate cooperation while growing?

In particular, we study whether the rate at which a group grows can, by itself,

determine the degree to which cooperative norms persist throughout the growth

process and in the resulting grown group. Further, we study whether group

members, when enabled to determine growth rates endogenously, manage growth

efficiently. To this end, we conduct a laboratory experiment using a public good

game with voluntary contributions and with economies of scale that make larger

groups more efficient, but only if high cooperation levels are sustained as the

group grows. To explore a particularly challenging situation, where the pitfalls

to growth are high, we study a small cooperative group attempting to integrate

individuals from a group with historically lower cooperation rates.

Our first two treatment conditions vary whether such growth is fast — all

people move from the large group into the small one at once — or slow — only

one person moves at a time and growth is spread out over several periods. Our

study therefore shares features with prior experiments on minimum-effort (“weak-
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link”) coordination games, which show that groups that grow slowly are more

likely to maintain coordination on more efficient, high-effort equilibria (Weber

2006; Salmon and Weber 2011). In such contexts, slow growth is effective because

it facilitates the persistence of optimistic beliefs — that others will exert high

effort — that are then self-reinforcing as part of an equilibrium of the game.

In comparison to coordination games, public good games represent a more

challenging setting, where incentives to free ride prevail independently of beliefs.

However, many prior studies demonstrate that beliefs are nevertheless important

for cooperative behavior, due to preferences for “conditional cooperation,” whereby

people are willing to contribute as long as they think others will do so (Fischbacher,

Gächter, and Fehr 2001; Fischbacher and Gächter 2010). Thus, the importance

of beliefs for cooperative behavior suggests that slow, managed growth may also

work in settings requiring voluntary cooperation. Our main hypothesis is therefore

that slow growth will result in merged groups with higher cooperation levels than

identically sized groups formed by fast growth. We show that such a hypothesis

is supported in simulations of our experiment that employ a modified version of

the belief-driven model of conditional cooperation in Fischbacher and Gächter

(2010). In such simulations, we find that slow growth is indeed more effective for

sustaining cooperation than fast growth, but only when beliefs play an important

role in determining cooperative behavior.

The results of our laboratory experiment provide behavioral support for the

above prediction. The high levels of cooperation in the original small group de-

teriorate with fast growth, but persist with slow growth. This is both because

incumbent high group members decrease their contributions less when growth oc-

curs slowly than when it is fast, and because entrants increase their contributions

more when they move gradually than all at once. Thus, our first main result is

that slow growth can be better for maintaining high levels of cooperation than

fast growth.

We also study how groups fare when their members endogenously manage the

growth trajectory. Therefore, a third treatment condition studies cooperation
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when growth rates are determined by members of the growing group, who vote

on how many entrants to allow into the group in each period. We find that such

growth trajectories generally sustain high levels of cooperation — comparable to

those in our exogenous slow-growth condition — but that groups stop growing

at relatively small sizes. Groups that grow endogenously thereby fail to realize

the economies of scale associated with larger group sizes. As a result, they yield

a lower aggregate welfare than groups in the (exogenous) slow-growth condition.

Instead, average profits in this Voting condition are similar to the low outcome

obtained in the exogenous fast-growth condition. Moreover, we find that growth

is most strongly opposed by newcomers — i.e., those who started in the large,

uncooperative group.

Our results demonstrate that the rate of entry into a group, absent any other

mechanisms, can affect the resulting degree of cooperation after the group un-

dergoes growth. This result is important, as it provides evidence that growing

real-world groups in which voluntary cooperation is central to the groups’ per-

formance should take into account growth trajectories. Moreover, we find that

individuals may be overly resistant to growth, even when slow growth is likely to

increase social welfare.

The next section presents the experimental design. Section 3 presents our main

hypothesis and discusses how it is supported by a simple model of conditional

cooperation and adaptive beliefs. Section 4 presents the results and section 5

concludes.

2. Experimental design

The experiment consisted of 36 periods of a public good game with a linear volun-

tary contribution mechanism and varying group size. At the beginning of a session,

participants were randomly allocated to independent six-person matching groups.

Throughout the experiment, participants interacted only with other participants

in their matching group. Within each matching group, participants played the
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public good game either as part of the entire six-person group or as part of two

groups of varying size. In what follows we use the term “group” to refer to the

specific set of between 2 and 6 individuals playing the game together in a period

and, where necessary, use the term “matching group” to refer exclusively to the

superordinate six-person group. The group size dynamics differed by condition

and are explained later.

2.1. The Public Good Game

In each period, participants interacted in groups of between 2 and 6 participants.

Each group member received 20 experimental currency units (ECU) that they

could allocate between a common account and a private account. Allocations to

the private account held their value but did not benefit other group members.

Contributions to the common account were pooled, multiplied by a factor m,

and then evenly redistributed among all group members. The payoff of participant

i in period t was thus determined by the formula:

πi,t = (20− gi,t) +
m (nt)

nt

n∑
j=1

gj,t

where gi,t denotes i’s contribution to the common account in period t, nt is the

group size in period t, and m (nt) the marginal return of the common account

for the particular group size in that period.

The factor m varied with the size of the group, n, to capture economies of scale,

as shown in Table 1.2 For example, in a group of six, allocations to the common

account were doubled (m = 2.0) and yielded a marginal per capita return of

0.333. The size of the economies of scale was chosen to provide a tradeoff between

producing an incentive to grow, while at the same time not rendering this decision

trivial. That the marginal return increases with group size means that if everybody

2. We employed similar economies of scale to those in the study by Charness and Yang (2008).
In our case, the precise return is produced by the formula,m(n) = 2×0.96−n. In the degenerate
case of a one-person “group”, there was no common account and the single participant’s payoff
was fixed to the endowment of 20 ECU.
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contributes a fixed, positive amount to the public good, large groups are more

profitable, both individually and on aggregate, than small groups. Indeed, the

socially efficient outcome involves a group size of six, with everyone contributing

fully.

Table 1: Group Return and MPCR by group size

Size of group (n) 6 5 4 3 2 1

Marginal Return (m) 2.000 1.800 1.620 1.458 1.312 —
Per-person return (m/n) 0.333 0.360 0.405 0.486 0.656 —

Note, however, that the per capita return diminishes with group size. This

property keeps the average rent (the payoff in excess of the 20 ECU endowment)

approximately constant across group sizes, for a fixed amount of total contribu-

tions. This means that if total contributions do not increase with group size, then

individuals are not better off being in large groups than in smaller ones.

Whether group growth is a Pareto improvement, however, hinges on the dis-

tribution of contributions. For example, if n group members contribute some

positive amount, c, they will strictly prefer an n-person group to an n+ 1-person

group where the additional person contributes nothing. If the sum of contribu-

tions is constant and borne equally by all group members, then all group sizes

yield approximately the same individual payoff. Thus, our design creates a tension

between the prospect of economies of scale and the risk of declining contributions

if a group grows.

2.2. The Stages

The experiment consisted of three distinct stages. Participants were informed at

the beginning of the experiment that there would be three stages, comprising

a total of 36 periods of a specific “decision task,” and that they would receive

new instructions at the beginning of each stage. Stages one and two were always

the same to ensure a clean, ceteris paribus comparison between conditions in the

third stage, which is our focus.
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To create a situation in which growth poses a challenge to a cooperative group,

the first two stages served to establish small groups with high levels of cooperation

and larger groups with lower levels of cooperation. In Stage 3 we implemented

movement from the larger group into the smaller one, and varied the rate of

movement by condition. While this creates a very particular kind of situation, the

key properties of our design — a small, cooperative group grows by introducing

individuals without a similarly strong history of cooperation — represent both a

challenging situation for studying whether groups can sustain voluntary cooper-

ation as they grow and also shares features with many economically important

situations outside the laboratory.

Stage 1 consisted only of the first period. In this stage, all six participants of

a matching group played the public good game together, with m = 2.

Stage 2 consisted of the subsequent 10 periods (2 through 11). At the beginning

of this stage, each matching group was divided into one two-person group and one

four-person group, based on contributions in Stage 1. The two group members

who had contributed the most to the public good formed the “High” group, while

the “Low” group consisted of the remaining four group members. Any critical

ties in contributions were broken randomly. This division was intended to use

prior behavior to form groups likely to differ in their cooperativeness, and closely

follows the method employed by Gächter and Thöni (2005) and Ambrus and

Pathak (2011).3 In Stage 2, participants interacted only with the members of

their respective group for all 10 periods. Stages 1 and 2 were identical across

conditions.

After period 11, participants received instructions for the third and final stage,

in which participants moved from the Low group into the High group. In all

conditions, participants remained in their respective group for an additional three

periods (12 through 14) before movement started. By this design we can observe

whether the mere anticipation of specific growth rates induces differences in

cooperation among groups. In periods 15 through 21, movement from the Low

3. Other studies use similar matching procedures in different contexts, such as Cain (1998),
Charness (2000), Ahn et al. (2001) and Rigdon, McCabe, and Smith (2007).
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group into the High group occurred under varying experimental conditions, as

described below.

In all conditions, any movement into the high group was permanent. That

is, once a participant moved from the Low to the High group, this participant

remained in the High group for the rest of the experiment. This allows us to focus

solely on the effect of entry, and to make clean comparisons between resulting fully

merged groups of similar size in the two conditions.4 In much of what follows, we

refer to Low-group members who moved to the High group as the “entrants”, and

to those participants who were originally in the High group as the “incumbents”.

Following period 21, after all movement was complete, participants played a

final 15 periods (periods 22 through 36) of the public good game in the same

groups as in period 21. We reckoned that 15 periods would be long enough to

observe participants’ behavior before the likely arrival of an end-game effect. In

most cases, these groups were the six-person groups produced by completely

merging the two-person and four-person groups from Stage 2.

2.3. Experimental Conditions

The experiment consisted of three experimental treatment conditions. The only

difference between conditions was in the rate of movement from the Low to the

High group during periods 15 to 21, and in how such movement was determined.

In two conditions, Fast and Slow Growth, all four participants in the Low

group moved into the High group. The only difference was in the exogenously

determined rate of movement.

In the Fast Growth condition, all four members of the Low group moved into the

High group in period 15. The resulting six-person group then continued playing

the game until period 36, which was the last period of the game.

In a second condition, Slow Growth, participants moved one at a time, in periods

15, 17, 19 and 21, from the Low group into the High group. Thus, every other

4. Questions about the effect of non-permanent entry are, of course, important and may
better represent some real-world applications. We chose to begin with the simpler question of
permanent and one-way movement, and leave the more complex issue for subsequent research.
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period one randomly selected subject remaining in the Low group moved into the

High group. Once growth finished in period 21, participants remained together

in the resulting six-person group for the remainder of the experiment, as in the

Fast Growth condition.

In the third and final condition, Voting, participants themselves decided on

the rate of growth in each period. More precisely, in periods 15 through 21, the

public good game was preceded by a vote. All participants already in the High

group — including any previous entrants — cast a vote on how many individuals

should move from the Low group into the High group in that period. Members

of the High group could thus choose any number of entrants between 0 and

the total number of participants remaining in the Low group. The number of

participants actually moving was decided by the median vote.5 As in the Slow

Growth condition, participants moving from the Low to the High group were

randomly chosen and, following movement, remained in the High group for the

remainder of the experiment. After the vote, the program moved the number of

people specified by the median vote from the Low group into the High group. The

resulting group sizes were displayed on participants’ screens, and the computer

proceeded to the public good game for that period.

Voting was allowed in all seven periods from period 15 through 21, unless all

members of the Low group had already moved into the High group, in which case

there was no need for additional voting. After the final voting period, participants

remained in their current group until the end of the experiment. Thus, while under

Fast and Slow growth all six participants ended up in the High group by period

21, the Voting condition allowed the possibility of two separate groups persisting

in periods 21 through 36.

5. If the median was not an integer, the computer would randomly round the number up or
down to the nearest integer. This was explained clearly to subjects.
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2.4. Subject Information

In the initial instructions, participants were informed about actions and payoffs

in the public good game, the total number of periods, and the three stages. They

knew that the public good game would remain the same across all three stages,

but that other aspects of the experiment would change from stage to stage, and

that new detailed instructions containing specific information for a particular

stage would be given at the beginning of each stage. A number of payoff and

procedure comprehension questions preceded each stage, and the experiment did

not proceed until all participants had understood the instructions and answered

the questions correctly.

In every period, participants had access to information about average levels

of contributions in previous periods. Whenever participants in a matching group

were divided into two different groups, participants observed average contribution

levels for both groups in the matching group. That is, participants observed

average contributions in both their own and in the other group. When movement

occurred, participants therefore knew only the previous average contributions in

the two groups, but not how much specific individuals — such as the participant(s)

changing groups — had contributed.

2.5. Procedures

This experiment was conducted in English at the laboratory for experimental

economics at the University of Zurich. The experiment was computerized, and

participants made their decisions privately and anonymously.6 In total, 252 under-

graduate students from the University of Zurich and the Swiss Federal Institute of

Technology in Zurich participated in the experiment. Each participant took part

in only one experimental condition (i.e., a between-subjects design), resulting

in 84 participants (14 matching groups) per condition. None of the participants

were students in economics or psychology, and they had no previous experience

6. Recruitment was conducted using ORSEE (Greiner 2004). The experiment was pro-
grammed and conducted with the software z-Tree (Fischbacher 2007).
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with public good game experiments. A session lasted about two hours and par-

ticipants were paid their earnings from six randomly chosen periods, in addition

to a 15 CHF participation payment. Participants earned approximately 50 CHF,

on average.

3. Hypotheses

If individuals maximize their own profits, and this is common knowledge, standard

theoretical analysis predicts contributions to be zero in every period and in all

conditions. While straightforward and parsimonious, this prediction is refuted

by many experiments on public good games (see, for example, Ledyard (1995)

and Vesterlund (forthcoming)). Therefore, in what follows, we develop additional

hypotheses in which varying degrees of cooperation can be sustained, which might

differ between High and Low groups, and in which the degree of cooperation in the

resulting merged group might vary between the Fast and Slow Growth conditions.

3.1. Conditional Cooperation and High and Low Groups

We first consider our attempt to create cooperative (High) and uncooperative

(Low) groups, to allow us to study movement from the latter into the former. This

preliminary step is achieved by Stages 1 and 2, which follow similar procedures

to those employed by Gächter and Thöni (2005) and Ambrus and Pathak (2011).

We exploit the observation that many people are conditional cooperators, i.e.,

they are willing to cooperate if others cooperate too, but they dislike being

exploited by free-riders (Fischbacher, Gächter, and Fehr 2001; Fischbacher and

Gächter 2010).7 More precisely, at the beginning of Stage 2, we divide a matching

group into a High group consisting of those who had previously contributed the

most (in Stage 1) and a Low group consisting of those who contributed less. Thus,

7. Thus a player’s preference for cooperation — i.e., whether the player is a strong (uncon-
ditional) free rider, a conditional cooperator, or an (unconditional) altruist — and beliefs —
whether the player believes others will cooperate (optimist) or not (pessimist) — significantly
influence behavior.
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group membership likely partially reflects an individual’s social type — strong

free riders and conditional cooperators with pessimistic beliefs are likely to be in

the Low group, while the High group is likely to comprise conditional cooperators

with optimistic beliefs, as well as any altruists. Indeed, prior research shows that

procedures similar to ours, in which initial contributions are subsequently used to

form groups consisting of those who are ranked similarly in terms of contributions,

reliably yield groups that are similarly ranked in terms of resulting cooperativeness

(Gächter and Thöni 2005; Ambrus and Pathak 2011; Page, Putterman, and Unel

2005).

The ten-period second stage is designed to reinforce the contributions gap

between the High and the Low groups by making participants interact only

within their group for ten periods. Average contributions in the two groups are

common knowledge for people in both groups, facilitating the formation of beliefs

that the High group is cooperative while the Low group is not. Therefore, our

first hypothesis is that, in Stage 2, the High groups will obtain higher contribution

rates than the Low groups.

3.2. Entry and Slow vs. Fast Growth

Conditional on getting the above predicted separation in contributions between

High and Low groups in Stage 2, we next explore how the rate of movement

influences cooperation in the High group as it grows by incorporating former

Low group members, in Stage 3. Our work is motivated by the intuition that

Slow growth is likely to facilitate sustained cooperation to a greater extent than

Fast growth, thus producing more cooperative fully-merged groups when growth

occurs slowly compared to when it is rapid. More precisely, our main hypothesis

with respect to these two treatment conditions is that, in the groups produced

by incorporating all Low group members into the High group, contributions and

earnings will be higher when movement is Slow rather than Fast.

This hypothesis draws inspiration from similar results on “minimum-effort” co-

ordination games (Weber 2006; Salmon and Weber 2011). There, more efficient
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equilibria are selected in large groups when entrants are added slowly in com-

parison to groups that are large from the start or that grow quickly. This works

by establishing a precedent of efficient coordination in small groups, where it is

easier to do so, and then growing slowly to allow the beliefs that support efficient

coordination to persist as the group grows. Our hypothesis is based on the idea

that, as beliefs have been shown to be important in public good games as well

— particularly, to the extent that optimistic beliefs about the cooperativeness of

others are necessary for conditional cooperation (Fischbacher, Gächter, and Fehr

2001; Fischbacher and Gächter 2010) — then slow growth might similarly allow

the persistence of cooperation as groups grow. Of course, this is more challenging

in public good games than in coordination games, as beliefs are self-reinforcing

in the latter but not in the former.

However, while intuitively appealing, a theoretical basis for this prediction is

not straightforward.8 Therefore, to more closely test whether slow growth can

facilitate sustained cooperation, we conducted an agent-based simulation of our

experiment, drawing from a recent model of dynamic beliefs and behavior in

repeated public good games (Fischbacher and Gächter (2010), henceforth “FG”).

A detailed exposition of the FG study and our simulation is in the appendix, but

here we summarize the procedure and results.

Instead of analyzing the game in an equilibrium model, FG posit that partici-

pants’ strategies are jointly determined by their beliefs about others’ contributions

and by a profile of behavioral responses to expected contributions by others.9

They conducted an experiment with 140 participants, where they directly mea-

sured the beliefs and preferences of the participants in their sample. From these

data FG empirically derive a contribution function — i.e., a mapping from all

8. For example, the only equilibrium model of repeated public good games with heterogeneous
players of which we are aware, Ambrus and Pathak (2011), does not immediately predict a
difference in contribution paths between slowly and quickly grown groups, provided that type
composition and remaining periods are the same.

9. FG do not provide a model of utility maximizing individuals. Instead, the utility function
is implicit in a subject’s behavioral responses to a given set of beliefs. For example, “selfish”
players are modeled as always contributing zero, regardless of their belief about the other
participants’ preferences. Similarly, beliefs are not formed rationally, but adapt linearly to new
information.
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possible beliefs into contributions — and a function through which beliefs are

updated. FG show that this model and the elicited individual characteristics do

a good job of explaining dynamics in repeated public good games.

To see whether Slow growth can produce higher contributions than Fast growth,

under reasonable behavioral assumptions, we develop a simulation of our experi-

ment that employs FG’s general theoretical framework and the specific individual

characteristics of the 140 participants in FG’s dataset. We use this information

to simulate “participation” by their participants in our experiment.10

Specifically, for each run of the simulation, we sampled six participants of

the original FG study. We took the contribution preferences and original beliefs

as measured by FG, as well as the preferred specifications that FG estimated

for the two equations that govern the evolution of the participants’ beliefs and

contributions over time. We then simulated our own experiment: participants

“played” one period of a six-person public good game and were then separated into

one four-person Low and a two-person High group, according to their simulated

first-period contributions. Contributions in the two groups evolved separately for

the next 14 periods, corresponding to Stages 1 and 2 of our experiment. Then,

starting in period 15, we ran both the Fast and the Slow conditions with the same

simulated six-person group, moving all Low group members to the High group at

once in the former case, and each Low group member separately every other period

in the latter case. To evaluate the effect of our simulated treatment conditions, we

focus on period 21, following the conclusion of all growth in either condition, and

compare average contributions in the Slow condition with average contributions

in the Fast condition, within the same simulation run. After conducting 1000

such simulation runs, we find a treatment effect in favor of the Slow condition:

579 runs produce higher average contributions in the Slow condition than in the

10. There are important differences between FG’s experiment and ours. FG study a four-
person public good game with a fixed marginal return of 1.6 (per-person return of 0.4) and
groups are randomly reassigned in every of the 10 periods. Therefore, we do not expect precise
quantitative predictions for our study because of such differences between the two experiments.
Instead, our aim is to see whether slow growth can facilitate sustained cooperation, using simple,
empirically-validated assumptions about behavior, in a model in which beliefs play a central
role.
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Fast condition, 355 runs produce lower average contributions.11 Moreover, the

main reason that Slow growth works better than Fast growth in this simulation

is that it allows beliefs to persist regarding the high level of cooperativeness in

the High group.

To gain more insight into the mechanics of this effect, and to test the robustness

of the result, we also systematically varied the coefficients in the two equations

that produce the dynamics of the model. This variation reveals that versions

of the model in which beliefs update slowly and in which beliefs play a larger

role in determining contributions are also those in which our hypothesized result

occurs more regularly (see appendix for details). Thus, our conjecture that, as in

coordination games, the management of beliefs through slow growth can facilitate

cooperation in public good games has some support.

3.3. Voting

We introduced the voting treatment as an exploratory test of whether participants,

when given the opportunity to endogenously determine the growth trajectory, will

do so efficiently. Given the economies of scale built into the experiment design,

whether growth is optimal depends on its effect on average contributions. We

were also interested in what factors influence the decision to vote for faster, or

slower, growth, such as participants’ individual characteristics or the experienced

game history.

4. Results

In analyzing the results, we first consider whether our manipulation in Stages 1 and

2 succeeded in producing High groups with greater cooperation than Low groups.

We then study whether the Slow growth condition yields higher cooperation rates

than the Fast growth condition, our main hypothesis. Next, we consider, separately,

the behavior of entrants and incumbents, how they react to the group transitions,

11. A small number of runs, 66, result in no difference.
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as well as the resulting earnings for these two kinds of participants. Finally,

we present the endogenously determined growth trajectories, contributions, and

earnings in the Voting condition.

4.1. Are High Groups More Cooperative than Low Groups

in Stage 2?

Figure 1 reports average contributions to the public good, in both Fast and

Slow conditions, across periods. The two panels report data, separately, for those

participants originally in Low group (entrants) and those originally in the High

group (incumbents) and track these participants across time. Table 2 presents

average contributions within a particular group, Low or High, aggregated across

several natural divisions of periods in the experiment.12

Looking at Stage 2 (periods 2-11), we see that contributions are significantly

higher in High groups than in Low groups, as we expected. On average, contribu-

tion levels in High groups in Stage 2 are 15.9, while in Low groups they are 5.4,

and this difference is highly statistically significant when using the group as the

unit of observation (t54 = 9.10, p < 0.001).13

Despite the use of identical procedures across conditions through Stage 2,

Figure 1 shows some differences arising between the Fast and Slow Growth

conditions in Stage 2. However, both the differences for High groups (16.7 vs. 15.2,

t26 = 0.76) and for Low groups (4.5 vs. 6.3, t26 = 1.33) fail to reach conventional

12. Period 1 corresponds to Stage 1. We divide Stage 2 into two five-period blocks (2-6, 7-11)
to identify possible differences between early and late behavior in this stage. Periods 12-14
correspond to the phase during which participants were aware of movement, and how it would
occur in their particular treatment condition, but before movement actually commenced. The
six-period block 15-20 corresponds to when movement is complete in the Fast condition (all
four participants moved from the Low Group into the High Group in Period 15), but is still
in progress in the Slow condition, where participants move in periods 15, 17, 19 and 21. We
then also use a six-period block (21-26) to identify the first six periods in which movement is
complete in both the Slow and Fast conditions. Finally, periods 27-36 correspond to the final
10 periods of the experiment, when end-game effects arise (see Figure 1).
13. If we consider the Fast and Slow Growth conditions separately, a similar pattern emerges.

High groups in the Fast condition contribute, on average, 15.2, while Low groups contribute
4.5. In the Slow condition, the corresponding average contributions are 16.6 and 6.3. In both
cases, the differences between High and Low groups are highly statistically significant (Fast:
t26 = 5.66, p < 0.001; Slow: t26 = 7.71, p < 0.001).
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Figure 1: Contribution over time for incumbents and entrants across conditions.
Bars represent standard errors. Unit of observation = matching group.
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significance levels. As Table 2 reveals, this lack of statistical significance is also

true when considering the first and last five periods of Stage 2 separately.14

We thus conclude that our design was successful in creating High groups with

greater cooperation, and Low groups with lower cooperation levels. In subsequent

regression analyses of Stage 3 behavior, we control for Stage 2 differences.

4.2. Is Sustained Cooperation Greater with Slow than Fast

Growth?

In this section we analyze whether, according to our main hypothesis, cooperation

rates are higher in the merged six-person groups when this size is attained through

Slow, rather than Fast, growth. Returning to Figure 1 and Table 2, we compare

average contributions following period 21, once all six participants are in the

fully merged matching groups in either condition. Contributions are, on average,

14. When making the comparison period-by-period, we again find no statistically significant
difference between conditions for any period for High groups (t26 ≤ 1.11, p > 0.27, for all periods)
and a statistically significant difference only for period 7 for the Low groups (t26 = 2.32, p = 0.03;
t26 ≤ 1.47, p > 0.15 for all other periods).
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Table 2: Average Contributions by Condition and Group

Low Group High Group
Fast Slow Diff. Fast Slow Diff.

Stage 1

Period 1 9.83 11.04
t26 = 1.08 —a
p = 0.29

Stage 2

Periods 2-6 5.53 6.79
t26 = 0.88

16.52 17.20
t26 = 0.41

p = 0.39 p = 0.69

Periods 7-11 3.56 5.72
t26 = 1.57

13.87 16.13
t26 = 0.99

p = 0.13 p = 0.33
Stage 3

Periods 12-14 2.89 2.95
t26 = 0.56

9.99 15.46
t26 = 1.98

p = 0.58 p = 0.06

Periods 15-20 — 5.96 10.50
t26 = 2.05
p = 0.05

Periods 21-26 — 5.72 9.68
t26 = 1.91
p = 0.07

Periods 27-36 — 3.41 6.67
t26 = 2.17
p = 0.04

a. There is no Low vs. High group distinction in Period 1.

approximately 70 percent higher in periods 21-26 of the Slow Growth condition,

relative to contributions in the Fast Growth condition.15 As Table 2 shows, these

differences are marginally statistically significant, at p = 0.07, when using the

group as the unit of observation, a conservative analysis. Indeed, in all comparisons

in Table 2 following the introduction of the treatment in period 12, average High-

group contributions are greater in the Slow growth condition than under Fast

growth, by between 54 and 95 percent, and this difference is always at least

marginally statistically significant.

15. Because the rate of entry differs between the two conditions, the High group reaches
a size of six sooner in the Fast condition (period 15) than under Slow growth (period 21).
Therefore, we might also be interested in comparing contributions between periods 15-20 under
Fast growth with those in periods 21-26 under slow growth, or the first set of periods in which
each condition separately achieves full integration. Table 2 reveals that contributions are also
higher under Slow growth (9.68) than Fast growth (5.96) and the differences are comparable
to those when using periods 21-26.
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Result 1 (Treatment Differences in Merged High Groups)

As predicted, we observe greater cooperation in High groups in the Slow condition

than in the Fast condition, in Stage 3, following the movement of all Low group

participants into the High group.

This result is also supported by regression analysis. Table 3 shows the results

of random-effects OLS panel regressions. We include all periods from Stage 2

and periods 12-26 from Stage 3. The unit of observation is a matching group per

period and the dependent variable is average contributions. Model 1 considers

the behavior of all participants in a six-person matching group, while models

2 and 3 look at the behavior only of incumbents and entrants, respectively.16

Binary variables identify the marginal effects of reaching different sets of periods:

Period≥12 (the beginning of Stage 3, after planned movement is announced

but not yet implemented), Period≥15 (when movement is complete in the Fast

condition and in progress in the Slow condition), and Period≥21 (when movement

is complete in both conditions).17 The models also include a binary variable

identifying the Slow growth condition, and interactions between this variable

and the different sets of periods, to identify the marginal effect of reaching a

particular block of periods in the Slow growth condition, relative to the Fast

growth condition.

We begin with Model 1, which studies the behavior of all six participants in a

matching group, and allows a comparison of the behavior in the merged six-person

groups. The variable indicating the Slow Growth condition is not statistically

significant in Stage 2, periods 2-11. This confirms our earlier analysis that there

16. The unit of observation in model 1 is average contributions among all six participants in
a matching group in a period; in the two periods in the Slow condition (19-20) in which the
one participant remaining in the Low group did not make a choice, we include only the choices
by the five active participants. Model 2 uses the average contributions by the two participants
originally in the High group. Thus, these two models have 25 periods for 28 groups, or 700
total observations. Model 3 studies the behavior of those originally in the Low group. For the
transition periods in the Slow condition (15-18), during which active participants are in both
the Low and High groups, the set of observations includes, separately, average contributions
among those who are still in the Low group and those who already moved into the High group.
This increases the number of observations by 56 (4 periods × 14 matching groups).
17. Note that, for example, the cumulative effect of reaching Period 15 is measured by the

sum of the two marginal effects, Period≥12 and Period≥15.
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is no substantive difference between the Fast and Slow conditions before the

treatment is introduced. Similarly, whereas the variable Period≥12 indicates that

contributions are lower in the first three periods of Stage 3 (the anticipation

periods 12-14), than in Stage 2, there is no significant interaction with condition

(the variable Slow×Period≥12 is insignificant). Thus, until movement from the

Low group into the High group begins in Period 15, aggregate contributions

in a matching group do not differ significantly by condition. However, as we

show below, there are differences for High group incumbents in this “anticipation”

phase.

In the Fast growth condition, average contributions increase by about 1.1 ECU

for periods 15-20, after growth takes place. This is driven by the increase in

contributions exhibited by Low group members moving into the High group (see

Figure 1 and analyses below), but counteracted by the decrease in contributions

by incumbent High group members. Contributions in the Fast Growth condition

fall slightly for periods 21-26, but this decrease is not statistically significant.

The interactions between the period variables and the treatment (Slow Growth)

variable allow us to identify the marginal effect of the treatment at different stages

of the experiment. Following the introduction of the separate treatment instruc-

tions, in period 12, model 1 in Table 3 shows a slight increase in contributions

in the Slow condition relative to the Fast condition, but this is not statistically

significant, as we noted above. For periods 15-20, the coefficient is again positive

but not statistically significant. This is not surprising, as in this interval move-

ment is slowly taking place into the High group in the Slow condition, meaning

that there are some original Low group participants who have moved into the

High group and others who remain in the Low group.

Our main focus is on what happens after period 21, when the growth process

is complete in both conditions. Here, we see an additional positive effect of the

interaction between Slow growth and Period≥21, which is now marginally signif-

icant. More importantly, a test of the restriction that the sum of the interaction

terms for Period≥12, Period≥15 and Period≥21 equals zero is strongly rejected,
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providing support for Result 2. That is, relative to a comparison before the in-

troduction of the treatment (before period 12), the net effect of Slow growth by

periods 21-26 is positive and highly statistically significant.18

4.3. Behavior of Incumbents and Entrants in the Fast and

the Slow treatment conditions

We now consider, separately, the behavior of individuals who are in the High and

Low groups in Stage 2 — i.e., “incumbents” and “entrants,” respectively — and

how they respond to movement between groups and to the treatment.

4.3.1. Incumbents

Returning to Figure 1 and Table 2, a few observations emerge regarding the

behavior of incumbents. First, in periods 12-14, we already see a difference in

incumbents’ contributions across conditions. That is, even though growth has not

started, we observe an “anticipation effect” after we inform High group participants

about the upcoming movement pattern. When comparing periods 12-14 in Table 2,

for High groups, we see that this difference is large in magnitude and marginally

statistically significant. Thus, even before growth commences, knowledge that

growth will be Fast leads High group members to decrease contributions, relative

to when they anticipate that growth will be Slow.

In subsequent periods, incumbents in the High group, represented by the right

panel in Figure 1, continue to contribute more in the Slow growth condition

than with Fast growth. However, the gap is similar to the gap that arises in the

anticipation period, suggesting that, for incumbents, this anticipation effect is the

main driver of treatment differences in Stage 3 contributions. That is, knowing

that Fast growth will occur leads High group incumbents to lower their contribu-

tions, relative to when they know Slow growth is coming, and this difference in

18. We can also compare periods 21-26 in the Slow Growth condition with periods 15-20 in the
Fast Growth condition, or the first six periods as a six-person group, by testing the restriction
that the coefficients for Slow×Period≥12 + Slow×Period≥15 + Period≥21 + Slow×Period≥21
= 0. This restriction is similarly rejected at p < 0.001 (χ2(1) = 12.83).
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contributions by incumbents then persists throughout the growth process.

Result 2 (Treatment Differences in Incumbent Behavior)

Incumbent High group members contribute more in Stage 3 under Slow growth

than Fast growth. Most of this difference arises already in the anticipation period,

after participants are informed about upcoming growth, but before it commences.

Table 3: Random effects OLS panel regression. Dependent variable average
contributions. Unit of observation Group-Period

(1) All subj. (2) Incumbents (3) Entrants

Slow Growth 1.629 1.468 1.709
(1.391) (2.092) (1.381)

Period≥12 -3.242*** -5.208*** -2.259***
(0.525) (0.863) (0.617)

Slow×Period≥12 (a) 0.641 4.008*** -1.042
(0.742) (1.220) (0.873)

Period≥15 1.111** -1.774* 2.554***
(0.564) (0.927) (0.663)

Slow×Period≥15 (b) 0.509 -1.310 -1.009
(0.798) (1.311) (0.976)

Period≥21 -0.248 -0.637 -0.054
(0.460) (0.757) (0.541)

Slow×Period≥21 (d) 1.181* -0.494 0.225
(0.651) (1.070) (0.766)

Slow×Period≥15×High (c) 4.221***
(0.605)

Constant 8.095*** 15.196*** 4.545***
(0.984) (1.479) (0.976)

Cum. treatment effect in Pe-
riod 21

χ2(1) = 16.03 χ2(1) = 5.30 χ2(1) = 12.24

(a) + (b) + (c) + (d) = 0 p < 0.001 p = 0.03 p < 0.001

N 700 700 756
* p<0.10, ** p<0.05, *** p<0.01
Individuals who remain alone in the Low group in periods 19 and 20 are dropped since they
do not make an active decision.

This result is also apparent in model 2 of Table 3, which analyzes only the

average contributions by the two High group incumbents. As before, the unit of

observation is a matching group in a period. The interaction term for Period ≥ 12

is positive, large in magnitude, and statistically significant, indicating that, on
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average, High group members contribute roughly 4 ECU more in this anticipation

period in the Slow growth condition than in the Fast growth condition. The

statistically insignificant interaction terms for all subsequent periods indicate

that this difference does not decrease over time. A test of the restriction that the

sum of the three interaction terms equals zero is rejected at p = 0.03, indicating

that the statistically significant higher contributions of incumbents in the Slow

growth condition persist into periods 21-26.

4.3.2. Entrants

We also observe a treatment effect on the behavior of entrants. On average, the

entrants in the Slow growth condition contribute more than the entrants in the

Fast condition. Average contributions by entrants in periods 21-26 are almost

twice as high in the Slow condition (8.89) as in the Fast condition (4.79).

Result 3 (Treatment Differences in Entrant Behavior)

Entrants into the High group from the Low group increase their contributions

more in the Slow growth condition than in the Fast growth condition; the increase

occurs after entry into the High group.

This result is also supported by model 3 in Table 3, which studies the average

contributions by entrants, i.e., those participants who started in the Low group in

Stage 2, and eventually moved into the High group. The negative coefficient for

Period≥12 shows that contributions for Low group members decrease significantly

in periods 12-14, relative to Stage 2, but there is no significant difference between

the conditions. In the Fast Growth condition, average contributions increase by

about 2.5 for Period≥15 and then remain flat.

The behavior of entrants in the Slow condition during periods 15 to 20 is

identified by two variables. First, the interaction between Slow and Period≥15

shows that entrants in the Slow condition who are still in the Low group contribute

slightly less than do entrants in the Fast condition who have already entered the

High group. The next interaction term (Slow×Period≥15×High) shows that, once

these participants make the move from the Low group into the High group, their
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contributions increase by about 4.2 ECU, on average. Finally, we can identify the

cumulative effect of a Low group participant being in the Slow growth condition,

on contributions in periods 21-26, by summing the interaction terms. This reveals

the treatment effect to be highly statistically significant (p < 0.001).

4.4. Earnings

If we compare earnings from Period 21 onwards, when in each condition there

are fully merged six-person groups, the reunited groups in the Slow condition

earn more, on average, than those in the Fast condition. In periods 21 to 26,

participants in the Fast condition earn, on average, 25.7 ECU and participants in

the Slow condition earn 29.7 ECU. Using average earnings in the matching group

as the unit of observation, this difference is marginally statistically significant

(t26 = 1.91, p = 0.07).

Average profits at the matching group level, however, potentially obscure dif-

ferences in earnings between incumbents and entrants. We saw that entrants’

contributions are persistently lower than those of the incumbents, i.e., they free-

ride on the incumbents’ contributions. The result is that they enjoy, on average,

higher profits, as can be seen in Figure 2. In both treatment conditions, entrants

earn more after being moved to the High group than do incumbents.19 But, both

incumbents and entrants earn more in the Slow growth condition than under Fast

growth.20

Importantly, both kinds of participants in the Slow condition also fare better

in the merged group than in Stage 2, when they played the game separately in

smaller Low and High groups. In the Slow growth condition, incumbents’ average

earnings rise from 25.2 ECU in Stage 2 (periods 2-11) to 28.1 ECU in periods

21-26. But, this is not true in the Fast growth condition, where incumbent High

group members obtained slightly higher average earnings in Stage 2, before growth

19. In particular, in the Slow growth condition, entrants earn, on average, 30.5 ECU in periods
21-26, while incumbents earn 28.1 ECU; in the Fast growth condition, entrants earn on average
26.6 ECU, while incumbents earn 23.9 ECU.
20. For incumbents, the difference of 28.1 vs. 23.9 is significant (t26 = 2.12, p = 0.04). For

entrants, the difference of 30.5 vs. 26.6 is marginally significant (t26 = 1.69, p = 0.10).
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(mean earnings = 24.7 ECU), than in periods 15-20 (23.7 ECU) or in periods

21-26 (mean earnings = 23.9 ECU). Thus, while entry is always profitable for the

entrants, it is only profitable for incumbents if growth occurs slowly.

Result 4 (Earnings Differences between Fast and Slow Growth)

Earnings in merged six-person groups are higher after Slow growth than after Fast

growth. In the Slow growth condition, both entrants’ and incumbents’ earnings

increase relative to Stage 2. In the Fast growth condition, entrants’ earnings

increase, but incumbents’ earnings decrease slightly relative to Stage 2.

Figure 2: Average earnings over time, incumbents and entrants. Bars represent
standard errors. Unit of observation = matching group.
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4.5. Growth, contributions and profits in the Voting

condition

As we show above in the comparison between the Fast and the Slow conditions,

the rate of entry has important implications for cooperation in grown groups.

Cooperation and earnings are higher under Slow growth than with Fast growth.

Moreover, the growth process leaves High-group incumbents better off in the
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Slow growth condition, but slightly worse off following Fast growth. Therefore,

we next ask whether groups in the Voting condition — where growth trajectories

are determined endogenously by members of the High group — employ growth

trajectories similar to those in our Fast growth or Slow growth conditions, or

something altogether different. We then consider cooperation and earnings in the

Voting condition.

Figure 3(a) shows the average growth trajectory in the Voting condition, and

compares it with the exogenously imposed growth trajectories in the Fast and

Slow growth conditions. At the onset of voting, in periods 15 and 16, groups in the

Voting condition grow at a similar rate to groups in the Slow growth condition.

They add, on average, 1.3 entrants in these periods. Thus, when High groups can

decide on a growth rate, they forgo Fast growth — which would involve adding

all four entrants at once — in favor of a growth trajectory that is initially similar

to the one in our Slow growth condition.

But the average growth rate then decreases, even relative to our Slow growth

condition, and the average group size by period 21, when the possibility of growth

ends, is 4.3. Thus, on average, groups in the Voting condition allow entry to only

about half of the original Low group members.

Figure 3: Voting: average growth rate and final group size
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Of course, Figure 3(a) conceals heterogeneity in growth between groups. To

uncover this heterogeneity, Figure 3(b) reports the distribution of final group sizes
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attained by groups in the Voting condition. Entry into the High groups always

occurs — no group ends up at a size of two — but the modal group integrates

only one new member, growing only to a size of three. Only three out of the

fourteen groups in this condition reach the maximum size of six.

Result 5 (Growth in the Voting Condition)

When High group members vote on entry, growth paths are initially similar to

those in the Slow growth condition, but growth slows down subsequently. The

resulting groups rarely achieve full integration.

Voting behavior produces groups that fall short of full integration. This means

that they potentially fail to realize greater profits from the economies of scale

provided by the return to public good contributions, m, which increases with

group size. Of course, whether larger group sizes yield higher profits depends

also on contributions, so we next explore the relationship between group size,

contributions and earnings.

The reluctance to grow occurs despite relatively high average contributions in

the voting condition compared to the other conditions. Average contributions

in periods 21 to 26 in the Voting condition (10.6 ECU) are slightly higher than

those in the Slow growth condition (9.7 ECU), as shown in Figure 4(a). Both

of these conditions obtain higher mean High-group contributions than the High

groups in the Fast growth condition (5.7 ECU).21

However, the second panel of the figure also reveals that average contributions

vary substantially with the final group size. In groups that end up at a size of 3,

average contributions are quite high (15.4 ECU, or 77 percent of the endowment),

while for groups that grow to a size of 6 they are 2.8 ECU. Thus, we find a strong

relationship between the growth process and final contributions.

Looking more closely at the data, it appears that at least part of the causality

for the relationship in Figure 4(b) lies with differential High group contributions

in Stage 2, which then drive the subsequent endogenous growth in Stage 3. In

21. Using the group as the unit of observation, period 21-26 average contributions are higher
in the Voting condition than under Fast growth (t26 = 2.13, p = 0.04).
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particular, the High groups that ultimately stopped growing at a group size of

3 had higher average contributions in periods 7-11 of Stage 2 (14.7 ECU), with

five of the six such groups having average contributions of at least 10 ECU. On

the other hand, the three groups that grew to a size of six had considerably lower

average contributions in the second half of Stage 2 (5.5 ECU) and none of these

groups had mean contributions above 9.22

Result 6 (Contributions in the Voting Condition)

On average, High-group contribution levels are similar in the Voting condition

to those in the Slow Growth condition, and both are higher than under Fast

Growth. Contribution levels differ considerably by final group size, with smaller

groups obtaining much higher contribution levels. High groups with high Stage

2 contributions tend to grow less and maintain higher contributions than groups

with low contributions in Stage 2.

Figure 4: Average contributions in High group by condition and final group
size
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(b) Voting: Contributions in High group by
Final Group Size

22. Separate regression analyses confirm that final group size depends on High-group con-
tributions in Stage 2, and that incumbent contributions in Stage 2 also predict High-group
contributions in Periods 21-26. Including both average High-group contributions in Periods 7-11
and final group size in a regression of post-growth contributions shows that the effect of final
group size is partly driven by early High-group contributions: while the final group-size effect
remains large and significant, adding Stage-2 contributions decreases the effect by 24 percent,
confirming that groups that do not grow much are the ones who tended to cooperate more in
Stage 2, and that this partly explains why they also obtain higher contributions after Period
21.
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Despite the high levels of contributions in the Voting condition, however, av-

erage earnings are close to those in the Fast growth condition (see Figure 5).

This is perhaps not surprising based on our earlier observation, in Figure 4(b),

that High groups in the Voting condition are either successful (they obtain high

contributions) or large, but not both, which stands in remarkable contrast to

the Slow growth condition, where we obtained large and successful groups. In

the Voting condition, groups that attain final sizes from 3 to 5 produce average

earnings for their members of between 27.0 and 27.8 ECU, which is relatively

close to the mean earnings in the Slow condition (29.7). However, earnings are

substantially lower for groups that endogenously grow to a size of 6 (22.8 ECU).

So, why do groups in the Voting condition stop growing? We study voting

behavior in regression analysis, which we report in Table 4. The dependent variable

in these regressions is a binary variable taking the value of 1 if a participant voted

for any positive number of entrants in the current period, and 0 otherwise. In

a first specification we include variables pertaining to the game history such

as lagged average contributions in the High and the Low group, the change in

average contributions in the High group from two periods ago to the last period, an

indicator for whether growth occurred in the previous period, and the interaction

between these last two variables. This interaction identifies any sensitivity to what

happened to average contributions the last time the group grew. Interestingly,

none of these variables are significant predictors of the decision to vote for growth,

indicating that what happened previously — including whether the group grew

in the last period — has limited value in predicting voting behavior.

In the second model we look at individual participant characteristics such as

gender, age, socioeconomic background, Swiss nationality and political orientation.

We also introduce whether the participant is an incumbent or an entrant into

the High group, and how much the individual contributed in the first period of

the experiment (Stage 1). We find that two individual characteristics predict

votes for growth. Women are 38 percentage points more likely to vote for entry

by a newcomer than are men, while participants who report higher parental
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educational attainment are 18 percentage points more likely to vote for growth.

Further, prior entrants — i.e., those who previously moved from the Low group

into the High group — are 35 percentage points less likely to vote for entry

than are incumbents.23 Note that we find this result while controlling for Stage 1

contributions, indicating that it is not just the case that less cooperative types

vote against growth.

Model 3 incorporates those predictors from model 2 that are statistically sig-

nificant, or marginally significant, into the regression in model 1. We see that

whether a participant is an entrant or female, and the level of parental education,

have similar effects to those in model 2. However, the inclusion of these variables

also now makes average lagged High group contributions significant — implying

that individuals in High groups that are performing better tend to be more re-

luctant to grow, by roughly one percentage point per average unit increase in

contributions.24

This regression analysis identifies a couple of factors that contribute to the

stalled growth among many successful groups in the Voting conditions. One

reason is that early entrants vote against additional growth. Aggregating across

periods, we see that incumbents vote for growth 41 percent of the time, while

entrants vote to allow additional entry into the group only 16 percent of the time.

A second reason is that individuals in cooperative High groups are less likely

to vote for additional growth. Together, these two patterns provide a possible

partial interpretation of the earlier observation that many successful groups add

one or two entrants and then stop growing. Specifically, groups that are doing

23. To control for repeated observations within groups, and a small number of independent
groups (14), we report bootstrapped standard errors. We also ran the same regressions using the
wild bootstrap as proposed in Cameron, Gelbach, and Miller (2008). Qualitatively the results
are similar to the ones presented above. Making use of additional survey data we also controlled
for the amount of CHF a subject donates to charity per year, as well as measures of propensity
to engage in risky and trusting behavior (based on hypothetical questions). These variables
add little predictive power to the model.
24. This is consistent with our earlier finding that successful High groups are less likely to

grow. If we additionally control for Stage 2 contributions in the High group, the results are
qualitatively similar, though the effect of lagged High group contributions is slightly weaker in
statistical significance. This is likely due to both variables similarly measuring the history of
successful cooperation in the High group.
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well are less likely to vote for more growth and such groups become even less

likely to grow after adding one entrant.

Result 7 (Voting Behavior)

Entrants into the High group are significantly less likely to vote for additional

growth than incumbents. Women and participants with higher parental education

are more likely to vote for growth. Members of more cooperative High groups are

less likely to vote for growth.

Figure 5: Average profits in the three conditions
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4.6. Welfare in the different treatment conditions

Finally, we consider mean earnings across the three conditions. This provides

us with a comparison of how well the three distinct growth processes fared in

producing large, fully integrated High groups with high voluntary contribution

levels.

Figure 5 graphs mean earnings in the High and Low groups, by condition. As

predicted High group earnings are higher in the Slow growth condition relative to

the Fast growth condition after period 21, when the growth phase is completed in
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all treatment conditions. However, average welfare in the Voting condition, when

growth is endogenously determined, is comparable to the welfare generated by the

Fast growth condition, and significantly lower than the resulting welfare arising

in the Slow condition. Thus, our final result suggests that growth trajectories

endogenously determined by group members may be too conservative, and may

therefore leave unrealized potential profits due to further slow growth.

Result 8 (Earnings in the Voting Condition)

Slow growth produces a high average welfare, while the Fast treatment condition

and the Voting condition result in comparable levels of welfare, which are both

significantly lower than in the Slow condition.

5. Conclusion

We study how a group with strong norms of cooperation can sustain cooperative

behavior as it grows, and particularly as it incorporates individuals without a

history of acting cooperatively. Our focus is on the speed at which a group grows.

While other mechanisms than the rate of entry — such as screening, monitoring

and incentives — can facilitate cooperation in growing groups, such instruments

are not always available, as individual cooperative behavior is often difficult to

observe directly. Thus, growing more slowly may present one mechanism through

which a group can facilitate sustaining high levels of cooperation.

Our findings support the idea that slow growth facilitates the persistence of

cooperative norms. Specifically, in comparing an experimental condition in which

a group grows slowly with one in which growth occurs rapidly, we find cooperation

to be significantly higher in the former. This is due both to more persistently high

levels of cooperation by incumbents in the high-performing group that receives

entrants, and to the behavior of entrants, who increase cooperation to a greater

extent when entering slowly, i.e., one by one, rather than all at once.

These results qualitatively confirm those of a simple simulation-based exercise,

in which we started from a leading belief-based model of behavior in repeated
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public good games, and modified it slightly to accommodate our research design.

In this simple exercise, we find that cooperation in the integrated group is higher

when growth occurs slowly rather than quickly, and particularly for parameter

configurations that place significant emphasis on beliefs. This indicates that our

results are likely more general than the particular case of our experiment, though

of course the open question of precisely when and where slowly grown groups will

obtain higher cooperation than groups that grow more rapidly requires further

research.

We also find that giving the people the right to decide how quickly to grow

groups yields mixed success. While such groups generally obtain high cooperation

rates, they fail to grow to the large sizes that would allow them to fully realize

the economies of scale in public good provision that we endow to larger group

sizes. Thus, the modal group in our condition with voting grows only slightly, but

maintains high degrees of voluntary cooperation. We also find that this is the

result of caution in groups that possess high cooperation rates, and particularly

caution among new entrants, who tend to exhibit much more opposition to further

growth than incumbents.25

Our results are relevant for any situation in which the conflict between private

incentives and collective benefits are important, and in which a group attempts to

grow. In such situations, and particularly when it is difficult to directly incentivize

cooperative behavior or use past individual behavior as a means of excluding

individuals from the growing group, there is the need to identify mechanisms that

facilitate sustaining voluntary cooperation throughout the growth process. We

find that an exogenously imposed slow rate of growth presents such a mechanism,

and one that is widely applicable whenever there is discretion over the rate at

which a group grows.

It is also important to note that our results do not suggest that slow growth

25. This is consistent with circumstantial evidence of naturalized or second-generation immi-
grants voting for right-wing anti-immigration policies. For example, during the French presi-
dential election campaign of 2012, stories about naturalized citizens of Arab origin made the
news because they identified themselves as voters of the ultra-nationalist "Front National", a
strongly anti-immigration party (Kerkoud 2013).
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is always better. Our experiment is just one stylized representation of many

analogous situations outside the laboratory, in growing firms, social groups, and

communities.26 As with any laboratory experiment, the similarities should be

viewed cautiously. For example, in many real world situations, movement from

low-cooperation environments endows individuals who are able to move with

far greater gains than are captured by our design. Thus, when conditions in the

low-cooperation environments are unpalatable, it may be socially efficient to grow

quickly, even if this has a detrimental effect on cooperation in the group receiving

entrants. But, we present our results as evidence that — in most such situations

— the rate of growth at least merits attention as a potentially important factor

influencing outcomes.

26. Indeed, all of our design choices mean that one should be careful in generalizing our
results to other settings, with perhaps different production technologies, growth trajectories,
and relative cooperativeness of incumbent group members and entrants. However, in order to
study whether the rate of growth impacts the sustainability of voluntary cooperation, one must
start somewhere, and our design is in many ways a natural starting point.
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Table 4: OLS regression, dependent variable: vote for entry (=1) or against
(=0). Standard errors are bootstrapped.

M1 M2 M3

avg. Contr. High (t-1) -0.009 -0.012**
(0.006) (0.005)

avg. Contr. Low (t-1) -0.003 -0.003
(0.009) (0.009)

Change in Contr. High (t-2 to t-1) 0.002 0.008
(0.019) (0.016)

Group Growth (t-2 to t-1) 0.075 0.065
(0.064) (0.055)

Growth x Contr. 0.024 0.010
(0.021) (0.018)

Contribution Period 1 -0.003
(0.007)

Entrant -0.345*** -0.310***
(0.121) (0.082)

Female 0.375*** 0.304***
(0.093) (0.078)

Age 0.012
(0.023)

Disposable Income Parents 0.026
(0.113)

Parental Education 0.179** 0.185***
(0.072) (0.057)

Swiss Nationality -0.020
(0.078)

Polit. Orientation (0=far left, 9=far
right)

0.037

(0.023)
Constant 0.440*** -0.168 0.387***

(0.085) (0.592) (0.106)

R-squared 0.008 0.198 0.198
N 289 289 289

* p < 0.10, ** p < 0.05, *** p < 0.01; robust standard errors in parentheses; 999 bootstrap
repetitions
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Appendices For Online Publication

A. Simulation

Gächter and Thöni (2005) (henceforth “FG”) conduct an experiment in which

subjects play a repeated public good game in four-person groups. Prior to the

repeated game, FG elicit contribution schedules for all subjects, consisting of an

amount contributed in response to every possible mean contribution by others.

They also elicit subject beliefs concerning others’ cooperation prior to each play

of the game.

FG then use their experimental data to derive two functions that specify be-

havior in the public good game played by subjects in their experiment. The first

equation describes the evolution of beliefs about others’ contributions as new

information about past contributions becomes available over time. The second

equation translates these beliefs and the independently elicited contribution sched-

ule into behavior. We use FG’s preferred specification of the two functions to

conduct our simulation study, and vary these specifications later as a robustness

check.

FG’s preferred specification of the belief updating function states that the

current belief of subject i about others’ average contributions, bt,i, is a linear

combination of the lagged belief, bt−1,i, and lagged average contributions by other

participants, c̄t−1,−i, plus a constant αb:

bt,i = αb + βbbt−1,i + γbc̄t−1,−i

FG estimate parameters α̂b = 0.118, β̂b = 0.569 and γ̂b = 0.415 as representative

for participants in their experiment. Note that this equation characterizes the

updating as a partial adaptation of the prior belief to new information.27 Crucially,

this model is backward-looking and strategically myopic. That is, participants

27. The sum of β̂b and γ̂b is close to, but slightly smaller than, one, so that the combination of
the prior belief and new information are biased downward relative to a simple weighted average.
The positive constant has a counteracting effect.
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do not anticipate changes in the beliefs or contributions of other participants, or

how their own actions may affect the behavior of others.

Contributions ct,i evolve over time as a linear function of a constant αc, the

subject’s belief bt,i about the others’ contributions and an idiosyncratic contri-

bution “preference” fi (bt,i), which is the independently elicited profile of what

the subject would like to give in a one-shot public good game, given her belief of

what the others contribute:

ct,i = αc + βcbt,i + γcfi (bt,i)

The parameters estimated by FG are α̂c = −0.473, β̂c = 0.666 and γ̂c = 0.242.

This means that contribution dynamics are driven by belief dynamics and the

drift parameter (α̂c).28 In all specifications, β̂c + γ̂c is close to one.

For our simulation, we randomly sampled the contribution profiles of six partic-

ipants from the FG dataset, and simulated their participation in our experiment

using FG’s preferred belief updating process and the contribution schedules for

those subjects. In the first period, we took each participant’s unconditional prior

belief, b1,i, and combined it with her contribution function, fi (b1,i), to determine

initial contributions.29 Based on these initial contributions, the six participants

were then divided into a two-person High group and a four-person Low group,

as in Stage 2 of our actual experiment. Following our design, the six participants

then played the game in these groups for 13 periods, corresponding to the ten

periods of Stage 2 and the first three periods of Stage 3 (before growth) in our

experiment. At the end of each period, participants observed the actual contribu-

28. This empirically estimated result is a little surprising because we would normally expect
that a subject would act only on her preferences given her belief, that is, ct,i = f (bt,i). As
it turns out, the constant is not very precisely measured (i.e., it is statistically insignificant).
Furthermore, if “confused” participants are removed and the first periods are dropped (as
participants gain experience over time), both αc and βc become considerably smaller and γc
considerably larger.
29. We replaced the actual contribution preferences fi (bt,i) with their best linear fit f̂i (bt,i)

to smoothen the simulation. This does not change the contribution schedules of both selfish
participants and conditional cooperators, as these have linear schedules anyway, but affects the
small minority of “triangle” contributors and confused participants. Results are virtually the
same if this step is dropped.
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tions by others in their group, and updated their beliefs about behavior in their

own group according to the belief updating function.

Importantly, participants also held beliefs about contributions in the other

group. That is, in each period, a subject, i, in the High group held beliefs bHt,i,H
about others’ contributions in her own group, but also held beliefs about average

contributions in the Low group, bLt,i,H , and vice versa. These two beliefs started

from the same updated prior, at the end of period 1, but diverged based on

observed average contributions in the two groups. Both sets of beliefs updated

according to the estimated belief updating equation discussed above.

For each of the sampled six-person groups, we then implemented movement

from the Low group into the High group, starting in period 15. For each sampled

group, we simulated participation in both our principal treatments. In a Fast

Growth condition, we moved all four people from the Low group into the High

group in period 15. In a Slow Growth condition, we moved one randomly selected

subject into the High group in periods 15, 17, 19 and 20. Once growth was

complete, we continued the simulation with participants playing in the merged

six-person group until period 26.

While everything above closely follows the FG model, our simulation requires

an assumption about how beliefs change when movement between groups occurs.

In this case, we adopt the simple assumption that, when movement occurs, partic-

ipants compute their beliefs for the groups with new composition as the average

of the beliefs for the two separate groups, weighted by the incumbent-entrant

composition faced by a subject in the new group. More precisely, suppose that kt

individuals move in period t from the Low group into the High group, and group

sizes were previously nL
t and nH

t , respectively. Then, an incumbent subject in the

High group first forms interim beliefs regarding expected contributions of those

who were already in the High group in period t− 1, based on observed outcomes

in that prior period,

b̃Ht,i,H = αb + βbb
H
t−1,i,H + γbc̄

H
t−1,−i,
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and also forms corresponding beliefs regarding the behavior of those who were

previously in the Low group,

b̃Lt,i,H = αb + βbb
L
t−1,i,H + γbc̄

L
t−1,−i.

Subject i’s beliefs regarding behavior in the High group in period t then simply

weight these two interim beliefs by their corresponding proportion of the new

High group population,

bHt,i,H =
nH
t−1 − 1

nH
t−1 + kt − 1

b̃Ht,i,H +
kt

nH
t−1 + kt − 1

b̃Lt,i,H .

Conversely, if a subject i enters group H from group L in period t, he forms

interim beliefs in the same way and then combines them according to:

bHt,i,L =
nH
t−1

nH
t−1 + kt − 1

b̃Ht,i,L +
kt − 1

nH
t−1 + kt − 1

b̃Lt,i,L.

Thus, when a group transition occurs, participants form beliefs retrospectively

about the expected contributions of the two kinds of members of the High group

— entrants and incumbents — and then combine these two kinds of expectations

using the relative number of the two populations in the High group. Since those

departing from the Low group are selected at random, beliefs regarding behavior

in the Low group are unaffected by group transitions and are updated as before.

We ran this simulation for 1′000 randomly sampled 6-person groups. 579 out of

these 1′000 runs produce higher average contributions in the Slow condition than

in the Fast condition, 355 runs produce lower average contributions, and 66 result

in no difference. To test the robustness of the results, we also ran the simulation

using different combinations of weights, both in the belief updating function, bt,i

and the contribution function, ct,i, which are described above. Specifically, we

varied the weights in increments of 0.01, imposing the constraint that βb + γb = 1

(i.e., βb = 0 and γb = 1; βb = 0.01 and γb = 0.99; . . . ). We also varied the

weights in the contribution function (βb, γb) in the same manner. For each of
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these 10′000 pairs of parameters, we simulated 1′000 groups of six participants,

drawn randomly from the population of participants in FG’s experimental dataset,

running each group through both the Fast and the Slow conditions.

The result of this simulation exercise is presented in Figure 6. The weight

on the lagged belief in the belief function, γb, is on the x-axis, while the weight

on the subject’s preference in the contribution function, γc, is on the y-axis.

As an indicator of whether the treatment is successful we count the number of

simulations where average contributions in the Slow condition exceed average

contributions in the Fast condition in period 21, after both groups attain a size

of six. The line in the graph separates regions in which Slow growth outperforms

Fast growth from those in which it does not.30 Below the line, contributions are

higher in Slow than in Fast in more than 500 out of the 1′000 simulations for a

particular parameter constellation.

Figure 6: Simulation results for different parameter combinations. Below the
line, more than 500 of 1′000 simulations yield higher average contri-
butions in Slow than in Fast.
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beliefs (rather than play in the previous period) in the belief updating function

and on beliefs (rather than preferences) in the contribution function, average

contributions are higher after Slow entry than after Fast entry. This is because

slow belief updating allows beliefs about cooperativeness in the High groups to be

less influenced by drops in contributions immediately following growth. It is also

beneficial if they act on their beliefs and underweight their one-shot contribution

profile, as this allows cooperation and beliefs in the High group to persist in the

face of entrants with a lower propensity to contribute for a given set of beliefs.

B. Instructions

We present the complete instructions for the Voting condition, because this was

the most complex of our conditions. The instructions for Fast and Slow, compre-

hension questions, questionnaire, and z-tree files are available upon request from

the authors.



Initial Instructions

Thank you for participating in today’s experiment.

I will read through a script to explain to you the nature of today’s experiment as well as how

to navigate the computer interface with which you will be working. I will use this script to

make sure that the information given in all sessions of this experiment is the same.

In addition to a 10 CHF payment that you receive for your participation, you will be paid an

amount of money that you accumulate from the decision task that will be described to you in

a moment.

In total, the experiment comprises 36 periods of this decision task. At the end of the

experiment, we will randomly select 6 of these periods to count for payment. Your final

payment will consist of the money you accumulate from these 6 periods, plus the

participation payment. The exact amount you receive will be determined during the

experiment and will depend on your decisions and the decisions of others. You will be paid

privately, in cash, at the conclusion of the experiment.

All monetary amounts you will see in this experiment will be denominated in ECU or

Experimental Currency Units. We will convert ECU into CHF at the rate of

4 ECU = 1 CHF.

If you have any questions during the experiment, please raise your hand and wait for an

experimenter to come to you. Please do not talk, exclaim, or try to communicate with other

participants during the experiment. Participants intentionally violating the rules may be

asked to leave the experiment with only their participation payment.

At the beginning of today’s experiment, all participants will be randomly assigned to a 6-

person group. Throughout today’s experiment, you will only interact with the other 5 people

in your group.

Today’s experiment comprises three stages. Before each stage, you will receive the

information necessary for that stage.



Stage 1 (Period 1)

The first stage consists of one period of the decision task, during which you will interact with

the other five people in your group.

The Decision Task

In each period, all participants begin with an endowment of 20 ECU. Each participant then

decides how to allocate his or her 20 ECU between two accounts: a Private Account and a

Common Account. The allocations to the Private Account and the Common Account must

sum to 20 ECU (your total endowment) in each period.

• The Private Account is your personal account. Any ECU that you allocate to this

account belong to you. For every 1 ECU that you allocate to this account, you receive

1 ECU at the end of the period.

• The Common Account is an account that is shared by all the members of the group.

Each ECU allocated to the Common Account is multiplied by 2, and then divided

evenly among the 6 group members. This means that for each ECU allocated to the

Common Account, each group member receives 2/6 = 0.333 ECU at the end of the

period.

Your payoff from one period is thus calculated according to the formula:

Payoff = (20 – Your allocation to Common Account)

+ (2 * Total allocations to Common Account) / 6

The first part of this equation (20 – Your allocation to the Common Account) is what is left in

your Private Account. The second part, (2 * Total allocations to Common Account) / 6, is

your share of the Common Account, after it is multiplied by 2.

We refer to the multiplier 2 as the “return” from the Common Account.

Are there any questions about the decision task?



Example of Payoffs from the Task

The table below presents an example of how the payoffs from the task work. In the example,

3 participants each choose to allocate 20 ECU to the Common Account, and 3 participants

each choose to allocate 0 ECU to the Common Account.

Assume that participants 1, 2, and 3 each put 20 ECU in the Common Account and 0 ECU in

their Private Accounts. Participants 4, 5, and 6 put each 0 ECU in the Common Account and

20 ECU in their Private Accounts. These allocation choices are indicated in columns B and C

in the table.

The total amount in the Common Account is then the sum of all the participants’ allocations

to this account, i.e. 20+20+20+0+0+0=60 ECU (the total in column C). These 60 ECU in the

Common Account are multiplied by the return, 2, which yields a total amount of 120 ECU.

This total amount of 120 ECU is then shared equally among the 6 group members, which

means that each group member receives a share from the Common Account of 20 ECU

(120/6=20, column D) that is part of his or her payoff in this period.

The total payoff for a participant in this period is then what that participant has put in his or

her Private Account, plus his or her share of 20 ECU from the Group Account (columns

B+D).

Participants 1, 2, and 3 thus each receive 20 ECU (0+20=20 ECU), and participants 4, 5, and

6 each receive 40 ECU (20+20=40 ECU),

A B C D E

Participant

Number

Allocation to

Private

Account

Individual

Allocation to

Common Account

Individual Share

from Common

Account

Total Payoff

for Period

1 0 20 20 20

2 0 20 20 20

3 0 20 20 20

4 20 0 20 40

5 20 0 20 40

6 20 0 20 40

Group Total Sum = 60 ECU X 2 = 120 ECU
Sum

= 180 ECU

Are there any questions about this example?



Making a Choice in a Period

All group members decide privately and at the same time on their allocations between the

Private and Common Accounts. You will make your choice by entering it into the computer.

Once everyone has submitted his or her choice in a period, you will see a screen informing

you about the outcome for that period.

Before you make your choice we will briefly describe the information that you will see on

your screen when you make a decision. Click the “Continue” button on your screen now.

You should now see an important part of the screen you will be using to enter your choice. It

is a calculator where you can test your possible payoffs, as a combination of your allocation

to the Common Account and the average amount that the other members of the group allocate

to the Common Account. You do this by entering an amount that you might want to allocate

to the Common Account in the box named “Your Hypothetical Allocation to the Common

Account”, and a possible hypothetical value for the average allocation that you believe the

other 5 group members might make to the Common Account, in the box named “Others’

Hypothetical Average Allocation to the Common Account”. Notice that, since your payoff

depends only on your allocation to the Common Account and on the total allocation to the

Common Account by others, the two numbers that you enter are all you need to calculate

your possible payoff. (This is because the total allocation to the Common Account is equal to

your allocation plus the average allocation by others multiplied by 5.)

After entering these two amounts, you should then click on the “Test” button. You will then

see the resulting hypothetical payoffs in a table similar to the table in the example. Please try

entering two values now.

The columns in the table show allocations to the Private Accounts, allocations to the

Common Account, the sum of allocations to the Common Account (your allocation + 5 * the

average allocation by others), shares of the payment from the Common Account, and the total

payoff in that period. The first row shows your own account allocations and resulting payoff.

The other five rows show the corresponding average amounts for the other participants in

your group. The rows for the other participants are all identical. This is because you only

enter an average allocation for all the other participants together, instead of individual

amounts. Because rows 2 to 6 are all the same, you will see a smaller table later on. You can

see this smaller table below the bigger table on your screen.

You may try as many different values as you would like before making your choice, by

entering different numbers and pressing the “Test” button again. It is important to remember

that the actual average allocation by the other group members may be different than what you

entered as a hypothetical value prior to making your decision. The actual average will be

determined by the allocation choices of the other people in your group.

The payoff calculator will be available to you each time you make an allocation decision.

Please try entering several possible values now, so that you become comfortable with the

interface and with how the payoffs will work. Since your earnings in this experiment will



depend on outcomes in this task, it is important that you understand how the payoffs are

determined. If you are confused, please remember that your payoff from one period is

calculated according to the formula:

Payoff = (20 – Your allocation to Common Account)

+ (2 * Total allocations to Common Account) / 6

When you feel comfortable with the interface and with how payoffs are calculated, please

click “Done”. If you don’t understand how to calculate the payoffs please raise your hand and

an experimenter will come to you.



Stage 2 (Periods 2-11)

The second stage comprises 10 periods. Please pay attention to the instructions, because the

decision task will be a little different for Stage 2.

Subgroups

Based on the allocations in Stage 1, the participants in your group have been divided into two

subgroups, called “H” and “L”.

• Subgroup “H” consists of the 2 participants in your group that allocated the most to

the Common Account in Stage 1.

• Subgroup “L” consists of the 4 remaining participants in your group that allocated the

least to the Common Account in Stage 1.

That is, the two participants in your group who allocated the most to the Common Account in

Period 1 are in one subgroup (“H”), and the four people who allocated the least to the

Common Account in Period 1 are in the other subgroup (“L”). If there are two or more

identical allocations, these ties will be broken randomly. You will be informed about your

group membership on your screen.

During Stage 2, the participants interact only with the members of their subgroup. Therefore,

if you belong to the “H” subgroup, you will interact with 1 other participant. If you belong to

the “L” subgroup, you will interact with 3 other participants. The Common Account will be

replaced by two separate Accounts, one Common Account for the “H” subgroup and one

Common Account for the “L” subgroup. Only the allocation choices of the other members of

your subgroup will affect your payoff.

The Return for the Common Account

As before, in each period, all participants start with an endowment of 20 ECU and make a

decision regarding how to allocate this sum between a Private Account and a Common

Account for their subgroup. Each ECU allocated to your Private Account generates a payoff

of 1, as before. However, each ECU allocated to the subgroup’s Common Account is no

longer multiplied by 2. Instead, the return for allocations to the Common Account varies with

the number of participants in the subgroup, as indicated in the Table below.

• In a subgroup with 2 people, as in the “H” subgroup, the return for allocations to the

subgroup’s Common Account is 1.312. This means that every ECU allocated to the

Common Account yields 1.312 ECU. This return is then divided evenly between the 2

people in the subgroup, yielding a per-person payoff of 1.312/2 = 0.656 ECU for

every ECU allocated to the Common Account.





Stage 3 (Periods 12-36)

This stage lasts 25 periods. This is the final stage of the experiment, meaning that after the

next 25 periods, the experiment will end.

The first 3 periods of Stage 3 (periods 12-14) will proceed identically to Stage 2. In these 3

periods, the 2 subgroups “H” and “L” will interact separately in the same manner as in Stage

2. The payoffs in a period will be determined exactly as in Stage 2.

Movement from Subgroup “L” to Subgroup “H”

Beginning with Period 15 and until Period 21, in each period, participants may be able to

move permanently from subgroup “L” to subgroup “H”.

How many participants move in a period, if any, will be determined by a vote among those

participants who are already in the “H” subgroup. That is, at the beginning of each period,

from Period 15 to Period 21, members of subgroup “H” will decide, by voting, how many

participants from subgroup “L” to move permanently into their group.

Voting will take place before participants make their allocation decisions in a period, and will

determine the sizes of the 2 subgroups for that period. Voting will continue either until Period

21 or until there are no participants left in the subgroup “L”.

Whenever members in the subgroup “H” vote to move participants from the “L” subgroup

into the “H” subgroup, a random draw will select which participants actually move, so that

moving does not depend on allocations made in previous periods. This means that in a period

in which there is movement from subgroup “L” to subgroup “H”, each participant in

subgroup “L” is equally likely to move to subgroup “H”.

Voting by Subgroup “H” Members

The voting is done such that, at the beginning of a period, each participant in subgroup “H”

indicates the number of participants that he or she wants to move from the “L” subgroup into

the “H” subgroup. The actual number of participants who move is based on the median

(middle) vote, and if the “High” subgroup consists of an even number of participants, the

actual number is decided by the average of the middle pair of votes, randomly rounded to one

of the nearest integers (whole numbers).



Specifically,

• If subgroup “H” consists of 2 participants at the beginning of any period when there is

voting, like in Period 15, each of these 2 participants indicates a number between 0 and 4

(since there are 4 participants in “L” subgroup at the beginning of that period). If the two

“High” group members select the same number, then this will be the number of

participants who move from the “L” to the “H” subgroup. If they select different

numbers, the average of the two numbers will be used. If the average is not an integer

(whole number), it will be rounded to one of the nearest integers.

Example: If the two votes are: 1 and 4, then the average is 2.5, meaning that either 2 or 3

participants move (the exact number is determined at random).

• If subgroup “H” consists of 3 participants at the beginning of any period when there is

voting, each of these 3 participants indicates a number between 0 and 3 (since there are 3

participants in the “L” subgroup at the beginning of that period). The number of

participants that moves is decided by the median (middle) vote.

Example: If the three votes are: 1, 2 and 2, then the middle vote is 2, meaning that 2

participants move.

• If subgroup “H” consists of 4 participants at the beginning of any period where there is

voting, each of these 4 participants indicates a number between 0 and 2 (since there are 2

participants in the “L” subgroup at the beginning of that period). The number of

participants that moves is decided by the average of the middle pair of votes, again if

necessary randomly rounded to one of the nearest integers.

Example: If the four votes are: 0, 1, 2 and 2, then the average of middle votes is 1.5,

meaning that either 1 or 2 participants move (the exact number is determined at random).

• Finally, if subgroup “H” consists of 5 participants at the beginning of any period when

there is voting, each of these 5 participants indicates the number 0 or 1 (since there is

only 1 participant left in the “L” subgroup at the beginning of that period). Whether the

one participant moves into the “H” subgroup is decided by the median (middle) vote,

which in this case is also the vote selected by the majority.

Example: If the five votes are: 0, 0, 0, 1 and 1, then the middle vote is 0, meaning that the

participant does not move.

Using this voting system, each participant does best by specifying the actual number of

participants that he or she wants to move into the “H” subgroup. That is, there is no reason to

try to manipulate your vote.

Each period from 15 to 21 starts by a vote, as long as there are participants left in the “L”

subgroup. Following Period 21, the group or subgroups will remain fixed for the duration of

the experiment, which lasts for an additional 15 periods, until Period 36. Should all



participants have moved from the “L” subgroup to the “H” subgroup before Period 21, the

experiment continues until period 36 with all 6 participants in the “High” subgroup.

The Return for the Common Account

The return for allocations made to the Common Account in a period depends as in previous

stages on the size of the (sub)group (See table below).

Number of participants in (sub)group 6 5 4 3 2 1

Return for allocations to Common Account 2.000 1.800 1.620 1.458 1.312 –

Per-person return 0.333 0.360 0.405 0.486 0.656 –

A situation may arise in which there is only one participant in subgroup “L”. In this case,

there is no Common Account for subgroup “L” and this participant’s 20 ECU endowment is

automatically allocated to the Private Account. The single participant in subgroup “L” does

not make any decision in this case and his or her period payoff is automatically set to 20

ECU.

As in the previous periods, you will receive the information necessary for your choice before

each allocation or voting decision. For those periods in which you have to vote, the payoff

calculator will let you test different payoffs for different group sizes. In addition to the payoff

calculator, the choice screen also informs you about the subgroup to which belong, the

number of participants in your subgroup, and the return on allocations to the Common

Account. The screen also contains full information on previous average allocations for the

relevant group or subgroups.

If you have any questions about Stage 3, please raise your hand and the experimenter will

come to you.


