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Abstract

This paper integrates a number of recent themes in the literature on bank-
ing and asset markets—optimal risk sharing, limited market participation,
asset-price volatility, market liquidity, and financial crises—in a general-
equilibrium theory of the financial system. A complex financial system com-
prises both financial markets financial institutions. Financial institutions
can take the form of intermediaries or banks. Banks, unlike intermediaries,
are subject to runs, but crises do not imply market failure. We show that
a sophisticated financial system—a system with complete markets for ag-
gregate risk and limited market participation—is incentive-efficient, if the
institutions take the form of intermediaries, or else constrained-efficient, if
they take the form of banks. We also consider an economy in which the
markets for aggregate risks are incomplete. In this context, there is a role
for prudential regulation: regulating liquidity can improve welfare.



1 Markets, intermediaries and crises

Financial crises in Southeast Asia, Russia, and elsewhere have revived inter-
est in the theory of financial crises. To understand the origins of financial
crises, we need to study complex, decentralized, financial systems compris-
ing both financial markets and financial institutions.! For the most part,
first-generation models of financial crises, beginning with Bryant (1980) and
Diamond and Dybvig (1983), analyze the behavior of a single representative
bank, are partial equilibrium in nature, and consist of a contracting problem
followed by a coordination problem.> We have two objectives in this paper:

e to develop a model of a complex financial system in which there is a
role for both financial institutions and financial markets;

e and to provide a microeconomic welfare analysis of financial crises and
optimal stabilization policy.

We combine recent developments in the theory of banking with further
innovations to model a complex financial system. The model has several
interesting features.

'Tn this paper we use the term “financial markets” narrowly to denote markets for
securities. Other authors have allowed for markets in which mechanisms are traded (e.g.,
Bisin and Gottardi (2000)). We prefer to call this intermediation. Formally, the two
activities are similar, but in practice the economic institutions are quite different.

2First generation models of financial crises were developed in the 1980s, beginning
with seminal work on bank runs by Bryant (1980) and Diamond and Dybvig (1983).
Important contributions were also made by Chari and Jagannathan (1988), Chari (1989),
Champ, Smith, and Williamson (1996), Jacklin (1986), Jacklin and Bhattacharya (1988),
Postlewaite and Vives (1986), Wallace (1988; 1990) and others. Theoretical research on
speculative currency attacks, banking panics, the role of liquidity and contagion have
taken a number of approaches. One is built on the foundations provided by early research
on bank runs (e.g., Diamond (1997), Allen and Gale (1998; 1999; 2000a; 2000b), Chang
and Velasco (1998a; 1998b)), Diamond and Rajan (2000) and Peck and Shell (1999)).
Other approaches include those based on macroeconomic models of currency crises that
developed from the insights of Krugman (1979), Obstfeld (1986) and Calvo (1988) (see,
e.g., Corsetti, Pesenti, and Roubini (1999) for a recent contribution and Flood and Marion
(1999) for a survey), game theoretic models (see Morris and Shin (1998), Morris (2000)
and Morris and Shin (2000) for an overview), amplification mechanisms (e.g., Cole and
Kehoe (1995) and Chari and Kehoe (2000) ) and the borrowing of foreign currency by
firms (e.g., Aghion, Bacchetta and Banerjee (2000)).



It introduces institutions into a general-equilibrium theory of markets.
Just as general-equilibrium theory tends to ignore financial institutions,
the theory of banking largely ignores markets. In order to understand
the operation of complex, decentralized, financial systems we need to
integrate the theory of banking with the theory of asset markets.

It endogenizes the cost of liquidation. Most of the literature, following
Diamond and Dybvig (1983), assumes the existence of a technology
for liquidating projects. Here we assume that a financially distressed
institution sells assets to other institutions. This realistic feature of
the model has important implications for welfare analysis. Ex post,
liquidation does not entail a deadweight cost because assets are merely
transferred from one owner to another. Ex ante, liquidation can result
in inefficient risk sharing, but only if markets for hedging the risk are
incomplete.

It allows for a more general specification of the economic environment,
thus allowing us to test the robustness of results obtained using the
more specialized models of the banking literature. In particular, it
allows us to test robustness to the introduction of financial markets.

It allows for interaction between liquidity and asset pricing. In par-
ticular, there is a role for cash-in-the-market pricing (Allen and Gale,
1994). The asset market is comprised of financial institutions and their
portfolio choices collectively determine how much liquidity is available
in the market. For the individual institution, however, the market is
a source of liquidity, because the institution can liquidate long-term
assets by selling them to the market.

It allows us to analyze the regulation of the financial system using the
standard tools of welfare economics. Instead of asking how the central
bank can achieve stability or control interest rates, which indirectly af-
fect welfare, we directly analyze how the policy achieves microeconomic
efficiency or impacts social welfare.

It has important implications for the positive analysis of the financial
system, e.g., the role of “mixed” equilibria in which identical banks
choose very different risk strategies.



For a long time economic thinking on crises has taken it as axiomatic
that crises are best avoided. Recently, there has been some re-thinking of
this axiom. This new thinking may be compared to the “fail safe” principle
in automobile design. Since we know that accidents will happen, we design
cars so that they crumple evenly, preventing secondary collisions that are
often more damaging to the occupants than the initial collision. Wouldn’t
it be better to design our financial systems to be “fail safe”, so that if an
“accident” happens it doesn’t cause unnecessary havoc? We have argued in
a number of places that the welfare cost of financial crises is associated with
inefficient liquidation of assets and suboptimal risk sharing, and not with
crises per se (e.g., Allen and Gale, 1998). Hellwig (1994) makes a similar
point when arguing that non-contingent deposit contracts misallocate risk
across different classes of depositors.

Another cost of government intervention is the distortion it causes to the
normal functioning of the financial system. Financial institutions and finan-
cial markets exist to facilitate the efficient allocation of risks and resources.
A policy that aims to prevent financial crises has an impact on the normal
functioning of the financial system. One of the advantages of a microeco-
nomic analysis of financial crises is that it clarifies the costs associated with
these distortions.

More generally, we argue that positive analysis (what causes crises? what
happens when a crisis occurs?) needs to be complemented by normative
analysis (what is the optimal policy towards crises? what is the optimal in-
stitutional structure when crises can occur?). Macroeconomic analyses have
often focused on mistakes in government policy. A microeconomic approach
emphasizes how the financial system works and why and presents crises as
one aspect of a general account of financial activity. Welfare-oriented ques-
tions about the optimal design of financial systems and the nature of an
optimal policy are naturally posed in a microeconomic framework.

Following Diamond and Dybvig (1983), we model financial institutions
as providers of liquidity and risk sharing. We distinguish between interme-
diaries, which can offer general, incentive-compatible, risk-sharing contracts,
and banks, which can only offer demand deposits. Banks are subject to runs,
whereas intermediaries are not. However, this is not a source of market fail-
ure. We can show that a sophisticated financial system provides optimal
liquidity and risk sharing. A financial system is “sophisticated” if markets
for aggregate risks are complete and market participation is incomplete. Ef-
ficiency does not depend on whether financial institutions are intermediaries
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or banks. So there is a role for crises even in an efficient world.

Bordo (2000) observes that, historically, financial crises have caused ex-
tensive disruption to the economies in which they occurred. The same is
true today in emerging markets. However, advanced economies have re-
cently experienced crises that caused far less disruption. Why is this? One
explanation is the growing sophistication of the financial systems in ad-
vanced economies. Financial markets allow institutions to implement so-
phisticated risk-management strategies that replicate the effect of general,
incentive-compatible, risk-sharing contracts and thus avoid the costs of the
non-contingent contracts that characterized the financial system in the past.

Historical evidence suggests that central banks have been important in
controlling financial crises. This raises the question: What can the central
bank or the government do that private institutions and the market cannot
do? Our efficiency theorem assumes that markets for aggregate risk are
complete. Missing markets may provide a role for government intervention.
So, one interpretation of the efficiency theorem is that central banks serve
as a substitute for missing markets. In that case, Bordo’s observation can
be explained by the increasing sophistication of the techniques of central
banking.

One distinctive feature of our approach is that we focus on essential crises.
Following Allen and Gale (1998), we call a crisis essential if, for certain pa-
rameter values, every equilibrium of the model is characterized by a crisis.
Restricting attention to situations in which crises are essential gives the the-
ory greater predictive power. Another view, following Bryant (1980) and
Diamond and Dybvig (1983), emphasizes the existence of multiple equilibria.
For a given set of parameter values, there exist equilibria with and without
crises. One view is that equilibrium selection is a matter of market “psychol-
ogy”. Morris and Shin (1998) have argued to the contrary that asymmetric
information leads to a unique equilibrium selection. In either case, weak fun-
damentals alone are not sufficient for a crisis; but, in the presence of weak
fundamentals, crises can be triggered by self-fulfilling expectations.

The rest of the paper is organized as follows. Section 2 describes the
primitives of the model. Section 3 explores the welfare properties of liquidity
provision and risk sharing in the context of an economy with a sophisticated
financial system in which institutions take the form of general intermediaries.
Section 4 extends this analysis to an economy with a sophisticated financial
system in which institutions take the form of banks. Section 5 shows that
incomplete participation is critical for the optimality results achieved in the
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previous two sections. In Section 6 we analyze a simplified version of the
economy with incomplete markets. We characterize conditions under which
laisser-faire provision of liquidity is inadequate and show that government
intervention is potentially Pareto-improving. Finally, in Section 7, we discuss
a number of examples to illustrate and develop interesting aspects of the
theory. Some of the proofs are gathered together in Section ?7.

2 The basic economy

There are three dates t = 0,1, 2 and a single good at each date. The good is
used for consumption and investment.

The economy is subject to two kinds of uncertainty. First, individual
agents are subject to idiosyncratic preference shocks, which affects their de-
mand for liquidity (these will be described later). Second, the entire economy
is subject to aggregate shocks that affect asset returns and the cross-sectional
distribution of preferences. The aggregate shocks are represented by a finite
number of states of nature, indexed by n € H. At date 0, all agents have a
common prior probability density v(n) over the states of nature. All uncer-
tainty is resolved at the beginning of date 1, when the state 7 is revealed and
each agent discovers his individual preference shock.

Each agent has an endowment of one unit of the good at date 0 and no
endowment at dates 1 and 2. So, in order to provide consumption at datesl
and 2, they need to invest.

There are two assets distinguished by their returns and liquidity structure.
One is a short-term asset (the short asset), and the other is a long-term asset
(the long asset). The short asset is represented by a storage technology: one
unit invested in the short asset at date t = 0, 1 yields a return of one unit at
date t + 1. The long asset yields a return after two periods. One unit of the
good invested in the long asset at date 0 yields a random return of R(n) > 1
units of the good at date 2 if state n is realized.

Investors’ preferences are distinguished ex ante and ex post. At date
0 there is a finite number n of types of investors, indexed by i = 1,...,n.
We call i an investor’s ex ante type. An investor’s ex ante type is common
knowledge and hence contractible.. The measure of investors of type i is
denoted by u; > 0. The total measure of investors is normalized to one so

While investors of a given ex ante type are identical at date 0, they receive



a private, idiosyncratic, preference shock at the beginning of date 1. The date
1 preference shock is denoted by #; € ©,, where O, is a finite set. We call
0; the investor’s ex post type. Because 6; is private information, contracts
cannot be explicitly contingent on 6;.

Investors only value consumption at dates 1 and 2. An investor’s prefer-
ences are represented by a von Neumann-Morgenstern utility function u;(cq, c2; 6;),
where ¢; denotes consumption at date ¢ = 1,2. The utility function wu;(-;6;)
is assumed to be concave, increasing, and continuous for every type 6;. Di-
amond and Dybvig (1983) used the idea of a preference shock 6; to model
liquidity preference.

The probability of being an investor of type (i, 6;) conditional on state n
is denoted by X;(6;,1) > 0. The probability of being an agent of type i is y,.
Consistency therefore requires that

> Xi(6i,n) =,y € H.
0;

By the usual “law of large numbers” convention, the cross-sectional distrib-
ution of types is assumed to be the same as the probability distribution A.
We can therefore interpret \;(6;,n) as the number of agents of type (i,0;) in
state 7).

3 Optimal intermediation

In this section we assume that financial institutions take the form of general
intermediaries. Each intermediary offers a single contract and each ex ante
type is attracted to a different intermediary.

One can, of course, imagine a world in which a single “universal” inter-
mediary offer contracts to all ex ante types of investors. A universal interme-
diary could act as a central planner and implement the first-best allocation
of risk. There would be no reason to resort to markets at all. Our world
view is based on the assumption that transaction costs preclude this kind
of centralized solution and that decentralized intermediaries are restricted in
the number of different contracts they can offer. This assumption provides
a role for financial markets in which financial intermediaries can share risk
and obtain liquidity.

At the same time, financial markets alone will not suffice to achieve op-
timal risk sharing. Because individual economic agents have private infor-
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mation, markets for individual risks are incomplete. The markets that are
available will not achieve an incentive-efficient allocation of risk. Intermedi-
aries, by contrast, can offer individuals incentive-compatible contracts and
improve on the risk sharing provided by the market.

In the Diamond-Dybvig (1983) model, all investors are ex ante identical.
Consequently, a single representative bank can provide complete risk sharing
and there is no need for markets to provide cross-sectional risk sharing across
banks.

Allen and Gale (1994) showed that differences in risk and liquidity pref-
erences can be crucial in explaining the behavior of asset markets. This is
another reason for allowing for ex ante heterogeneity.

3.1 Markets

At date 0 investors deposit their endowments with an intermediary in ex-
change for a general risk sharing contract. The intermediaries have access
to a complete set of Arrow securities markets at date 0. For each aggregate
state 1) there is a security traded at date 0 that promises one unit of the good
at date 1 if state n is observed and nothing otherwise. Let ¢(n) denote the
price of one unit of the Arrow security corresponding to state 7, that is, the
number of units of the good at date 0 needed to buy one unit of the good in
state n at date 1.

All uncertainty is resolved at the beginning of date 1. Consequently there
is no need to trade contingent securities at date 1. Instead, we assume there
is a spot market and a forward market for the good at date 1. The good at
date 1 is the numeraire so p;(n) = 1; the price of the good at date 2 for sale
at date 1 is denoted by pa(n), i.e., pa(n) is the number of units of the good
at date 1 needed to purchase one unit of the good at date 2 in state n. Let
p(n) = (p1(n), p2(n)) = (1,p2(n)) denote the vector of goods prices at date 1
in state 7.

Note that we do not assume the existence of a technology for physically
liquidating projects. Instead, we follow Allen and Gale (1998) in assuming
that an institution in distress sells long-term assets to other institutions.
From the point of view of the economy as a whole, the long-term assets
cannot be liquidated—some one has to hold them.



3.2 Intermediation mechanisms

Investors participate in markets indirectly, through intermediaries. An inter-
mediary is a risk-sharing institution that invests in the short and long assets
on behalf of investors and provides them with consumption at dates 1 and 2.
Intermediaries use markets to hedge the risks that they manage for investors.

Each investor of type i gives his endowment (one unit of the good) to
an intermediary of type ¢ at date 0. In exchange, he gets a bundle of goods
z;(0;,m) € R% at dates 1 and 2 in state 7 if he reports the ex post type 6;. In
effect, the function z; = {x;(0;,n)} is a direct mechanism that maps agents’
reports into feasible consumption allocations.?

A feasible mechanism is incentive-compatible. The appropriate definition
of the incentive-compatibility constraint depends on whether the agents can
use the short asset to store the good from the first date to the second. If not,
then we can assume that an agent who reports 6; in state n will consume
xz(él,n) Incentive compatibility simply says that an agent does not gain
from misrepresenting his type:

In other words, it is optimal for an investor to report his ex post type 6; truth-
fully in each state n at date 1. Let X; denote the set of incentive-compatible
mechanisms when the storage technology is not available to agents.

Alternatively, we can assume that agents can use the short asset to save
the good from date 1 to date 2. Suppose that the agent receives a consump-
tion bundle z;(0;,n) from the intermediary. By saving, he can obtain any
consumption bundle ¢ € R? such that

2 2
1 < mil(eivn)v th < let(glvn) (2)
t=1 t=1

Let C(z;(0;,n)) denote the set of consumption bundles satisfying (2). The
maximum utility that can be obtained from the consumption bundle z;(6;,n)

3 A director mechanism is normally a function that assigns a unique outcome to each
profile of types chosen by the investors. In a symmetric direct mechanism, the outcome
for a single investor depends only on the individual’s report and the distribution of reports
by other investors. In a truth-telling equilibrium, the reports of other investors is given
by the distribution A(-,7) so a symmetric direct mechanism should properly be written
i (0, A\(,m),n) but since \(-,n) is given as a function of 7 there is no loss of generality in
suppressing the reference to A\(-, ).



by saving is denoted by wu}(z;(0;,n), 6;) and defined by
u; (z:(0:,m),6;) = sup{u;(c,0;) : c € C(x:(0;,7m))} .

Then the incentive constraint with saving can be written by replacing u;(+)
with uf(-) in (1):

~

Notice that by placing w;(-) on the left hand side of (3), we ensure that
even a truth-telling agent will not want to save outside of the intermediary.
There is no loss of generality in this restriction, since the intermediary can
tailor the timing of consumption to the agent’s needs. Let X denote the
set of incentive-compatible mechanisms when the depositor has access to
the storage technology. In what follows we state results for the case where
depositors do not have access to the storage technology, but all of these
results remain valid if X; is replaced by X;.

3.3 Equilibrium

Competition and free entry force the intermediaries to maximize the welfare
of the typical depositor.

Recall that each intermediary issues a single contract and serves a single
ex ante type of investor. We denote by i the representative intermediary that
trades with the ex ante investor type i. The representative intermediary ¢
takes in deposits of p, units of the good at date 0 and invests in y; > 0 units
of the short asset and p, —y; > 0 units of the long asset. In exchange it offers
depositors an incentive-compatible mechanism x;. Given the prevailing prices
(p,q), the choice of mechanism z; and investment portfolio y; must satisfy
the budget constraint:

> am) Y A6, mp(n) - x:(6:,m) <> am)p(n) - (v, (s — vi) R(n)). (4)

n

In state 7, the cost of goods given to investors who report 6; is p(n) - z;(0;, 1)
and there are A(#;,n) such agents, so summing across ex post types 0; we
get the total cost of the mechanism in state 1 as Y, A(60s,7)p(n) - 2:(0:,7).
Multiplying by the cost of one unit of the good at date 1 in state n and
summing over states n gives the total cost of the mechanism, in terms of



units of the good at date 0, as the left hand side of equation (4). The right
hand side is the total value of investments by the intermediary. In state 7
the short asset yields y; units of the good at date 1 and the long asset yields
(1; — y;)R(n) units of the good at date 2 so the total value of the portfolio
is p(n) - (v, (; — yi)R(n)). Multiplying by the price of a unit of the good
at date 1 in state n and summing across states gives the total value of the
investments by the intermediary, in terms of units of the good at date 0.
An intermediated allocation specifies an incentive-compatible mechanism
x; and a feasible portfolio y; for each representative intermediary i = 1,...,n
An intermediated allocation {(z;,v;)} is attainable if it satisfies the market-
clearing conditions at dates 1 and 2, that is, for each intermediary 1,

ZZ&(@i,n)xn(@i,n) < Zyi,vn (5)

and

ZZA 1777 le 91:77) + Ti2 91:77 Zyz Yi R(ﬁ) vn. (6)

Condition (5) says that the total consumption at date 1 in each state  must
be less than or equal to the supply of the good (equals the amount of the
short asset). Condition (5) is an inequality because it is possible to transform
an excess of the short asset at date 1 into consumption at date 2. Condition
(6) says that the sum of consumption over the two periods is equal to the
total returns from the two assets. Alternatively, we can read this as saying
that consumption at date 2 is equal to the return on the long asset plus
whatever is left over from date 1.

A pure intermediated equilibrium consists of a price system (p, q) and an
attainable allocation {(x;,y;)} such that, for every intermediary i, the choice
of mechanism x; and portfolio y; solves the decision problem

max Y >, A0, n)ui(zi(0:,m), 0:)
s.t. ;e Xy
>0 A1) g, MO, m)p(n) - zi(0s,m) < 32, a(m)p(n) - (yi, (s — yi) R(n))-
(7)
In this specification, we assume that the definition of incentive compatibility
is given by X;. Competition and free entry force intermediaries to maximize
the welfare of the typical depositor.
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In a pure equilibrium, we assume that all intermediaries serving type ¢
choose the same portfolio and contract. To ensure the existence of equilib-
rium, we need to allow for the possibility that intermediaries of type i make
different choices. A mized allocation is defined by a finite set of numbers
{p’} and allocations {(z7,%?)} such that p’ > 0 and >/ =1 A mixed
allocation is attainable if the mean {(z;,v;)} = 3, p’ {(z],y])} satisfies the
market-clearing conditions (5) and (6). Note that {(z;,y;)} may not be an
allocation: even if each (:vf ,yf ) belongs to X; the mean (z;,y;) may not
because the set X; is not convex.

A mized intermediated equilibrium consists of a price system (p, ¢) and a
mixed attainable allocation {( B x{ , yf ) } such that for every intermediary ¢,

and every subgroup j, the choice (27,y]) solves the decision problem (7).

AssumMPTION 1: (Non-empty interior) For any ex ante type i = 1,...,n, for
any consumption bundle x; € X; and price system p € P, and for any € > 0,

either
Zp(ﬁ) : (Z A(&i,n)xi(ei,n)> =0

or there exists a bundle x; within a distance ¢ of z; such that

Zp(n)- (Z A(@Wﬂi‘(@ﬂ?)) < Zp(n)- (Z A(@W)%‘(@W)) :

Theorem 1 Under the maintained assumptions, if Assumption 1 is satisfied,
there exists a mized intermediated equilibrium.

A pure equilibrium is a special case of a mixed equilibrium, but there is no
guarantee that pure equilibria exist. In fact, we show in Section 7 that pure
equilibria fail to exist in straightforward cases. Mixed equilibria are interest-
ing in their own right. Among other things, they demonstrate the efficiency
of having ex ante identical banks choose different risk strategies. They also
illustrate another dimension of risk taking behavior. Two economies may ap-
pear similar in terms of the average level of risk in intermediaries’ portfolio,
but one may have every bank choosing a moderate level of risk while in the
other most banks choose a very safe strategy while a few choose an extremely
risky one. The behavior of the two economies may be very different.
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For some purposes it is useful to interpret a mixed intermediated equilib-
rium as a pure intermediated equilibrium with a different set of ex ante types.
Let (7, 7) denote the new ex ante sub-type consisting of investors in the sub-
group j of ex ante type ¢ and let p,; = ¢’ 11; denote the measure of investors in
the new ex ante type (4, 7). Notice that we have to define a distinct economy
for every mixed intermediated equilibrium. This is because the weights p,;
depend on the endogenous variables p’. In a mixed equilibrium, all agents
of given ex ante type i receive the same expected utility. Thus, the expected
utility of sub-type (i,j) is the same as the expected utility of type (i, )
for any given type i. Taking the weights {4,;} as given, we might be able
to find other pure equilibria of the artificial economy, but they would not
necessarily be mixed equilibria of the original economy, because they would
not necessarily satisfy this equilibrium condition. For most purposes, this is
not an issue, so without loss of generality we can restrict attention to pure
equilibria.

3.4 Efficiency

Whichever definition of intermediated equilibrium we choose, that is, whether
we choose X; or X as the set of incentive-compatible contracts, we can show
that the equilibrium allocation is incentive-efficient. An attainable allocation
(x,y) = {(zi,y:)} is incentive efficient if there does not exist an attainable
mixed allocation { (o7, ! )} such that

ZZA 0s, n)ui(x](05,m), >ZZ>\9“”U’ i(0:,n), 0;)

for every (i, j) with strict inequality for some (i, 7). (This definition differs
from Pareto efficiency only to the extent that we restrict attention to the
incentive-compatible mechanisms z; € Xj;).

In order to prove the incentive-efficiency of equilibrium, we need an ad-
ditional regularity condition:

AssumMPTION 2: (Local non-satiation) For any ex ante type i = 1,...,n, for
any mechanism x; € X;, and for any € > 0, there exists a mechanism z; € X;
within a distance € of z; such that

ZZ)\(Q“’I])Uz 91,77 ZZA 91;77 uz Z; 91777) 9 )
n 6
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Remark: This assumption is the counterpart of the non-satiability assump-
tions used in the classical theorems of welfare economics. It requires more
than the non-satiability of each ex post type’s utility function, u;(-,6;), how-
ever because the incentive constraints must be satisfied also. To illustrate
the meaning of Assumption 2, consider the following example. There are two
ex post types 0; = 1,2 with utility functions u;(c, 1) and u,(c,2). The utility
function are defined as follows:

ui(c, 1) = c1 + ¢y,

ui(c,2) =1+ ifeg +e2 <1

and for any utility level u > 1, we denote the indifference curve consisting of
the locus of consumption bundles yielding « to an agent of type 6, = 2 by
I;(u,2) and define it by putting

L(@,2) = {(cl,cg) _ ((1 —a)“T“,au) 0<a< 1}.

Notice that both types have linear indifference curves, but their indifference
curves have different slopes at consumption bundles ¢ = (¢, ¢y) such that
¢1 + c3 > 1. Now consider an incentive-compatible mechanism z; satisfying
z;(1,n) = (1,0) and x;(2,n) = (0,1). Both incentive constraints (1) are just
satisfied. Any mechanism z/ that is e-close to z; and makes type ¢ better
off ex ante must make at least one of the ex post types better off and the
incentive constraint then requires that the other ex post type be better off
too. In other words, both of the consumption bundles z(1,7n) and z}(2,n)
must lie above the line ¢; +c¢, = 1. Above the line ¢; +¢, = 1, the two ex post
types have linear indifference curves and the indifference curve of type 2 is
steeper than that of ex post type 1. Since z}(6;, 1) is very close to z;(0;,n) for
0; = 1,2 at least one type #; must envy the other. Thus, local non-satiation
is not satisfied.

Theorem 2 Under the maintained assumptions, if (p,q,x,y) is an interme-

diated equilibrium and Assumption 2 is satisfied, then the allocation (x,vy) is
incentive-efficient.
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Proof. See Section ?7. B

Remark: The definition of incentive efficiency used here assumes that each
investor of type i has been assigned to group (7, j) when we make the welfare
comparison between the two allocations. A weaker requirement, leading to
a stronger notion of incentive efficiency, assumes that investors of type ¢
are randomly assigned to subgroups (i,j) and identifies their welfare with
their expected utility before assignment. In that case, the payoffs in the
inequality above would be multiplied by p’ and summed over subgroups (3, 7)
for each i. Jensen’s inequality implies that the theorem remains true with
this definition. However, if we want to take this approach, then we should
really define incentive efficiency in terms of the true ex ante types, not the
ex ante types of the artificial economy.

Theorem 2 is in the spirit of Prescott and Townsend (1984a, b), but the
present model takes the decentralization of the incentive-efficient allocation
a step further. Markets are used in Prescott and Townsend (1984a, b) to
allocate mechanisms to agents at the first date. After the first date all trade is
intermediated by the mechanism. Here, markets are also used for sharing risk
and for intertemporal smoothing and intermediaries are active participants
in markets at each date.

Remark: The incentive-efficiency of equilibrium is in marked contrast to
the results in Bhattacharya and Gale (1986). The difference is explained by
the informational assumptions. In the model above, there is no asymmetry of
information in financial markets. Once the state 7 is observed, all aggregate
uncertainty is resolved. The distribution of ex post types in each intermediary
is a function of 17 and hence becomes common knowledge once 7 is revealed.
Trading Arrow securities at date 0 is sufficient to provide optimal insurance
against all aggregate shocks at date 1. In Bhattacharya and Gale (1986), by
contrast, an intermediary’s true demand for liquidity is private information
at date 1. Markets for Arrow securities cannot provide incentive-efficient
insurance against private shocks.

While symmetry of information in financial markets is a useful bench-
mark, one can easily imagine circumstances in which intermediaries have
private information, for example, the intermediary knows the distribution
of ex post types among its depositors, but outsiders do not. In that case,
providing incentive-efficient insurance to the intermediaries would require
us to supplement markets for Arrow securities with an incentive-compatible
insurance mechanism, as in Bhattacharya and Gale (1986).

14



4 Optimal banking

In the benchmark model defined in Section 3, intermediaries use general,
incentive-compatible contracts. In reality, we do not observe such complex
contracts. In this section, we assume that financial institutions take the form
of banks, which are required to use demand deposit contracts.

The use of demand deposits reduces welfare for two reasons. First, it
distorts the intermediaries’ choice of the investment portfolio and the risk
sharing contract. Second, it leads to the possibility of bank runs, which
cause further distortion of risk sharing through premature liquidation of bank
assets. However, there is no market failure. Our model treats the use of
deposit contracts as a constraint on banks, the result of transaction costs,
legal restrictions, asymmetric information or problems of verifiability. As
long as the government is subject to similar restrictions, it cannot do better.
In fact, we can show that, under the maintained assumptions, the allocation
of risk sharing is constrained-efficient. This is a very strong result. The use
of demand deposits may reduce welfare compared to the benchmark model
with unrestricted (incentive-compatible) contracts, but it does not provide a
rationale for government regulation or intervention.

In the original Diamond-Dybvig model, there is no aggregate (intrinsic)
uncertainty and a deposit contract is interpreted to be a promise to pay a
fixed amount d; at date t. More generally, a deposit contract offers investors
a fixed one-period rate of return on the amount of the good left on deposit.
When there is aggregate uncertainty, the interest rate on deposits changes
over time in response to new information. As a result, depositors face un-
certainty from two sources. First, the rate of return promised at date 1 is
contingent on the aggregate state n and appears stochastic from the point
of view of date 0. Second, the bank may be unable to make the payment
promised at date O either because the returns to the long asset are too low
or the liquidity demands of the depositors are too great.

An investor of type i deposits his endowment of one unit of the good with
the bank at date 0. In exchange, he is promised a fixed return of 7 at date
1. He can withdraw any amount between 0 and 7,y at date 1. The one-period
interest rate is reset at date 1 after the true state n is observed. Whatever
is left in the account between date 1 and date 2 will earn a fixed return of
ri1(n). In the event that the bank cannot make the promised payment 7y at
date 1, the value of the deposit at date 1 is denoted by r;o(n) < .

If the bank (partially) defaults on its promised payments, then it must
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liquidate all of its assets in order to make the maximum possible payment
to the investors at date 1. It follows that all the investors will withdraw
the maximum amount at date 1 and use the short asset to allocate their
consumption optimally over the remaining dates t = 1,2. Note that the
value of the bank’s assets is determined by the market prices, independently
of any liquidation decision. By contrast, in the model of Diamond and Dybvig
(1983), goods are actually used up in the process of liquidating the long
asset. Here, the only cost, ex post, arises from the fact a bank default
excludes depositors from using the asset market to provide consumption at
date 2. This may result in a distortion of intertemporal marginal rates of
substitution.

Note also that unlike the case of general intermediaries, where it was
largely a matter of indifference whether we allowed investors to hold the short
asset, here it is essential to allow investors to do so. If a bank closes down at
date 1, the only way for investors to provide themselves with consumption
at date 2 is to hold the short asset.

The foregoing considerations are summed up in the following definition.
A deposit contract is defined by a contingent payment schedule w; : H — R
and a price schedule 7; : H — [0, 1] satisfying the constraint

wi(n) < w; = mgxwi(ﬁ) = [mi(n) =1]. (8)

At date 1 in state 7, the investor is offered a choice from the budget set

{ceRL: (Limn) c<wn)}

where ¢ = (c1,¢9) is the consumption vector. The restriction m;(n) < 1
reflects the fact that investors have access to the short asset. If the return
promised by the bank were less than the return on the short asset, investors
would simply take the entire amount w;(n) out of the bank and invest it
in the short asset. Thus, there is no loss of generality in assuming that, in
the previous notation, r;;(n) > 1 or, in the current notation, m;(n) < 1. In
the event that the bank cannot pay the maximum promised amount w; =
max, w;(7n), the condition (8) says that all investors will want to withdraw
the entire amount w;(n) from the bank and invest it in the short asset instead.
Thus, there is no loss of generality in setting m;(n) = 1 in those states.

Faced with a deposit contract (w;,m;), a depositor of type i will choose a
consumption bundle z; such that

z;(05,m) € argmax{u;(c,0;)|(1, mi(n) - ¢ < wi(n)}
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for each type 6; and each state 7. Let X; denote the set of mechanisms that
can be generated by an appropriate deposit contract. It is clear that every
mechanism z; € X; is incentive compatible, so X; C X;.

A pure banking allocation (x,y) = {(x;,y;)} consists of a mechanism z; €
X; and a portfolio 0 < y; < y, for each type i. The banking allocation (z,y)
is attainable if it satisfies the market-clearing conditions (5) and (6). A pure
banking equilibrium consists of a price system (p, ¢) and an attainable banking
allocation (z,y) such that, for each type of investor i, (z;,y;) maximizes the
depositor’s expected utility:

max Zn Zﬁi A(0i, m)ui(z;(65,m),6;)

s.t. oz € X 9)
220 a(1) 2, AOssm)p(n) - 2:(0:,m)
< 22namp(n) - (i, (ks — vi) R(n)).-

>From inspection, this decision problem is identical to the intermediary’s
except for one thing: the set of feasible mechanisms X is replaced by the set
X; C X, consisting of mechanisms that can be implemented through deposit
contracts.

A mized banking allocation is defined by a finite set of numbers {p’} and
banking allocations {(z7,y/)} such that pj > 0and 3. p/ = 1. A mixed
banking allocation is attainable if the mean {(z;,y;)} = >, ¢’ {(=],y])}
satisfies the market-clearing conditions (5) and (6).

A mized banking equilibrium consists of a price system (p, ¢) and a mixed
attainable allocation {(ﬁ, l,yl)} such that for every intermediary ¢, and
every subgroup j, the choice ( l,yl) solves the decision problem (9). To
ensure existence of a mixed banking equilibrium we need an interiority as-
sumption.

ASSUMPTION 1A: (Non—emptyAinterior) For any ex ante type: =1, ...,n, for
any consumption bundle x; € X; and price system p € P, and for any € > 0,

either
ZP(U) ’ (Z A(Qiyn)iﬂi(@i,ﬁ)) =0

0;

or there exists a bundle x; within a distance ¢ of z; such that

> p(n) (ZA NNEAUR ) < Zp (Z A(&m)%(&m)) :
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Note that even though X; C X;, Assumption 1A is not implied by Assump-
tion 1, because , € X; does not imply 2 € X;.

Theorem 3 Under the maintained assumptions, there exists a mixed bank-
ing equilibrium if Assumption 1A is satisfied.

As in the case of the intermediated equilibrium, we can re-interpret mixed
banking equilibria as (pure) banking equilibria for an artificial economy with
more ex ante types. So, without loss of generality we restrict attention to
pure equilibria in what follows.

Because they are restricted to deposit contracts, it is clear that banks
cannot always do as well as general intermediaries. However, the banking
equilibrium is constrained-efficient in the sense that no feasible banking al-
location can make every type of depositor better off. An attainable banking
allocation (x,y) is constrained-efficient if there does not exist an attainable
mixed banking allocation {(p’, zl,y!)} such that

ZZA 91777% 1777 >ZZ>‘91777U1 xl 91777)9)

for every (i,j) with strict inequality for some (i, j).
As in the case of the intermediated equilibrium, we need to assume local
non-satiability in order to ensure efficiency.

AssumMPTION 2A: (Local non-satiation) For any ex ante type i = 1,...,n, for
any z; € X;, and for any € > 0, there exists a mechanism z; € X; within a
distance ¢ of z; such that

ZZA(@i,n)u, (6:,m),0 ZZ)\ 0, mui(x;(60:,m),0;).
n 0;

Theorem 4 If (p,q,z,y) is a banking equilibrium and Assumption 2A is
satisfied, then the banking allocation (x,y) is constrained-efficient.

Proof. The proof is essentially the same as for Theorem 2. B

Remark: An important qualification to the constrained-efficiency of the
banking equilibrium is the “equilibrium selection” implicit in the definition of
equilibrium. Banks are price takers so equilibrium prices and hence investors’
behavior at dates 1 and 2 are perceived to be independent of the choices made
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by banks at date 0. In fact, once we recognize the possibility of multiple
equilibria and the dependence of equilibrium selection at date 1 in a possibly
complicated way on the banks’ choices at date 0, it is clear that there are
many equilibria, some of which are inefficient. This aspect of the problem
is beyond the scope of this paper, but it deserves to be investigated in the
future.

5 Complete participation and redundancy

Cone (1983) and Jacklin (1986) have pointed out that the beneficial effects
of banks in the Diamond-Dybvig (1983) model depend on the assumption
that there are no markets in which assets can be traded at the intermedi-
ate date. If such markets exist, and depositors are allowed to participate
in the markets, then the market allocation weakly dominates the allocation
implemented by the banks. Banks are redundant in the sense that they can-
not improve on the risk sharing achieved by markets alone. A similar result
holds here. The ability of intermediaries to provide insurance against shocks
to liquidity preference depends crucially on the assumption that investors
cannot participate directly in asset markets. Increasing access to financial
markets actually lowers welfare. To show this, we first characterize an equi-
librium with markets but without intermediaries. Then we show that the
introduction of intermediaries is redundant.

The market data is the same as in Section 2. Investors are allowed to trade
in markets for Arrow securities at date 0 and can trade in the spot markets
for the good at date 1. Let y; denote the portfolio chosen by a representative
investor of type i and let z;(6;,n) denote the consumption bundle chosen by
an investor of type 6; in state . The investor’s choice of (z;y;) must solve
the decision problem:

max 277 Zei )\(9,, n)uz(xz(ezv 77)7 91)
st >, a(m) - xi(0,m) < X2, amp(n) - (yi, (1 — yi) R(n)), V0.

The maximization problem for the individual is similar to that of an inter-
mediary of type ¢ except for two things. First, there is no explicit incentive
constraint x; € X;. Second, there is no insurance provided against the real-
ization of #;. This is reflected in the fact that, instead of summing the budget
constraint over n and 6;, it is summed over 7 only and must be satisfied for
each 6;. The ex ante type ¢ can redistribute wealth across states 7 in any way
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he likes, but each type 6; will get the same amount to spend in state 7. As a
result, for each realization of ; in a given state 7, the choice of z;(0;,n) must
maximize the utility function w;(z;(0;,m),6;) subject to a budget constraint
that depends on n but not on 6;. This ensures that incentive compatibility
is satisfied.

An equilibrium for this economy consists of a price system {p, ¢} and an
attainable allocation {(z;,y;)} such, that for every type i, (z;,y;) solves the
individual investor’s problem above.

Comparing this definition of equilibrium with the intermediary equilib-
rium, it is clear that an equilibrium with complete market participation can-
not implement the incentive-efficient equilibrium except in the special case
where there are no gains from sharing risk against liquidity preference shocks.

The more interesting question is whether introducing intermediaries in
this context can make investors any better off. The answer, as we have
suggested, is negative. To see this, note first of all that in an equilibrium
with complete participation, all that investors care about in each state is
the market value of the bundle they receive from the intermediary. If an
intermediary offers a mechanism z; the investors of type 6; will report the
ex post type 6; that maximizes p(n) - x,-(@,-,n) in state 7. Using the Reve-
lation Principle, there is no loss of generality in assuming that the value of
consumption p(n) - z;(6;,1) = w;(n) is independent of ¢;. But this means
that the intermediary can do nothing more than replicate the effect of the
markets for Arrow securities. More precisely, the intermediary is offering a
security that pays w;(n) in state n and the intermediary’s budget constraint

> almwiln) < a(mp(n) - (i, (4 — vi) R(n))

n

ensures that {w;(n)} can be reproduced as a portfolio of Arrow securities at
the same cost.

Theorem 5 In an equilibrium with complete market participation, the in-
troduction of intermediaries is redundant in the sense that an equilibrium
allocation in an economy with intermediaries is weakly Pareto-dominated by
an equilibrium allocation of the corresponding economy without intermedi-
aries.

This is, essentially, a “Modigliani-Miller” result, saying that whatever an
intermediary can do can be done (and undone) by the market.
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The same result holds a fortiori if we replace the general intermediary with
a bank issuing deposit contracts. As before, complete participation implies
that investors only care about the market value of the bundle they receive
from the bank. In an economy with market participation and no banks, every
investor of type i receives the same amount in state 7, independently of his
ex post type 6;. Likewise, in an economy with banks, every depositor of type
1 receives the value of the bank’s portfolio in state 7, independently of his ex
post type 6;. It is a matter of indifference whether the bank formally defaults
or not (the depositor receives the same amount in either case), so the value
of the fixed payment d is irrelevant and might as well be set equal to zero.

6 Prudential regulation

The absence of markets for insuring individual liquidity shocks does not by
itself lead to market failure. As we showed in Section 3, intermediaries can
achieve an incentive-efficient allocation of risk under certain conditions. Un-
der the same conditions, banks can achieve a constrained-efficient allocation
of risk. Two assumptions are crucial for these results: markets for aggregate
uncertainty are complete (there is an Arrow security for each state 1) and
market participation is limited. Markets for aggregate risk allow interme-
diaries to share risk among different ex ante types of investor and limited
participation allows intermediaries to offer insurance against the realization
of ex post types.

In order to generate a market failure and provide some role for government
intervention, an additional friction must be introduced. Here we assume that
it comes in the form of incomplete markets for aggregate risk. There are two
sources of aggregate risk in this model. One is the return to the risky asset
R(n); the other is the distribution of investors’ liquidity preferences \(6;,7).
Although there is a continuum of investors, correlated liquidity shocks give
rise to aggregate fluctuations in the demand for liquidity.

Market incompleteness may be expected to vary according to the source
of the risk. On the one hand, asset returns can be hedged using markets for
stock and interest rate options and futures. For example, financial markets
allow intermediaries to take hedging positions on future asset prices and
interest rates. Additional hedges can be synthesized using dynamic trading
strategies. On the other hand, liquidity shocks seem harder to hedge. Asset
prices and interest rates are functions of the aggregate distribution of liquidity
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shocks in the economy. Inverting this relationship, we can use asset prices and
interest rates to infer the average demand for liquidity, but not the liquidity
shock experienced by a particular intermediary. Hence, trading options and
futures will not allow intermediaries to provide insurance against their own
liquidity shocks. So markets for hedging liquidity shocks are likely to be more
incomplete than the markets for hedging asset returns.

In the sequel, we analyze a polar case: we assume that there exist com-
plete markets for hedging asset return shocks, but no markets for hedging
liquidity shocks. Since complete markets for asset-return shocks permit ef-
ficient sharing of that risk, we might as well assume that asset returns are
non-stochastic. In what follows, we adopt the simplifying assumption that
the return to the long asset is a constant » > 1 and the only aggregate
uncertainty comes from liquidity shocks.

6.1 Regulation of intermediaries

We continue to assume that each intermediary serves a single type of in-
vestor. Let x; denote the mechanism and y; the portfolio chosen by the
representative intermediary of type 7. The problem faced by the intermedi-
ary is to choose (z;,y;) to maximize the expected utility of the representative
depositor subject to multiple, state-contingent budget constraints:

max > > A0, n)ui(wi(6i,1m), 0:)
s.t. x; € X
>0, MO, m)p(n) - 2i(0:,m)
<p) - (Y, (1 — vi) R(n)), Vn.

The incompleteness of markets is reflected in the fact that there is a separate
budget constraint for each aggregate state of nature 7, rather than a single
budget constraint that integrates surpluses and deficits across all states.
The work of Geanakoplos and Polemarchakis (1986) (hereafter GP) sug-
gests that general equilibrium with incomplete markets (GEI) is generically
inefficient. More precisely, GP show that a planner can make all investors
better off by manipulating date 0 variables while relying on the market at date
1. Marginal rates of substitution vary across investor types when markets are
incomplete; a change in the first-period allocation will change second-period
prices in a way that causes transfers among investors in each state of nature
at date 2; because of the difference in marginal valuations, state-contingent
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transfers can increase every agents’ utility. The present model is not a special
case of the GEI model, so the GP result does not apply. Still, the reasoning
suggests that equilibrium will be inefficient in the sense of GP.

Rather than pursuing general inefficiency results, we investigate specific
policy interventions to identify the precise ways in which welfare can be in-
creased. Manipulation of portfolio choices at the first date can be interpreted
as a form of prudential requlation. For example, a lower bound on the amount
of the short asset held by intermediaries can be interpreted as a reserve re-
quirement. We examine prudential regulation in the context of an economy
with Diamond-Dybvig preferences.

As usual, there are n ex ante types of investors ¢ = 1,...,n. The ex
ante types are symmetric and the size of each type is normalized to p, = 1.
There are two ex post types, called early consumers and late consumers.
Early consumers only value consumption at date 1, while late consumers
only value consumption at date 2. The ex ante utility function of type @ is
defined by

ui(cl, Ca, 91) = (1 — gz)U(Cl) + giU(Cg),

where 0; € {0,1}. The period utility function U : R, — R is twice contin-
uously differentiable and satisfies the usual neoclassical properties, U'(c) >
0,U"(c) <0, and lim o U'(c) = oo.

Each intermediary is characterized at date 1 by the proportions of early
and late consumers among its customers. Call these proportions the interme-
diary’s type. Then aggregate risk is characterized by the distribution of types
of intermediary at date 1. We assume that the cross-sectional distribution of
types is constant and no variation in the total demand for liquidity. In this
sense there is no aggregate uncertainty. However, individual intermediaries
receive different liquidity shocks: some intermediaries will have high demand
for liquidity and some will have low demand for liquidity. The asset market
is used to re-allocate liquidity from intermediaries with a surplus of liquid-
ity to intermediaries with a deficit of liquidity. It is only the cross-sectional
distribution of liquidity shocks that does not vary. To make this precise, we
need additional notation. We identify the state n with the n-tuple (1, ...,7,,),
where 7, is the fraction of investors of type ¢ who are early consumers in state
1. The fraction of early consumers takes a finite number of values, denoted
by 0 < o < 1, where k = 1, ..., K. We assume that the marginal distribution
of n; is the same for every type i and that the cross-sectional distribution is
the same for every state 7. Formally, let \; denote the ex ante probability
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that the proportion of early consumers is 0. Let Hy, = {n € H : n; = 0% }.
Then A\, = ZﬂeHik Ai(0,m), for every k and every type i. Ex post, A\ equals
the fraction of ex ante types with a proportion o, of early consumers. Then
M =n'#{i 1 m; = o1}, for every k and every state 1.

The return on the long asset is non-stochastic,

R(n)=r>1,vn.

The only aggregate uncertainty in the model relates to the distribution of
liquidity shocks across the different ex ante types .

In what follows, we focus on symmetric equilibrium, in which the prices
at dates 1 and 2 are independent of the realized state 1 and the choices of the
intermediaries at date 0 are independent of the ex ante type i. Let the good
at date 1 be the numeraire and let p denote the price of the good at date 2
in terms of the good at date 1. At date 0 the representative intermediary of
type i chooses a portfolio y; = y and a consumption mechanism z;(n) = x(n;)
to solve the following problem:

max y., A, {oxU(z1(0%)) + (1 — o) U(x2(0%))}
st.  opxi(or) + (1 — op)pzra(or) <y +pr(l —vy),Vk, (10)
z1(ok) < xo(ok), VE.

The incentive constraint z;(oy) < x2(0y) is never binding. To see this, drop
the incentive constraint and solve the relaxed problem. The special early-
consumer, late-consumer structure of preferences and the assumption r > 1
imply that the incentive constraint is automatically satisfied by the solution
to the relaxed problem.

A symmetric equilibrium consists of an array (p,z,y) such that (z,y)
solves the problem (10) for the equilibrium price p and the market-clearing
conditions

Sy Mok (o) <y,
25:1 Mo {orzi(or) + (1 —op)za(op)} =y +r(1—y).

are satisfied.
Proposition 6 There exists a unique symmetric equilibrium (p*, z*, y*).

Proof. Uniqueness. The Inada conditions imply that the optimal mecha-
nism will provide positive consumption at both dates, so both assets are held
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in equilibrium. Both assets will be held between date 0 and date 1 only if
the returns on the two assets are equal. If pr > 1 then the return on the long
asset is greater than the return on the short asset between dates 0 and 1 and
no one will hold the latter ; if pr < 1 then the return on the short asset is
greater than the return on the long asset between dates 0 and 1 and no one
will hold the long asset. Then equilibrium requires that p = 1/r at date 1
(Allen and Gale (1994)).

At the price p = 1/r, the short asset is dominated between dates 1 and 2
so no one will hold it. It follows that all consumption at date 1 is provided by
the short asset and all consumption at date 2 is provided by the long asset.
Then the market-clearing conditions are

Zszl Meorr1(0)) = ny,
Zszl M (1 — op)xa (o) = nr(l —y). (11)

At the price p = 1/r, intermediaries are indifferent between the two assets at
date 0. Thus, the quantities of the assets held in equilibrium are determined
by the market-clearing conditions.

Finally, note that at the price p = 1/r, the right hand side of the budget
constraint in (10) is equal to 1 for all k, so the choice of x is independent of y.
Strict concavity implies that there is at most one solution to the maximization
problem. Hence, the equilibrium values are uniquely determined.

Existence. The existence of a symmetric equilibrium follows directly from
the existence of a solution of the intermediary’s decision problem (10). A
solution exists because the choice set is compact and the objective function
is continuous. The objective function is increasing, so the budget constraint
holds as an equation for each k. Summing the budget constraint over k£ we
get

> Medorai(on) + (1= o)pra(on)} = n,

where p = 1/r. Clearly, there exists a value of 0 < y < 1 such that the
market-clearing conditions (11) are satisfied. Then (p,z,y) constitutes a
symmetric equilibrium. W

To study the effect of regulation of intermediaries, we take as given the
choice of portfolio y at date 0 and consider the determination of the consump-
tion mechanism x and the market-clearing price p. Call (p, z,y) a regulated
equilibrium if  solves the problem (10) for the given values of p and y, and
(x,y) satisfies the market-clearing conditions (11).
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Proposition 7 For any p sufficiently close to p*, there exists a unique reg-
ulated equilibrium (p, z,y).

Proof. See Section ?7. B

Suppose that (p,z,y) is a regulated equilibrium and p > p*. Then the
short asset is dominated by the long asset between dates 0 and 1 and no one
will want to hold the short asset. If the regulator requires intermediaries to
hold a minimum amount of the short asset then each intermediaries will want
to hold the minimum. In that case, (x,y) solves the maximization problem
(10) subject to the additional constraint y > ¢ for an appropriately chosen
value of y. Similarly, if p < p* then the long asset is dominated and (z,y)
solves the maximization problem subject to an additional constraint y < y.
Thus, any regulated equilibrium can be interpreted as an equilibrium in which
the intermediaries choose the mechanism x and the portfolio y to maximize
the expected utility of the depositors subject to a constraint that requires
them to hold a minimum amount of the short asset in the case p > p* or of
the long asset in the case p < p*. In this sense, the regulator can implement
the regulated equilibrium (p, z,y) by imposing an appropriate constraint y
on the intermediaries’ portfolio choice.

By manipulating the intermediaries’ portfolio choice, the regulator is able
to manipulate the equilibrium price p. The welfare effect of this change
in price depends on the degree of risk aversion. We distinguish two cases,
according to whether the degree of risk aversion is greater than or less than
one. Let W(p) denote the expected utility of the typical depositor in the
regulated equilibrium (p, x,y).

Theorem 8 For any p > p* sufficiently close to p*, W(p) > W (p*) if

~U"(¢)c
U'(c)

> 1. (12)

For any p < p* sufficiently close to p*, W(p) > W(p*) if

~U"(¢)c
U'(c)

< 1.

Proof. See Section ?7. B
So an increase in liquidity (increase in the price of the long asset) may increase
or decrease welfare, depending on the degree of risk aversion.
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The intuition behind these results is the following. When relative risk
aversion is high, optimal risk sharing requires intertemporal smoothing (the
consumption at date 1 is higher than the present value of consumption at date
2). Then an increase in o implies that per capita consumption must fall at
both dates. However, the budget constraint ensures that total consumption
must rise with oy at the first date. So per capita consumption and demand
for liquidity go in opposite directions. An increase in liquidity (increase in
the price of the long asset), reduces consumption in good states (where per
capita consumption is high) and raises it in bad states (where per capita
consumption is low). This transfer from high-consumption states to low-
consumption states raises welfare. When relative risk aversion is low, the
argument works in the opposite direction. The welfare effect depends on the
correlation between equilibrium consumption and the liquidity shocks.

6.2 Bank regulation

A similar analysis can be carried out for an economy with banks. The analy-
sis requires a different technique but the results turn out to be very similar.
If the degree of relative risk aversion is less than one there is no possibility
of bankruptcy in a symmetric banking equilibrium and welfare is improved
by decreasing liquidity, i.e., forcing the banks to hold more of the long asset.
Conversely, if the degree of relative risk aversion is greater than one, bank-
ruptcy is possible in a symmetric banking equilibrium and welfare is improved
by increasing liquidity, i.e., forcing the banks to hold more of the short asset.
The details of the analysis can be found in Allen and Gale (2000c).

7 Examples

To illustrate the properties of the model, we examine a series of numerical
examples in this section. First, we look at examples in which there is only
uncertainty about the return to the long asset. Then we look at an example
in which there is only uncertainty about liquidity shocks. In each case, we
find a rich variety of equilibrium behavior.
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7.1 Return shocks

We begin by considering an economy in which there is one ex ante type
of investor. The decision problem of a representative intermediary is the
same as the planner’s problem, so the efficiency properties of equilibrium are
immediate. Whether the incentive constraint is binding or not depends on
the degree of uncertainty about the return to the long asset.

Example 1: We use the generalized Diamond-Dybvig preferences intro-
duced in Section 6. There are two equally likely states n = 1,2. In each
state, an agent has an equal probability of being an early or a late consumer.
The period utility function is U(c) = Ln(c). The return on the long asset is
contingent on the state:

R(1)=r;R(2) =2.

By varying r, the return in state 1, we generate a variety of different equi-
libria.

General Intermediaries

The intermediaries receive a total of 1 unit of the good and invest y in the
short term asset and 1—y in the long term asset. Intermediaries write general,
incentive-compatible contracts with investors. Since there is only one ex ante
type, the intermediary solves the same problem as the planner. Because of
the log utility function, the first-best allocation takes a particularly simple
form. The investment in the short asset is y = 0.5. Consumption at date 1
is independent of the state and the intermediary’s holding of the short asset
is just sufficient to provide the consumption at date 1. Consumption at date
2 is equal to returns to the long asset.

am) = 1=2y;
ca(n) = 2R(n)(1 —y) = R(n).

Example 1A. For high values of r the incentive constraint is automatically
satisfied by the first-best allocation, that is, the first best is the same as
the incentive-efficient allocation. This means that intermediaries can achieve
the first best. More precisely, for » > 1, there exists a pure intermediated
equilibrium that implements the first best. A typical equilibrium with » = 1.5
is shown in Table 1.
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Example 1B. The incentive constraint is just satisfied by the first-best
allocation for » = 1. For values of r < 1, the first-best allocation violates
the incentive constraint so the incentive-efficient allocation is strictly worse
than the first best in terms of welfare. For 0.4 < r < 1, there is a unique
pure intermediated equilibrium in which the consumption profile satisfies
c1(1) < 2y and c3(2) = 2y. In state 2, all of the short asset is consumed at
date 1; in state 1, the returns to the long asset are so low that some of the
short asset must be saved to provide consumption at date 2. Whenever a
positive amount of the short asset is held between date 1 and date 2, efficiency
requires that the intertemporal marginal rate of consumption be equal to 1.
Thus, consumption is equalized across time in state 1. The amount invested
in the short asset rises as the expected payoff on the long asset falls. Table
1 illustrates the equilibrium values for the case where r = 0.5.

Example 1C. It remains to consider the case 0 < r < 0.4. As r continues
to fall the intermediary invests more in the short asset and less in the long
asset. The total output and consumption in state 2 are also falling and at
r = 0.4 the consumption at date 1 is less than the holding of the short asset
in both states: ¢;(n) < 2y. Consumption is equalized across time in both
states. The equilibrium values corresponding to r = 0.3 are given in Table 1.

In Example 1 there is only one ex ante type of investor and hence one type
of intermediary. There is no possibility of risk sharing between intermediaries
(types). The next example introduces a second ex ante type consisting of risk
neutral investors. The purpose of this example is to illustrate how the Arrow
securities allow cross-sectional risk sharing.

Example 2. There are two types of investors, the risk averse investors,
denoted by A, and the risk neutral investors denoted by N. Otherwise things
are the same as in Example 1. The period utility functions are U4 (c) = Ln(c)
and Uy(c) = ¢, respectively. The measure of each type is normalized to 1
and each type has a probability 0.5 of being an early or late consumer.

As in Example 1, the qualitative features of the equilibrium depend on
whether some of the short asset is carried over from date 1 to date 2. One
case is sufficient to illustrate how the Arrow securities allow risk to be shared.
For r > 0.4 the allocation is the same as in Example 1A, except that all
uncertainty is absorbed by the risk neutral type. The equilibrium portfolios
are y4 = 0.5 and yn = 0, for the representative intermediaries of type A and
type N respectively.
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Table 1 gives the equilibrium values for the case where r = 0.5. The
market-clearing prices are ¢(1) = 0.5,¢(2) = 0.5,p2(1) = 0.8, p2(2) = 0.8.
The portfolio returns (receipts) of each intermediary and consumption of
each type are given in the following table.

State 1 | State 2

(ya, R(n)(1 —ya)) | (1,0.5) | (1,2)
(yn, R()(1 —yn)) | (0,1) (0,4)
(ca1(n), caz(n)) (1,1.25) | (1,1.25)
(en1(n), en2(n)) (0,0.25) | (0,4.75)

Risk sharing between the two groups is achieved through trading in the
Arrow-security markets at date 0. These allow the type A intermediaries to
buy 0.75 per capita in state 2 at date 2. They balance their budget by selling
0.75 per capita in state 2 at date 2. The type N’s are willing to take the
other side of these trades since they are risk neutral. It can be seen that this
improvement in risk sharing increases the expected utility of type A’s from
0.05 in Example 1B to 0.11 here.

When there are two groups each type of intermediary has its own objective
function. It is no longer immediate that that the allocation is incentive-
efficient. However, the results of Section 3 demonstrate that the invisible
hand of the market does indeed work here and the allocation is incentive-
efficient.

There are other intermediated equilibria corresponding to these parame-
ter values. In particular, the portfolio holdings of the type-A intermediaries
are not uniquely determined. For example, the type-A intermediaries could
hold less of the short term asset and more of the long term asset, as long
as this is offset by changes in the holdings of the type-/NV intermediaries. As
long as the aggregate portfolio remains the same, investors’ consumption and
welfare is unchanged.

Banks

Now we assume that the financial institutions are banks, that is, they are
restricted to issuing deposit contracts. A deposit contract promises a fixed
payment at date 0. If the bank is unable to meet its commitment to its
depositors, then it is liquidated and all its asset are sold.

Example 3. To illustrate the properties of a banking equilibrium, we revert
to the parameters from Example 1.
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Example 3A. For r > 1 the first best can again be implemented as a
banking equilibrium. The first-best allocation requires that consumption
at date 1 be the same in both states, so the optimal incentive-compatible
contract is in fact a deposit contract. Moreover, bankruptcy does not occur
in equilibrium. The allocation corresponding to a pure banking equilibrium
is exactly the same as the allocation corresponding to a pure intermediated
equilibrium, which as we have seen is the same as the first best. For r = 1.5,
for example, the equilibrium values will be the same as for Example 1A, as
shown in Table 1.

The main difference between Examples 1A and 3A is that the prices
supporting the first best allocation are unique in Example 1A but are not
in Example 3A. In Example 1A the general intermediaries can freely vary
payoffs across states and dates so only one set of prices can support the
optimal allocation. Because the banks are restricted to using deposit con-
tracts in Example 3A, consumption at date 1 is independent of the state as
long as there is no bankruptcy. This prevents the banks from arbitraging
between the states at date 1. In effect, we have lost one equilibrium as con-
dition compared with the intermediated equilibrium. Any vector of prices
(q(1),q(2),p2(1),p2(2)) that supports the equilibrium allocation at date 2 is
consistent with a banking equilibrium. The following no-arbitrage conditions
are satisfied

q(1)po(1) = 0.33 (13)
q(2)p2(2) = 0.25 (14)
q(1)+q2) =1 (15)

and the existence of the short asset implies that

p2(1) < 1;pe(2) < 1.

Combining these conditions, it follows that the range of possible prices for
q(1) is

0.33 < ¢(1) <0.75.
The other prices are determined by (13)-(15).

For r < 1 deposit contracts cannot be used to implement the first best
or incentive-efficient allocation. In particular, a deposit contract that is con-
sistent with the incentive-efficient consumption in state 2 would imply bank-
ruptcy in state 1 (see, e.g., Example 1B). If all banks were to offer a contract

31



which allowed bankruptcy in state 1 they would all be forced to liquidate
their assets. If they all do this, there is no bank on the other side of the
market to buy the assets and the price of future consumption, ps(1), falls to
0. This cannot be an equilibrium because it would be worthwhile for an indi-
vidual bank to offer a contract which did not involve bankruptcy. This bank
could then buy up all the long term asset in state 1 at date 1 for po(1) =0
and make a large profit.

This argument indicates that for » < 1 there cannot be a pure banking
equilibrium with bankruptcy. There are two other possibilities. One is that
there is a pure equilibrium in which all banks remain solvent. The other is
that there is a mixed equilibrium in which banks choose different contracts
and portfolios. In particular, a group of banks with measure p makes choices
that allow it to remain solvent in state 1 while the remaining 1 — p banks go
bankrupt. The banks that are ensured of solvency are denoted type S while
those that can go bankrupt are denoted type B. It turns out that both the
pure equilibrium with all banks remaining solvent and the mixed equilibrium
can occur when r < 1.

Example 3B. For 0.90 < r < 1 there is a pure banking equilibrium in
which all the banks choose to remain solvent (p = 1). There is again a
range of prices which can support the allocation. Type-S banks stay solvent
by lowering the amount promised at date 1, lowering their investment in the
short asset and increasing their investment in the long asset. The equilibrium
values for the case where r = 0.95 are shown in Table 1. The range of
q(1) that will support the allocation and prevent entry by type B banks is
0.55 < ¢(1) < 0.77. The other prices are determined by the equilibrium
conditions

q(1)p2(1) = 0.54
q(2)p2(2) = 0.24
q(1)+q(2) = L
For 0.90 < r < 1, there is no equilibrium with a positive measure of type-B
banks. In this case the prices at date 0 are uniquely determined at ¢(1) = 2/3

and ¢(2) = 1/3 and at these prices the type B depositors are worse off than
the type S depositors.

Example 3C. For 0 < r < 0.90 there exists a mixed banking equilibrium. At
the boundary r = 0.90, the set of prices that will support the equilibrium of
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the type shown in Example 3B shrinks to a singleton: (¢(1) =2/3,4(2) = 1/3).
For values of » < 0.90 but close to 0.90 the proportion of type-S banks is
large (p = 1). As r falls, the proportion of type-B banks rises until as r goes
to 0 the proportion of type-B banks 1 — p approaches 1. The mixed banking
equilibrium corresponding to » = 0.7 is shown in Table 1. The proportion
of type-S banks is p = 0.63. As in the earlier examples, the portfolios of
individual banks are indeterminate. It is only the aggregate portfolio that is
determined by the equilibrium conditions. Liquidity is transferred between
states by the use of Arrow securities.

There are a number of other types of equilibrium, depending on whether
the short asset is held between date 1 and date 2. The properties of these
equilibria are similar to those illustrated in Examples 1 and 2 and will not
be repeated here.

The mixed banking equilibrium illustrates a number of interesting phe-
nomena. First, banks serving identical depositors may do quite different
things in equilibrium. One subset will find it optimal to follow a safe strat-
egy and avoid the risk of bankruptcy. Another subset will follow a risky
strategy that makes bankruptcy inevitable in state 1. As a result, even when
all investors are identical ex ante, there can be a financial crisis in which
some banks remain solvent while others go under. In the context of the ex-
ample, the crisis is more severe when the state-1 return r is lower. However,
the results in Section 4 show that these crises are consistent with the con-
strained efficiency of equilibrium. There is no justification for intervention
or regulation of the financial system. A planner could not do better.

Many analyses of banking assume that there is a technology for early
liquidation of the long term asset. The resulting equilibria are typically
symmetric. This example illustrates that this assumption materially changes
the form of the equlibrium. With endogenous liquidation one group of banks
must provide liquidity to the market and this results in mixed equilibria.

A comparison of Example 3C with Example 1 shows the importance of
deposit contracts in causing financial crises when attention is restricted to
essential crises. In Example 1 the ability to use state contingent contracts
with investors means that bankruptcy never occurs and as a result there
is never a crisis. However, with deposit contracts crises of varying severity
always occur in the low output state.
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7.2 Liquidity shocks

The crises in these examples are generated by shocks to asset returns. Similar
results can be obtained by assuming aggregate uncertainty about the demand
for liquidity.

Example 4. This example is similar to Example 1. There are two main
differences. First, it is assumed that there is no uncertainty about the return
to the long asset:

R(1)=R(2) =

Second, there is aggregate uncertainty about the demand for liquidity. The
states n = 1,2 are equally likely but now the proportions of early and late
consumers differ across states:

Proportion State 1 State 2
Early consumers 0.4 0.6
Late consumers 0.6 0.4

By varying r we can generate the same phenomena as in the case of return
shocks. Rather than go through all the different cases, we illustrate a pure
intermediated equilibrium for the case » = 1.6. The equilibrium values are
shown in Table 1. For this case the aggregate liquidity constraint binds in
both states because the return on the long asset is high. At date 1 all the
proceeds from the short asset are used for consumption. In state 1 aggregate
liquidity needs are low at date 1. Since consumption is split evenly among
early consumers per capita consumption is high compared to state 2 where
aggregate liquidity needs are high at date 1. At date 2 there are many late
consumers in state 1 so consumption per capita is lower than in state 2 where
there are relatively few late consumers.

8 Proofs

8.1 Proof of Proposition 2

The argument follows the lines of the familiar proof of the first fundamental
theorem of welfare economics. Let (z,y, p, ¢) be an equilibrium and suppose,
contrary to what we want to show, that there is an attainable mixed alloca-
tion {(pj, a:f , yf )} that makes some ex ante types better off and none worse
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off. If type (i, ) is (strictly) better off under the new allocation then clearly

> am) > MG n)p(n) - 21 (6:,m) > Zq yl, (1 — y))R(n)) ,

n 0;

or (27,y7) would have been chosen. The next thing to show is that for every
ex ante type (7, )

> aln ZA (G, m)p(n) - (85, m) >Z -y, (i — v R(n)) -

If not, then by Assumption 4 it is possible to find a feasible mechanism z
such that (2}, yf ) satisfies the budget constraint and makes type i (strictly)
better off than (x;,y;), contradicting the definition of equilibrium. Then
summing the budget constraints for all types (7, j) we have

ZZMZQ(U)ZM@W)Z?( (63,7) ZZp Zq (92, (s

Zq(n)p(n)-ZZM&m)Zﬂimf(&,n)>Z ZZP’ vl (u,

(16)
The market-clearing conditions imply that, for each state 7, either

SO MO Pl Onm) =D > 0 (vl (i — v))R(n))
i 0 J )

if all the good is consumed at date 1, or p1(n) = p2(n) and
ZZA i) pr 2 (0, 1) (01, 1)) ZZW v+ (s — v R())
if some of the good is stored until date 2. In either case,

ZZA (6:,m) Zp]:v (6:,m) = ZZﬂ’ vl, (1 —yl)R(n)) -
Multiplying this equation by ¢(n) and summing over 7 yields
> almp)-Y Y AOim) Y Pl (05,m) = Z ZZP] vl (u,

n Y J

in contradiction of the inequality (??). This completes the proof.
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8.2 Proof of Proposition 7

Uniqueness. At any price p close to p*, the short asset is dominated between
dates 1 and 2 so no one will hold it. It follows that all consumption at date
1 is provided by the short asset and all consumption at date 2 is provided by
the long asset. Then the market-clearing conditions are

Zszl Akgkl'l(a-k) =ny,
S (1= o) za(or) = nr(l —y).

The budget constraints are

oxT1(ok) + (1 — og)pralor) =y + pr(l —y),

for each k. For the given (p,y), strict concavity implies that there is at most
one solution to the maximization problem. Hence, the equilibrium values
are uniquely determined. If there exist two, distinct, regulated equilibria
(p,z,y) and (p,a’,y’), say, then from the budget constraints and the fact
that consumption at each date is a normal good, consumption must be uni-
formly higher at each date in one regulated equilibrium. But this is clearly
impossible from the market-clearing conditions. Hence, there is at most one
regulated equilibrium
Existence. Similar to the proof of Proposition 6. B

8.3 Proof of Proposition 8

Let X(ok,p,y) = (X1(ok,p,y), Xo(ok, p,y)) denote the optimal mechanism
for each value of (p, y). An optimal mechanism is one that solves the problem:

max oxU(z1(0k)) + (1 — o) U(x2(0k))
st.  opxi(o) + (1 —op)xa(o)/r <y+pr(l —y)

for each k. The necessary and sufficient conditions for this are
U'(Xi(okip,y)) = rU(Xa(ow; p,y)), (17)

and
ok X1(ok 0, y) + (1 — op)pXa(ow v, y) =y +pr(1 —y), (18)

for every k.
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The function X (o, p, y) is well defined and continuously differentiable for
every (p,y) in a sufficiently small neighborhood of (p*, y*). This follows from
the implicit function theorem and the regularity of the system (?7)-(?7) at

(", y"):
det |: U"(X1(Uk;p*:y*)) _TU”(X2(0-k;p*7y*))

Ok (1 —oy)p* # 0.

The market-clearing condition can be written as

K
Z AkUle(a-k;pv y) =Y,

k=1

since the other market-clearing condition is automatically satisfied by Walras’
law. To show the existence of a regulated equilibrium for each p sufficiently
close to p* we can use the implicit function theorem again, noting that

0 (& K X, (o4 p*, y*
B (Z Mok X1(0k; P, Y) —y> = ) Mos 1(Ugyp vy
k=1

k=1
= -1,

because y + p*r(1 — y) = 1 is independent of y.
We next calculate the change in expected utility caused by a small change
in p at p*.

C%Z e {oU(Xa(ow; p,y)) + (1 — op)U(Xa(ok; p, )}

, 0X , 0X
= > N {UkU (Xl(ak;p,y))a—;(ak;p,y) +(1=o)U (Xz(ak;p,y))a—;(ak;p,y)}
k

0X, 0X.
= ZAkU/ (X2(ok; s y)) {mka—p(ak,p, y)+(1- Uk)a—;(gk;p, y)}

- Zxk (Xa(0kp,9)) {r(1 — 1) = (1= o) Xa(owsp,9) }

Now suppose that the degree of relative risk aversion is less than one (the
other case can be dealt with in exactly the same way). Then (??) implies
that

rxy(oy) < rea(og), Vo.
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This in turn implies that z1(0x) and (1 — ok )z2(0r) move in opposite di-
rections. To see this, note that, within a fixed equilibrium, an increase in
(1 — o) must lead to a decrease in consumption at both dates (this fol-
lows directly from the fact that z1(o%) < z2(o)/r). Then orxy (o) falls as
(1 — o) increases and so in order to satisfy the budget constraint it must be
the case that (1 — oy)za(ok)/r increases. Assuming the distributions are not
degenerate, it must be the case that

ZM (Xo(ow;p,y) {r(1 —y) — (1 — o) Xao(owi 0, y) }

> Z)\kU X2 O'k,p, ZAk {7” 1_ (1_Uk)X2(Uk;p:y)}

where the last equation follows from the market-clearing condition

Z Me(1 = o) Xo (0w p,y) = (1 —y).
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Table 1

Examples
Exanple | © [ y | @0).p2(0) | @2.5:(2) | (@D, 2() | ((2),2(2)) | BIU]
1A 1.5 | 0.5 (0.5,0.67) (0.5,0.5) (1,1.5) (1,2) 0.27
1B 0.5 | 0.64 (0.61,1) (0.39,0.89) | (0.82,0.82) (1,2) 0.05
1C 0.3 10.78 (0.59,1) (0.41,1) (0.85,0.85) | (1.21,1.21) | 0.02
2 A: 0.5 | 0.5 (0.5,0.8) (0.5,0.8) (1,1.25) (1,1.25) 0.11
2N: 1.0 (0,0.25) (0,4.75) 1.25
3A 1.5 | 0.5 |(0.33 —0.75, | (0.25 — 0.67, (1,1.5) (1,2) 0.27
0.25 —1) 0.38 —1)
3B 0.95 ] 0.49 | (0.55 —0.77, | (0.45—0.33, | (0.97,0.97) | (0.97,2.05) | 0.16
0.70 — 0.98) | 0.53 —0.73)
3CS: | 0.7 {058 (0.67,0.88) (0.33,0.88) | (0.94,0.94) (0.94,1.7) 0.09
3C B: 0 (0.75,1.5) (0.75,1.7) 0.09
4 1.6 | 0.5 (0.4,0.94) (0.6,0.42) (1.25,1.33) (0.83,2) 17
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