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1 Introduction

The town of Ithaca, New York, has a local currency, called Ithaca Hours,
instituted by a local resident in 1991. Historically speaking, that a town
should have its own local scrip is not an anomaly. Municipal currencies have
a long and venerable history in the United States. They saw their heyday
during the “Free Banking” era from 1837 to 1865, when there was no central
bank, and again in the 1930s during the Great Depression. Today, Ithaca
Hours is one of over 1,500 community currencies worldwide.

Why municipalities may have chosen to introduce their own currencies
in the face of a collapsing or absent national currency is somewhat under-
standable. Why a town in the United States would choose to introduce its
own currency in the late 20th century is more puzzling. Talking to local
subscribers to the system, or visiting their web sites prompts a variety of re-
sponses. Some of these are simply not sensible. How, for instance, can using
Ithaca Hours be credited for “raising the minimum wage”?! How can one
claim the “Strength of [the] Ithaca Hour grows while the value of [the] dollar
declines” when there is a fixed exchange rate??> Two seemingly plausible ex-
planations are that trading in Hours is a means of tax evasion or that they
simply act as discount coupons. The former seems unlikely since income in
Ithaca Hours must be declared — indeed, this was the original rationale for the
federally-mandated fixed exchange rate between dollars and local currencies.
The latter is, similarly, inaccurate since Ithaca Hour prices at local stores are
posted at the fixed exchange rate, and never at an additional discount.

Upon hearing or reading many of these claims it is tempting, as an econo-
mist, to dismiss the Ithaca Hours phenomenon as an aberration. To do so,
however, would be to ignore what is by far the most prominent (and most
intriguing) rationale proferred by participants — one which underlies some of

the more incredible claims. This is that “their own colorful currency is better

Lwww.ithacahours.org/genbennies.html
2www.ithacahours.com /archives.html



for the local economy”. 3 The purpose of this paper is to analyse this claim.

The reason for our interest is at least threefold. First, Ithaca Hours is
not an isolated phenomenon. Over 30 different towns in at least 18 different
US states as well as numerous towns in Canada, Mexico, and Argentina
are documented to have adopted the Hours system wholesale.* There are
estimated to be over 1000 local currency communities across North America
and Europe, and many of which incorporate the salient features of the Ithaca

5 Local currency communities exist in at least 35 countries

Hours system.
worldwide including all the EEC countries, as well as several developing
countries such as Brazil, Equador, Thailand and Senegal, and have attracted
international attention.®

Second, the mechanism is neither complex nor expensive. It has three
salient features. First, dollars can be exchanged for Hours at a fixed ex-
change rate of 10 dollars to the Hour. (That the exchange rate be fixed
is mandated by federal law for tax purposes.) Second, Hour holdings can-
not be reconverted by consumers into dollars. Once held, then only way for
consumers to get rid of local currency is to spend it. Third, Hours are ac-
cepted only at locally owned and operated businesses. Given these features,
if one is interested in local development, the scheme is attractive in its sheer
simplicity.

Finally, the claim itself poses an interesting puzzle for economists given
the mechanism: one may use Hours to purchase local goods, but not to
purchase goods at nationally owned chains (such as K-mart or Wegmans, a
grocery store), whereas US dollars, as legal tender, can be used to purchase

goods at either local or national stores. The question of why individuals

3Voice of America, Feb. 19, 1996, Interview with Margaret McCasland.
4www.ithacahours.com/otherhours.html
5 Jeff Powell and Menno Salverda (1998): A Snapshot of Community Currency Systems

in North America and Europe. Mimeo.
5For more information see http://ccdev.lets.net for a partial list of local currency sys-

tems across the world. Coverage of Ithaca Hours in mainstream papers include the New
York Times, 1996 and The New Statesman, 1996.



are willing to hold a seemingly dominated asset is one we will resolve as we
answer the main question we set out to explore. This is: how might the use
of a municipal currency promote local development?

The story we tell in this paper can be summarised as follows. Suppose you
have an economy comprising a single local producer — say, a pumpkin farmer
— and one good: pumpkins. Suppose also, that there are three consumers,
each of whom are endowed with exactly one dollar which they can either
spend buying pumpkins from the local farmer, or at the national grocery
store.

The pumpkin farmer has two options: he can either sow his crop by hand,
or he can make his life a little easier by buying himself a horse and using
this to plant his seeds. If the farmer thinks that two or more consumers are
going to buy his pumpkins, then it will be worthwhile for him to buy the
horse. However, as things stand, he thinks that only one consumer is going to
buy pumpkins from him, so he doesn’t buy the horse but instead, plants his
seeds laboriously by hand. The decision not to invest in the lower marginal
cost technology (the horse) is, of course, ex-ante optimal: the farmer thinks
that he will have only one customer. However, it may or may not be ex-post
optimal. In particular, if two or three consumers end up buying pumpkins
from the farmer, then he really should have bought the horse.

Suppose, now, that somebody comes along and offers consumers the op-
tion to dye their dollar red, but warns them: “if you dye your dollar red,
you can use it only with the local farmer, but not at the grocery store”.
Then, if two or three people dye their dollar red, the farmer will invest in
the horse, thereby making the ex-post efficient decision and enhancing local
development.

The story told here is deliberately simple. A firm, when faced with a
choice of technologies, may be unwilling to invest in “better” — lower marginal
cost — technologies for fear that demand is insufficient to cover the investment
necessary to acquire such technologies. If the firm does not expect that

demand will be high enough to make such an investment worthwhile, then it



will choose the less productive technology.

Whether such an investment decision is optimal ex-post obviously de-
pends on demand realisations. The ex-post efficient outcome is one in which
the firm chooses the more productive technology when actual demand is high,
and the less productive technology when actual demand is low. Using the
three salient features described above, we argue that local money serves as
a signal of demand for local products, alleviating demand uncertainty, and
improving ex-ante efficiency.

This paper is the first formal attempt (of which we are aware) to broach
the topic of municipal currencies. As such, although it speaks to many
strands of the economics literature on money, industrial organisation and
development, it doesn’t fit neatly into any extant literature. Its topic is
“money”, and although it provides a new rational for holding a particular
scrip, it does not directly contribute to the vast macroeconomics literature
on multiple currencies, dating back to Mundell’s (1961) seminal work, or the
macro literature on why we hold any money in the first place. It has to do
with the effect of informational barriers to product market development, but
not strictly in the 10 tradition of, say, the infant industry protection litera-
ture of Grossman and Horn (1988). Like Rosenstein-Rodan (1943), Nurkse
(1953) or Murphy, Shleifer and Vishny (1989), it deals with the topic of in-
adequate demand as a deterrent to development, but is not motivated by
coordination failures and the “big push”.

If one must place it anywhere in the literature, then perhaps the most
appropriate place would be as an applied microeconomics paper on imperfect
information and demand revelation. It should be noted here that this paper
is provides one possible rationale for the phenomenon of municipal currencies.
There are many other possible justifications for their existence, and we will
discuss some of these at the end of the paper.

Section 2 presents the basic model. Section 3 considers the equilibrium
of a game in which firms face a technology choice with demand uncertainty

in the absence of a local currency. In section 4, we analyse the equilibrium



of the game with local currency. Section 5 is devoted to seeing, through
an example, how the introduction of a local currency compares to other,
more traditional, policies directed at demand revelation. Finally, section 6

concludes.

2 The Model

Consider an economy consisting of N consumers and one local firm. Each
consumer’s utility depends on his consumption of a local good (I) and a
national good (n). Utility, u(l, n;0) = ¢(l; 0) + n, is quasi-linear in the local
good, continuous, strictly quasi-concave, and increasing in both goods. There
are two types of individuals: those who are very fond of the local good — 0y,
or “High” types — and those who are not quite as fond of it — 0, or “Low”
types. Let d(p, #) denote a -type consumer’s utility maximising level of local
goods consumption subject to their budget constraint pl +n < w, where p
denotes the price of the local good, and w is wealth (and is the same across
all individuals). Then, what distinguishes a high type from a low type is
that at any price p > 0, a high type will demand more of the local good
than a low type; that is, d(p,0g) > d(p,0). Types are distributed i.i.d., and
are private information with the probability of observing a high type being
7 where § € (0,1). If ¢ is the expected proportion of high types, therefore,
aggregate expected demand may be denoted by ED(p;q) = Nlqd(p,0y) +
(1 —q)d(p,0.)]."

Before local currency enters the picture, wealth, w, is initially held

entirely in the national currency, say dollars (D). With the introduction
of a local currency, individuals will have the option of holding their currency
in any combination of dollars or local money (m), so that w = m + D.
However, local money can be used towards the purchase of local goods but

not towards the purchase of national goods, whereas dollars can be spent on

"We allow ¢ to be conditional upon some information; when there is no information,

q=4q.



either good. Holding positive amounts of a local currency which is not readily
convertible into dollars therefore commits an individual to the purchase of
the local good.

On the firm’s side, there is a single local firm operating in a perfectly
contestable market (p.c.m.) for local goods. The local firm is risk neutral
and acts as an expected profit maximiser. There is nothing special about
this market structure except that, as we will see in the following section,
it guarantees a downward sloping price expansion path.® There are two
technology choices available to the local firm: ¢ € {1,%,}. Under ¢, the firm
can produce any amount of the good at a constant marginal cost of ¢; > 0.
Under t,, the firm faces a marginal cost of ¢ < ¢;, but must incur a per
capita fixed cost of F' > 0.

The assumption of a per capita fixed cost is unusual, so it is worth spend-
ing some time justifying it. We are interested in studying a community in
which the local producer faces a tradeoff in his choice of technology due to
demand uncertainty. We claim that the local currency has a potential to
resolve such uncertainty and thereby to facilitate adoption of the efficient
technology.

The “high fixed costs-low marginal cost” technology is efficient only if
the number of high types is above a certain threshold. Since each person
has a positive probability of being a high type, as we consider larger and
larger communities, the number of high types will (almost) always cross the
threshold and this will mitigate the tradeoff faced by the local producer. By
assuming that the fixed costs of adopting the said technology increase with
the size of the economy, we retain the tradeoff faced by the producer- which
is the situation that we are primarily interested in studying.

Assuming per capita fixed costs is but one convenient way of doing it.

Any other formulation under which the fixed costs increase with community

8The analysis would be the same with Bertrand competition. However, Bertrand com-
petition would entail carrying around an extra player without any added insight into the
problem. We could also have had monopolistic or oligopolistic competition, with some
added restrictions on the demand structure.



size will retain our results. Moreover, the assumption of fixed cost being con-
tingent on the size of the community is not unrealistic. Fixed costs include
factors like rent/mortgage on the premises, costs of installing heavy machin-
ery, etc. In a large community these costs will be higher. (For instance,think
of the fixed costs of operating out of Ithaca vis-a-vis the New York City!)

So, if EC(t,p) denotes the firm’s expected total costs under technology ¢
and price p, then EC(t1,p) = c;ED(p;q) and EC(t2,p) = c2ED(p;q) + NF.

Let n(p,q) = %’;’a).ﬁ, 6—type’s price elasticity of demand, be elastic
for all prices between ¢; and ¢y. That is, for all p € [e2, ¢1], n(p,q)| > 1.
This implies that in this price range, an individual will spend more on the
local good as the price of this good decreases. So for every p € [e,¢1]
c1d(c1,0) < pd(p,0).

Given g, let p(q) =min{p: (p — c2)ED(p,q) — NF = 0} denote the min-

imum price such that profits are equal to zero under the second technology.

3

Then, p(q) satisfies the condition: p(q) = co + %. Since ED(p;q) is
increasing in ¢, clearly p(q) is decreasing in ¢, that is, p’ < 0.

The crux of this paper lies in the idea that demand uncertainty may breed
inefficiency, and this has two parts. First, in the absence of information
firms are unwilling to invest in the more productive technology t,, due to
insufficient expected demand. Second, we need to allow for the possibility
that this decision is inefficient, that is, if expected demand were sufficiently
(and feasibly) high, the firm would have optimally chosen ¢,. These two ideas
are, respectively, captured in the following two assumptions: (i) p(q) > ¢
and (ii) there exists a ¢ € (g, 1) s.t. p(¢) = ¢1.” The first assumption simply
says that when the expected proportion of high types is 7 (the unconditional
expectation), a firm pricing at average cost must charge a price above ¢; if it

chooses to. We saw earlier that p’ < 0. The second assumption therefore says

9These assumptions would have to be modified under alternative market structures. For
example, under Bertrand competition, the first assumption would have to be p(g) > c1.
The actual structure of

the assumptions is, however, only important insofar as it captures the idea of potential
inefficiency arising from uncertainty.



that there exists a feasible proportion of high-types (§) above which a firm
pricing at average cost can charge a lower price under the second technology
than it can under the first.

3 Game without local currency

The game without local currency goes as follows. At the beginning of the
period, nature reveals to each individual his type. This is private information;
only the distribution of player types is common knowledge. The local firm
then chooses a technology (¢) and price (p). Consumers observe prices and
decide how much of the local good to buy (d(p, #)). Finally, production and
consumption take place.

An equilibrium of the game without local currency is a strategy for each
consumer and a strategy (¢,p) for the local firm. The consumer’s strategy
in this game is simple: they simply demand d(p, ) of the local good (and
spend the remainder of their income on the national good). The firm’s strat-
egy follows from the three features of perfect contestability: (i) an entrant
incurs no sunk costs of entry, (ii) an entrant is able to begin serving before
an incumbent can change its price and (iii) entrants and incumbents have
identical access to extant technologies. These three conditions effectively im-
pose a zero-profit condition on the firm’s side, hence inducing a downward
sloping price expansion path. This, coupled with consumers’ strategies gives

rise to Lemmas 1 and 2, where we denote expected profits, by En(p).
Lemma 1 Under p.c.m., a firm which chooses t = t; must charge p = ¢;.

Proof. Suppose p > ¢;. Then, another firm could enter the market, under
cut the price, and drive this producer out of business; p < ¢; implies
Ex(p) < 0, which is strictly dominated by E7(c;) = 0.1

Lemma 2 Under p.c.m., a firm which chooses t =ty must charge p = p(q)

Proof. Analogous to Lemma 1 W



3.1 Equilibrium of the game without local currency

Lemmas 1 and 2 give rise to the following equilibrium strategies for the firm

and the consumers in the absence of a local currency.
Proposition 1 In the game without local currency, (p*,t*) = (c1.t1)

Proof. Suppose not; suppose the firm chose ¢5. Then, from lemma 2, and

:

given that ¢ = @ , we know that p = p(g) > ¢;. So, from lemma 1, an
entrant could choose ¢; and profitably under cut the firm, leaving it with a
lossof NF. R

This proposition says that when a firm’s only information regarding types
is that the Prob(6 = 0y) = 7, it will choose the less productive technology ¢
and charge the high price ¢;. This equilibrium may be regarded as a “low-
level equilibrium” in the sense that productivity and demand are lower, and
prices, higher than they would be under technology 2.

However, the equilibrium may or may not be efficient in the ex-post sense.
If the realised number of high-types in the economy is K < ¢N, then the
choice of technology (#;) is ex-post efficient. If; however, K > gN, to would
Pareto dominate ¢;, with the firm at least as well off and consumers strictly
better off. The potential ex-post inefficiency arises on account of the firm’s
uncertainty regarding the distribution of consumer types, which in turn de-
termines aggregate demand for their product. As we argue in the following
section, the introduction of a local currency may actually allow consumers
to signal their type costlessly, thereby allowing firms and consumers to coor-
dinate on an equilibrium which is efficient both in the expected and ex-post

sense.

4 Game with local currency

Now suppose that individuals have the option of holding a local currency,

expendable only on local goods, and hence, serving as a signal of demand

10



to local firms. The game with local currency runs as follows. First, nature
reveals types. Each individual privately observes his type and then decides
what portion of his (initially dollar) wealth to hold in local currency (m).They
then go to the monetary authority and convert this portion into m at a fixed
exchange rate. For simplicity, and without loss of generality, we assume
this rate to be 1:1. Once converted, their local currency holdings cannot be
reconverted into dollars and can only be spent on the purchase of local goods.
The local firm observes the aggregate amount of local currency holdings
(M). Tt then updates its beliefs regarding the aggregate number of 6g-
types in the economy — call this h — and decides on a (p,t) combination.
Individuals observe prices and decide how much of the local good to buy.
Market transactions then take place. At the end of the period, firms (but
not consumers) can go to the monetary authority and redeem their local
currency holdings for dollars.

A perfect Bayesian equilibrium of the game with local currency consists
of a strategy for each consumer and a strategy and beliefs for the firm which
satisfy the following properties. First, each consumer’s strategy is optimal
given other consumers’ strategies and the firm’s beliefs and strategy. Second,
the firm’s strategy is optimal given beliefs and consumers’ strategies. Finally,
beliefs are consistent.

As with most Bayesian games, this one has multiple equilibria, some
of which are more reasonable than others. For example, there exists an
equilibrium in which the firm believes that A~ = 0 when M < Nw, no one
holds local currency, and the firm employs the high marginal cost technology.
Given that individuals can only spend local currency on local goods, beliefs
such as these seem somewhat unreasonable.

To capture the idea that firms recognise that local currency must be
spent on local products, therefore, we restrict our attention to beliefs which
satisfy the following simple monotonicity property.!® Let a(M) denote the

firm’s posterior regarding the number of fy-types in the economy. Then,

10This refinement is used in a different context in Coate and Morris (1995).
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monotonicity implies that a(M') > «(M) for all M’ > M, with o(M') >
a(M) for some M’ > M where M, M'" € [0, wN]. In other words, observing a
larger aggregate local currency holding cannot induce the firm to think that
at any given price p > 0, it will face a lower expected demand; furthermore,
over some range of local currency holdings, the firm’s beliefs regarding the
proportion of high types in the economy is strictly increasing in M. The
monotonicity assumption yields a unique equilibrium to the game with lo-
cal currency, which has particularly intuitive properties, a couple of which

coincide nicely with the characteristics of extant local currency systems.

4.1 Equilibrium of the game with local currency

Consider the problem of a consumer 7 of type 6;. She must decide how
much of her wealth to hold in local currency (m;(6;)), and how much of the
local good to consume (z;(p, m)). When the firm has monotone beliefs, the
consumer knows that holding more local currency may convince the firm that
there are enough high types to choose ¢, and charge a lower price. However,
the danger in holding local currency is that at any given price p, she may be
stuck with more of the local currency than she would optimally like to spend
on the local good. This problem would be overcome if the consumer held
the minimum amount she would spend on the local good irregardless of the
firm’s technology choice and other consumers’ strategies or, more precisely,

an amount:

m;i(0;) = min pd(p, 0;) (1)

pEler,eo

Since |n(p,q)| > 1 for all p € [ca, ¢1], we know that m;(0;) = c1d(c1, 6;).
That is, the consumer’s strategy is to hold that amount which she would
spend on the local good if the firm were to stick to the less productive tech-
nology; notice that m(0y) > m(6) since d(p,0y) > d(p,0.). If a consumer
follows this money holding strategy, then her local goods consumption will

be:

12



wi(p, m:) = max{d(p, 05), (2)

Given that individuals are following this strategy, aggregate money hold-
ings in the economy are M = SN, m;(0;) = Km(0y)+ (N — K)m(0.,), where
K is the number of

high-types in the economy. The firm knows the aggregate local money
holdings in the economy and, in equilibrium, beliefs must be consistent with

consumers’ strategies.!!

Therefore, re-arranging this equation and solving
for K, the firm’s (equilibrium) beliefs regarding the number of high-types in

the economy naturally take the following form:

= () —m{0,) ®)

Hence, if m(0;,) and m(f) denote low- and high-type consumers’ equilib-
rium money-holding strategies, in observing the aggregate money holdings
in the community the firm will be able to perfectly intuit the aggregate
number of high-types in the economy. It is in this manner, therefore, that
holding local currency signals demand. Let K = gN be the critical num-
ber of high-types above which a firm will be induced to choose ¢ and let
M = m(0y)K+m(0,)(N—K). Then, the firm’s equilibrium price-technology
strategy is then very straight forward given its beliefs and consumers’ strate-

gies. It is given by:

(Cl, tl) if M < M

(n.1) = o o (1
(62+m7t2) lfMZM

In other words, if a firm sees “enough” local money in the community

(M > M), it will choose the more productive technology and charge a lower

Tn Tthaca, information regarding the aggregate local money holdings is explicitly pro-
vided in a bi-monthly newspaper called “Hour Town”.
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price. Otherwise, it will resort to the less productive technology. Proposition

2 describes equilibrium strategies and beliefs formally.

Proposition 2 If N is sufficiently large, in a game with local currency the

following 1s a Perfect Bayesian Equilibrium with monotonic beliefs:

(i) Consumer i’s money-holding and local goods consumption strategies
are described by (1) and (2) respectively, where i € {1,...N} and
je{L,H}.

(11) The firm’s price-technology strateqy is given by (4)
(15i) The firm’s beliefs are of the form described in (3)

Proof. Given consumers’ strategies and the beliefs outlined in (i) and
(iii), the firm’s equilibrium strategy follows from Lemmas 1 and 2 and
Proposition 1. Furthermore, given a money-holding strategy, consumer’s
local goods consumption follows naturally. Consider consumer i’s

money-holding strategy.

First consider a deviation to the left: m' € [0,m(0)). Let
M'= M — (m(0) —m'). For an individual of type-6, there exist three

possibilities.

(1) a(M') > K.

In this case, the firm chooses t5 regardless of the individual’s deviation.
Average cost pricing and the monotonic beliefs property (m.b.p.) mean,
however, that the individual stands to face a higher price, leaving him

strictly worse off holding m' rather than m(0).

(2) (M) < K = a(M') < K under m.b.p.
Here, the firm always chooses ¢; and charge ¢, so the individual is

indifferent between holding m(6) and m/'.
(3) a(M) > K and a(M") < K.

14



That the individual will induce a switch from s to ¢; and hence face a
higher price is a positive probability event for any m’ < m(f). Such an
action would therefore make the deviator strictly worse off. Given that the
individual is indifferent in case 2, but strictly worse off under cases 1 and 3,
under m.b.p., the individual will never have an incentive to deviate to a

lower m(6).

Now, consider a deviation to the right: m' € (m(0), w]. Without loss of
generality, normalise m(6;) = 0 and m(0y) = 1. We first introduce some
notation. Let v;(p) = u(d(p, 8;), w — pd(p, 0;)) be a type-0; consumer’s
indirect utility at his optimal consumption bundle at price p. Let

vi(p,m) = u(z;(p,m), w — pr;(p,m)), be a type-0; consumer’s maximum
possible utility at price p when he holds m units of the local currency, where
as before, z;(p, m) = max{d(p, 0;), %} Notice that v;(p) > v,(p,m) ¥ m,p.
Finally, let §,(p, m) = v;(p, m) — v;(p). Clearly, é;(p, m) < 0.

Consider a fy-type’s incentive to deviate to m’ € (m(f),w]. (An analogous
argument works for a f,-type, so we omit it here.) Let [K — /] be the
biggest integer smaller than (K — m’), and let s = h. Then with i.i.d.
types, there are three possible states. In the first, the firm always chooses
technology 1 and charges p = p(a(M)) = p(a(M')) = ¢;. In the second,
holding m' € (m(f), w] may induce the firm to switch from technology 1 to
technology 2 and charge

NF
(M7)d(p(ca(M")), 01) + (N — a(M"))(d(p(e(M")),01))
In the third, the firm always chooses technology 2 and charges
p=pla(M')).

p=pla(M)) = et

State 1: h < K — m’ with probability

K—m']— N-1 =5 =\N—1-s
o =% “( S ra-pr

State 2: K —m' < h < K — 1 with probability
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K— N—-1 =8 \N—1—s
=% ( ) *(L—g)V !

State 3: h > K with probability
N -1
N-1 =8 \N—1—s

= ~ 1—
ps=2"= ( ., |JTrl-9
Let K = aN where a € (0,1) and let B(r) be the benefits to the deviator
when the state of the world is r. Then, B(1) = dy(c;, m') < 0 since
m' > m(0y) = c1d(c1,0), and B(3) = (vg(p(a(M'),m')—
v (p(a(M'))) é 0. In State 2, holding m' € (m(f), w] induces the firm to
switch from technology 1 to technology 2. The benefit to the deviator in

this state is B(2) = (v (p(a(M'),m') — vy (c1)) % 0.The total expected

net benefit from deviating is therefore:
EB(r) = mB(1) + p2 B(2) + psB(3)

The first expression is always negative, and the last two have ambiguous
sign. At worst, B(2), B(3) > 0. However, as N gets large, ps, po — 0 and
p1 — 1. So, EB(r) — EB(1) < 0. Therefore, for large N, the individual
has no incentive to deviate to m’ € (m(0),w].

Finally, check that beliefs are correct in equilibrium (they are). ®

Remark The equilibrium with monotonic beliefs described in proposition 2

1S unique.

This proposition and the remark above together say that in the unique
equilibrium of the game with local currency, each individual holds the min-
imum amount they will spend on the local good— regardless of what tech-
nology is eventually chosen — in the local currency. Firms, having observed
the aggregate level of local currency holdings, perfectly infer the number of

Ou-types in the economy.
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Consumers’ equilibrium strategies are driven by the monotonicity of be-
liefs, which captures the idea that firms recognise the signaling potential of
local money holdings. On one end, monotonic beliefs ensure that holding
less than the minimum is a weakly dominated strategy. However, this be-
comes problematic at the other end. Although the individual never has an
incentive to hold this amount in state 1, by this very property, individuals
may be induced to hold more than their minimum in order to either lower
prices in state 3 or induce a technology switch with lower prices in state 2.
However, if N is big, the probability of being in the first state (in which you
make a certain loss by over-holding) is big compared to the probability of
being in states 2 or 3.!2 Therefore, the net benefit of deviations to the right
is negative. It is precisely this logic which gives rise to the uniqueness of this
equilibrium. For each consumer ¢, monotonicity rules out money holdings to
the left of the minimum, and as we just saw, for sufficiently large N, money
holdings larger than the minimum are ruled out as well.'®

The equilibrium described in proposition 2 has several appealing proper-
ties. First, a symmetric equilibrium arises naturally from the consumers’
strategies, considerably simplifying the construction of the firm’s beliefs.
Second, as mentioned in the introduction, casual intuition suggested that

holding local currency is a weakly dominated strategy — dollars can be used

12This is akin to the voting literature in that with large N, the probability of being

pivotal in affecting the outcome is small.
13We believe the demand elasticity assumption to be an accurate representation of

reality, since the goods typically sold in these markets are low-priced luxuries such as
candles, honey and pottery. However, it is technically non-trivial since it ensures that the
minimum holding is attained at expenditures under technology 1. If this were not the case
— if the minimum is hit at expenditure under technology 2 instead — then the following
problem would arise. We know that the benefits from holding more than the minimum in
this case are strictly negative in state 3. As N becomes large, the probability of being in
state 3 goes to zero faster than the probability of being in state 2 (and earning a potentially
positive benefit). Although being in states 2 or 3 becomes a zero measure event as N goes
to infinity, one can no longer rule out the possibility that there exist profitable deviations
greater than the minimum at technology 2 expenditure.
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to buy both national and local goods whereas local currency can only be
used towards the purchase of the local good. However, a local currency
has a supplementary attribute over and above being a unit of exchange: it
serves a signal of demand for local products. Monotonicity coupled with the
min-strategy therefore turns conventional intuition on its head, making the
holding of local currency a weakly dominant strategy over a certain range.

Third, efficiency arises even when individuals are following a particularly
pessimistic strategy. In many coordination games, efficiency arises when
players shoot for the moon at a potential cost, and this optimistic strategy
becomes self-fulfilling. Here, people are acting in such a manner that even
if the firm does not charge the lower price, they will not be hurt by their
chosen strategies.

Fourth, individuals who are more keen about local goods hold larger
amounts of the local currency; this is widely observed in practice. Finally,
the equilibrium captures the fact that the actual amount of local currency
in circulation tends to be small."* In this model, this could be explained by
a combination of low demand for the local good at current prices as well as

consumers’ min-strategies.

5 Alternative Policies

The introduction of a local currency provides individuals with an instrument
to signal their demand for local goods; it essentially acts as a demand rev-
elation mechanism. In the equilibrium we have constructed, such a signal
is perfectly revealing and can have one of two consequences. When the lo-
cal firm’s posteriors are sufficiently high, it switches to a more productive
technology, charging a lower price. When they are sufficiently low, the firm
stays with the less productive technology — the one they would have cho-

14Tn Tthaca, the total amount of local money in circulation amounts to a mere 64,000
USD. However, this amount is not an insignificant part of the local economy; on any given
day at the farmer’s market, 5 to 20 per cent of trade takes place in Ithaca Hours.
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sen in the absence of any signal. In equilibrium, firms earn zero expected
profits, so, since they are risk neutral, firms are certainly no worse off under
a local currency regime. By holding what they would spend on the local
good anyway, consumers are never worse off when demand is revealed to be
low. Furthermore, they are strictly better off when demand is revealed to be
high. In the equilibrium we have constructed, therefore, the introduction of
a local currency therefore always leads to a Pareto improvement: efficiency
is enhanced in both an ex-ante and an ex-post sense.!®

Ex-post optimality arises because in this equilibrium, the introduction
of a local currency effectively induces truth-telling. Needless to say, the
introduction of a local currency is not the only demand revelation mechanism
available to policy makers. Tt would be instructive, therefore, to see how this
policy compares to other demand revelation mechanisms a government may
resort to.

One obvious candidate is a survey: the government could simply go out
and ask each individual what their type is. However, since all low types will
claim to be high types, any such survey must be accompanied by an incentive
for truth-telling.

Consider the following mechanism. Suppose that rather than introduce a
local currency, local goods production is organised in the public sector and
the government pursues the following policy. First, it asks individuals to
reveal their type. On the presumption that announcements are true, the
government then chooses the appropriate technology in precisely the same
manner as the firm did previously. In particular, it selects ¢; and charges a
price p = ¢; if the proportion of self-declared 8y-types (r = %) is less than ¢;
it chooses tg, setting p = min(AC(to; 7)), otherwise. Trade then takes place
at this price. If demand realisations are at variance with the anticipated

demand, any profits or losses incurred by the government-producer are passed

15Note that by imposing a zero-profit condition, the market structure we adopt allows
us to talk unambiguously about Pareto improvements. With other market structures we

would have to consider more conventional measures such as surplus maximisation.
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on to consumers in the form of lump-sum transfers or taxes, 7.6

In analysing this policy, closed form solutions are intractable. The appen-
dix of this paper presents a numerical example with graphical illustrations
instead. As the example shows, it is possible to obtain full demand revela-
tion when the transfer is targeted to the transgressor. Under such a policy,
any given individual contemplating a unilateral deviation from truth-telling
faces a trade off between a price difference on the one hand and transfers or
tax on the other. For high (low) types, the former (latter) effect dominates.
Although this sounds promising, it is important to recognise that a targeted
policy has lavish book-keeping requirements. In order to enforce such a pol-
icy, the government must keep a record of names on both announcements
and transactions. This promises to be an extremely complex, not to mention
expensive, undertaking — arguably more so than printing local money.

The example further demonstrates that once you move to a less exacting
system of taxation based on aggregate indicators, you lose the truth-telling
equilibrium. In particular, when a targeted tax is substituted with a head
tax, low-types now have an incentive to announce that they are high-types
because they continue to reap the benefit of the resultant price reduction,
while bearing only a fraction of the tax costs.

In the equilibrium described in Proposition 2 and illustrated in the exam-
ple, however, a local currency policy essentially succeeds where the head-tax
fails; firms are able to divine the number of high-types in the economy simply
by observing aggregate money-holdings in the economy (M).

Besides being relatively inexpensive to administer and having minimal

16This policy, in effect, imposes a balanced budget constraint on the government. The
restriction serves a dual purpose. First, it guarantees that the firm will earn zero-profits,
thereby facilitating Pareto comparisons in equilibrium under this policy. Second, it en-
forces a discipline on punishment which may otherwise be taken to extremes in order to
induce the desired (efficient) outcome in equilibrium. For example, the government could
ask individuals to reveal their types and then kill everyone if observed demand were not
in accordance with announcements. In equilibrium, then, all individuals would tell the

truth, but such a policy is simply not reasonable.
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book-keeping requirements, local currency has the additional appeal of being
decentralised and self-enforcing. The government’s only function is to play
the role of the monetary authority, printing and exchanging local currency.
It need not worry about implementing punitive measures on consumers since,
in deviating from their “min” strategy (which is analogous to truth-telling),
players impose a potential cost upon themselves in terms of sub-optimal
consumption.

Granted, this task involves both the cost of printing money and a certain
degree of credibility. Neither individuals nor firms would be willing to trade
in the local currency if they did not trust the monetary authority to play the
role of facilitator in an honest manner. However, the same would be true of
standard tax/transfer policies designed to elicit truth-telling. These involve
not only the assurance that the government will not simply pocket any gains,
but also that it will set policy in order to enhance efficiency, assuming that
it has taxation authority at all. These are, if anything, a more stringent set

of requirements.

6 Conclusion

How might the use of a municipal currency promote local development? This
paper argues that local money serves as a signal of demand for local goods.
This attenuates demand uncertainty and enhances efficiency.

In the equilibrium we constructed money holdings are fully revealing,
leading to ex-post optimality. Indeed, for any finite number of local firms
producing a finite number of goods, this will be the case as long as firms
know d(p, ), the vector of demands for each firm’s good. Once we allow for
more than two consumer types, however, the particular signal we considered
no longer induces an information structure without noise. This is because a
firm, in observing only M, has one equation in more than one unknown (J—1
unknowns if there are J consumer types). Although residual uncertainty

would mean that ex-post efficiency is no longer assured in this case, such a
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signal would nonetheless be informative. The important thing to notice is
that the introduction of a local currency voluntarily held by optimising agents
never increases firms’ demand uncertainty and although ex-post efficiency is
by no means guaranteed, ex-ante efficiency is always (weakly) improved. At
worst, posteriors and priors are identical and at best, as in the equilibrium
of the game we considered earlier, demand is perfectly revealed. Moreover,
as we argued in the previous section, the institution is attractive in its sheer
simplicity.

Our suggestion that the introduction of a local currency in such an in-
stitutional serves to resolve demand uncertainty has at least two limitations.
First, once uncertainty on the part of consumers regarding their own demand
for the local good is introduced, local currency once more becomes a dom-
inated asset. To some extent, this explains why individuals who hold local
currency tend to be those who are well settled in the local community. More
generally, however, it does suggests that the analysis would not go through
in a climate of individual uncertainty in the absence further structure.

Second, as monetary theorists well recognise, the introduction of a new
currency is no easy matter. In focusing on the introduction of a local currency
to supplement a national one, we have skirted at least two important issues.
The first is the level of credibility with which we have exogenously endowed
the monetary authority. Clearly, if firms did not trust the monetary authority
to redeem their local currency for dollars, this policy would never get off the
ground. It is noteworthy in this respect that local community currencies are
typically founded by individuals with deep roots in a community. Second,
there looms the issue of why people are willing to hold money at all. At the
very least, a dynamic framework would be required to answer this broader
question.

This paper has offered one possible rationale for the introduction of a lo-
cal currency. There are numerous other candidates. For example, members
of local currency communities often claim that the use of a local currency

cultivates a sense of community. It is not difficult to formalise this idea in
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a model in which national and local goods are substitutes and consumers’
utility of local goods consumption increases in the number of agents con-
suming locally. Such a model would essentially be a coordination game with
two equilibria. In the “good equilibrium”, everyone consumes locally and in
the “bad equilibrium”, nobody consumes locally. The introduction of a local
currency would then help agents to coordinate on the “good” equilibrium by
signaling their intent to consume locally.

More generally, local currency institutions come in a number of differ-
ent variations, of which the Ithaca Hours system is only one. These include
Local Exchange Trading Systems (LETS) which operate on an explicit sys-
tem of reciprocity, and systems in which money is printed and distributed
rather than exchanged for national currency. Although each of these institu-
tions claim to promote local development, the mechanism through which this
transpires would be different than that depicted in this model’s institutional
setting. In particular, LETS bears a striking resemblance to Kocherlakota’s
(1998) notion of money as memory — a record of gift giving. By contrast,
a model for cash wealth-creation-type of local currency would have to ex-
plain why a national currency does not suffice. This would probably involve
describing a non-information-based market failure which leads to a (dollar)
cash constraint among a subset of the population who would otherwise like
to trade with one another.

For microeconomists, thinking about the rationale for indigenous institu-
tions of this type gives one a great deal of insight into the nature of market
failures individuals perceive as deterrents to development, as well as mecha-
nisms for overcoming them. For monetary economists, future investigation of
LETS and wealth-creation institutions may prove to be a useful playground

in scrutinizing the nature of money.
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8 Appendix

Consider an economy comprising 100 individuals (N = 100) with linear de-
mand functions of the form d(p,0) = 6 — p, where (05.0.) = (12,8).17 Let
each individual’s wealth be w = 60 and let the probability of an individual
being of type 6y be § = 0.45. Then, if FF = 0.8, ¢; = 0.62 and ¢; = 0.6,
G = 0.5. Let a; denote person ¢’s announcement of his type, where a; = 1 if
he announces that he is a high type, and a; = 0 if he announces that he is
a low type. Then, R = Y, a; is the total number of individuals announcing
high types and let r = £. Let ED(p; R) = Rd(p,0r) + (N — R)d(p,6;)
denote the expected demand for the local product following individuals’™ an-
nouncements of types, under the presumption that individuals are telling the
truth. We know that when r < 0.5, the government will choose technology
1 and set a price p(R) = 0.62 ; and when r > 0.5 it will choose technology 2
and set a price p(R) = 0.6 + %. Let 7(R, K) denote the government’s
(realised) profits when R individuals announce that they are 6y-types and
K individuals act like 8y-types. Then, under the policy outlined above,
the government’s total tax/transfer bill will be: 7(R, K) = n(R, K), where
(R, K) = N[(5d(p(R),0r) + (1 — %)d(p(R), 1)) (p(R) — 0.6) — 0.8] when
R > 50 and 7(R, K) = 0 otherwise. Clearly, whenever R > K, (R, K) <0
and when R < K,7n(R, K) > 0.

What we are really interested in is whether a given tax schedule will
induce truth-telling (K = R). In order to answer this question, we need to
determine whether there exist profitable deviations from truth-telling. This
means that we can restrict our attention to two cases: (i) R= K +1 and
(ii) R = K — 1. The first case pertains to a #-type pretending to be a fg-
type. The second case pertains to a 8y-type pretending to be a 8 -type. Let
wi(p(R),0_516,) = w(d(p(R),0;),w — p(R)A(p(R),0;)) + (R, K) denote the
net benefit of lying for an individual ¢ of type 6;. Then, if Ev;(p(R),0_;]0;) >

17A utility function of the form u(l, n; ) = 17(0271)2 + n would, for example, produce

such a demand function.
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Ev;(p(R),0;]0;), a type 8; will be better off lying when others are telling the
truth.

First consider the case in which the government targets any taxes or
transfers directly to the deviator. That is, if ¢ deviates whilst everyone else
tells the truth, 7;(R, K) = 7(R, K) and 7_;(R, K) = 0.

nek heasfit

=0 L 1] &l 0

Figure 1: Net benefit to High-type deviating under targeted transfers

As we can see in figure 1, a high type has no incentive to deviate in any
state of the world (i.e. for any K). For K < 50, the deviation does not
cause any change in price and the government earns zero profits. Hence, in
this range, there is no tax or transfer. For K > 50, the net benefit (positive
transfer from government’s profits, less the utility loss from a higher price)
is negative. Thus, the expected benefit from lying is negative. Similarly, as
figure 2 indicates, a low type has no incentive to deviate from truth-telling
either.
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Figure 2: Net Benefit to a Low-type deviating under targeted transfers

The targeted tax/transfer policy therefore induces truth-telling. Rather
than a targeted policy, consider a simple head-tax/transfer of the form 7 (R, K) =
”(LA;K) for all 2. Figures 3 and 4 depict the incentives for deviation under this
policy.

The costs incurred by high-type deviating from truth-telling are magnified
when the government institutes a per-capita rather than a targeted transfer.
Consequently, as seen in figure 3, the expected benefit from lying continues to
be negative. As figure 4 shows, a low-type has no incentive to deviate when
K < 50. However, unlike the case of a targeted tax, a low type actually
does have an incentive to deviate under a head-tax when K > 50. Thus, the

expected benefit from lying is positive.

How do the two policies outlined above compare to the equilibrium of

the currency policy? Pursuing a “min” strategy in the equilibrium outlined
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Figure 3: Net benefit to High-type deviating under head-tax

in Proposition 2 leads to full revelation. In this sense, it is analogous to
truth-telling under the two policies considered above. As we saw earlier, it
is never profitable for an individual to hold less than his minimum money
holdings. Figures 5 and 6 describe net benefits of deviating to the right. In
particular, we consider what incentive the individual might have to deviate
from holding m = ¢1d(cy,0) to m’ = m + &, where € = 0.01.

As figure 5 indicates, a high-type individual has a positive incentive to
deviate from a min-strategy for K > 50. However, when K < 50, deviation

entails a loss.'® Therefore, when N = 100 and g = 0.45, under the binomial

18A cursory look at figure 5 provides the basic intuition. Suppose the net benefit is
4 x 1078 for all K > 50 and the loss, —1 x 1075 for K < 50. Then, in order for the
expected benefit to be positive, it must be the case that Pr(X > 50) > 0.2. However,
under the binomial distribution with N = 100 and § = 0.45, Pr(K > 50) = 0.135 < 0.20.
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Figure 4: Net benefit to Low-type deviating under head-tax

distribution, the net benefit from deviating is negative.'® Figure 6 paints
much the same picture as figure 5. Analogously, net expected benefits are
negative and the low-type individual has no incentive to deviate from his

min-strategy.?’

19These results are for an epsilon-deviation. When a high-type individual holds enough
extra money to convince the firm that there is one additional high type in the economy

(i.e. K + 1 high-types), net benefits are lower than —8 for all 0 < K < 100.
20When a low-type individual holds enough extra money to convince the firm that there

is one additional high type in the economy (i.e. K + 1 high-types), net benefits are lower
than —7 for all 0 < K < 100.
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Figure 5: Net benefit to High-type deviating under local currency
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