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Summary

Linking of repeated games and exchange of concessions in fields of relative strength may lead to more cooperation and to Pareto improvements relative to the situation where each game is played separately. In this paper we formalize these statements, provide some general results concerning the conditions for more cooperation and Pareto improvements to materialize or not and analyze the relation between both. Special attention is paid to the role of asymmetries
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1 Introduction

There has developed an interest in the theory and applications of linking, also called 'interconnection'. The basic idea is the following. Consider a group of decision makers who are simultaneously involved in several different real world problems (issues). The standard approach is to consider the decision making process for each problem in isolation. In practice, however, the decision making process with respect to one problem is usually influenced by the decision making processes with respect to the other problems (spill-over effects or links). Discarding the links among the issues and analyzing the decision process on each issue separately rather than in a multi-issue decision making context is likely to lead to biased outcomes. Particularly, a single issue approach ignores the possibility that if the issues have compensating asymmetries of similar magnitudes, an exchange of concessions may allow and enhance cooperation which extends beyond cooperation in the single issue context. Some well-known real world examples of linking are the negotiations 'on land for peace' between Israel and Palestina and the deal on WTO membership and participation in the Kyoto agreement between the EU and Russia.

In the economics literature the notion of linking has been applied in the context of multimarket behavior in oligopolistic markets (see e.g. Bernheim and Whinston, 1990; Spagnolo, 1999) and of international environmental problems (see e.g. Folmer et al., 1993; Botteon and Carraro, 1998; Carraro and Siniscalco, 1999; Finus, 2001).

A game theoretical framework for the linking of repeated games was developed by Folmer et al. (1993) and by Folmer and von Mouch (1994). In Folmer and von Mouch (2000) the following themes for linking of repeated games were suggested: linking may sustain more cooperation,\(^1\) may eliminate social welfare losses, may bring Pareto improvements and may facilitate cooperation. We observe that 'may' is used here to indicate that the characteristics of linking of repeated games mentioned do no hold unconditionally but depend on the particular nature of the problem at hand. However, to our best knowledge, the conditions under which these characteristics hold have not yet been thoroughly analyzed which is a major omission in the light of the practical and theoretical relevance of linking. Admittedly, some results about the conditions under which the characteristics of more cooperation and Pareto improvements hold can be found in Ragland (1995) and Just and Netanyu (2000). However, these results are limited in scope because the settings in these publications concern the special case of linking of two repeated 2 × 2-bimatrix games.

The main purpose of this paper is to identify classes of isolated stages games for which the themes 'linking may sustain more cooperation' and 'linking may bring Pareto improvements' materialize or not. For that purpose we formalize the themes 'linking may sustain more cooperation'and 'linking may bring Pareto improvements'. Our results apply to the linking of an arbitrary number of repeated games with an arbitrary number of (the same) players. In section 2 we present preliminaries and introduce concepts. In section 3 we present figures that illustrate these concepts and that will be referred to in the next sections. In section 4 we discuss 'more cooperation' and in section 5 Pareto improvements. Section 6 concludes. Various proofs will be given in the appendix.

2 Preliminaries

Negotiation sets. Consider a game in strategic form among \(N\) players. That is, for each player \(i \in N := \{1, \ldots, N\}\) we have a non-empty (action) set \(X^i\) and a real-valued (payoff) function \(f^i\) on the set of multi-actions \(X := X^1 \times \cdots \times X^N\). In order to avoid some technicalities we will restrict ourselves here often to what we call regular games in strategic form, which are games in strategic form that satisfy the following three assumptions. First, each payoff function is bounded. This assumption assures that the minimax payoff \(\tilde{\psi}\) of each player \(j\) is a well-defined real number. Second, without any loss of generality, we assume that \(\tilde{\psi} = 0\) for each player \(j\). This assumption implies that a payoff vector (i.e. an element of \(R^J\)) is individually rational if and only if it belongs to \(R^N_+\), i.e. the closed positive octant of \(R^N\). Third, denoting \(f(x) := (f^1(x), \ldots, f^n(x))\), the

\(^1\)This is the counterpart of the theme 'repetition enables cooperation' for repeated games. 'More' is relative to the single issue case.
feasible set, i.e. the convex hull $\text{co}(U)$ of the set $U := \{ f(x) \mid x \in X \}$ of basic payoff vectors, is assumed to be closed. This condition is always satisfied in the case each action set is finite.\(^2\)

For a regular game in strategic form $\Gamma$, the intersection of its set of individually rational payoff vectors and its feasible set is an important object. We call it here simply the negotiation set of $\Gamma$ and denote it by $H$.\(^3\)

$$H := \text{co}(U) \cap \mathbb{R}_+^N.$$  

The three assumptions presented above ensure that $H$ is a compact set.\(^4\)

Because each Nash equilibrium payoff vector of $\Gamma$ is individually rational, $H$ contains the set of Nash equilibrium payoff vectors. By $\text{PB}(H)$ we denote the Pareto boundary of $H$ and by $\text{PB}_0(H)$ its weak Pareto boundary.\(^5\) Because $H$ is compact, $\text{PB}(H) \neq \emptyset$ if $H$ is non-empty. Also we have (see Appendix A.4)

$$\text{PB}(H) = \text{PB}(\text{co}(U)) \cap \mathbb{R}_+^N.$$  

(1)

Given a game in strategic form $\Gamma$ we call a maximizer $X$ of the total payoff function $\sum_{j=1}^N f_j^J$ a full-cooperative multi-action. The set of such multi-actions will be denoted by $J$. It is easy to see that (see Appendix A.4) for a regular game in strategic form we have

$$J \neq \emptyset.$$  

(2)

**Direct sum games and canonical mapping.** Consider $M$ games in strategic form $\Gamma_1, \ldots, \Gamma_M$ among (the same) $N$ players. We refer to them as *isolated stage games* and use pre-subscripts to refer to objects related to them. Let $M := \{1, \ldots, M\}$. the set of issues. Let $^kX^j$ be the action set of player $j$ in $\Gamma_k$. Define for each $k \in M$

$$^kX := ^kX^1 \times \cdots \times ^kX^N$$

and for each player $j$

$$^*X^j := 1X^1 \times \cdots \times M^j.$$  

Moreover, define the mapping $\Psi : 1X \times \cdots \times M^X \rightarrow ^*X^1 \times \cdots \times ^*X^N$ by

$$\Psi\left( \begin{array}{c} 1X \\ \vdots \\ M^X \end{array} \right) := (x^1, \ldots , x^N).$$

$\Psi$ is called the *canonical mapping*. Note that the canonical mapping is a bijection.

For $M$ games in strategic form $\Gamma_1, \ldots, \Gamma_M$ among $N$ players, the trade-off direct sum game $(\oplus \Gamma)_\alpha$ is defined as the game in strategic form where player $j$ has action set $^*X^j$ and his payoff function is given by\(^6\)

$$f^j(x^1, \ldots , x^N) := \sum_{k=1}^M \alpha_k f^j(1x^1, \ldots , 1x^N).$$

(In the case of two bimatrix games $(\oplus \Gamma)_\alpha$ is the tensor sum of the individual bimatrix games.)

The set of possible payoffs vectors $U_\alpha$ of $(\oplus \Gamma)_\alpha$ equals $\sum_{k \in M} \alpha_k U := 1U + \cdots + MU.$\(^7\)

\(^2\)Note that for a regular game in strategic form it is possible that its feasible set does not contain $0$. Indeed, this for example holds for the regular bimatrix game $\left( \begin{array}{cc} -2; & 2 \\ 3; & 0 \end{array} \right)$.

\(^3\)The negotiation set plays an important role in Folk theorems which relate to the geometric structure of the set of (average) subgame perfect Nash equilibrium payoff vectors for repeated games $< \Gamma \rangle$ with $\Gamma$ as stage game. In this context it is customary to assume that repeated games are with discounting and that each player has the same discount factor $\delta \in (0, 1)$. Finally, if we consider several repeated games below (with the same players) together, then it is assumed that in each of them the periods are the same and the discount factors are the same. For the purpose of this paper it is not necessary to go into the details of (technically complicated) Folk theorems. For this, we refer to, for example, Benoît and Krishna (1996).

\(^4\)This set may be empty, as for example is the case for the bimatrix game in footnote 2.

\(^5\)See appendix A.3 for Pareto boundaries.

\(^6\)The $\alpha$ refer to the fact that in this formula the payoffs of the isolated games are added (with weights 1).

\(^7\)For two subsets $A, B$ of $\mathbb{R}^N$ its Minkowski sum $A + B$ is defined by $A + B := \{ a + b \mid a \in A, b \in B \}$.
Let \( kE \) be the set of Nash equilibria of \( k\Gamma \), \( Y \) the set of full-cooperative multi-actions of \( k\Gamma \), \( E_\alpha \) the set of Nash equilibria of \((\oplus\Gamma)_\alpha \) and \( Y_\alpha \) the set of full-cooperative multi-actions of \((\oplus\Gamma)_\alpha \). It can be shown that (see Föllmer et al., 1993; Föllmer and von Mouche, 1994)

\[
\Psi_i(1E \times \cdots \times M E) = E_\alpha, \\
\Psi_i(Y \times \cdots \times M Y) = Y_\alpha.
\]

Equation (3)

Equation (4)

Suppose each \( k\Gamma \) is regular. Then \((\oplus\Gamma)_\alpha \) also is regular. The negotiation set of \( k\Gamma \) is

\[
kH := \mathbb{R}_+^N \cap \text{co}(kU).
\]

Using the fact that a convex hull of a sum is the sum of the convex hulls, the negotiation set of \((\oplus\Gamma)_\alpha \) is

\[
H_\alpha = \mathbb{R}_+^N \cap \sum_{k \in M} \text{co}(kU).
\]

Equation (5)

Linking. Again, let \( 1\Gamma, \ldots, k\Gamma \) be \( M \) regular games in strategic form and consider the repeated games \( < k\Gamma > \). Linking of the (isolated) repeated games \( < k\Gamma > \) is done by combining them into a repeated game \((\oplus\Gamma)_\alpha \), a so-called trade-off tensor game. This trade-off tensor game has as stage game the trade-off direct sum game \((\oplus\Gamma)_\alpha \).

In order to analyse the effects of linking, we define the aggregated negotiation set as

\[
H_{ag} := \sum_{k \in M} kH.
\]

Equation (6)

\( H_{ag} \) may be considered as the negotiation set when the \( M \) repeated games are not linked but merely aggregated. We remark that \( H_{ag} = \emptyset \) when some \( kH \) is empty. Because

\[
\sum_{k \in M} (\mathbb{R}_+^N \cap \text{co}(kU)) \subseteq \sum_{k \in M} \mathbb{R}_+^N \cap \sum_{k \in M} \text{co}(kU) = \mathbb{R}_+^N \cap \sum_{k \in M} \text{co}(kU)
\]

Equation (7)

it follows that

\[
H_{ag} \subseteq H_\alpha.
\]

Equation (8)

We observe that equality holds in (8) if and only if the \( \subseteq \)-symbol is a \( = \)-symbol in (7).

More cooperation and Pareto improvements. In Föllmer et al. (1993) it is shown that Nash equilibria for each repeated game \( < k\Gamma > \) lead in a canonical way to a Nash equilibrium for the trade-off tensor game \((\oplus\Gamma)_\alpha \). In general, the trade-off tensor game also has other (subgame perfect) Nash equilibria. Folk theorems are useful in order to investigate the question how many more subgame perfect Nash equilibria there are, particularly by focussing on the set \( H_\alpha \setminus H_{ag} \). This leads to the following definition:

**Definition 1** There is an enrichment of the aggregated negotiation set if the strict inclusion \( H_{ag} \subset H_\alpha \) holds. \( \diamond \)

Hence, enrichment of the aggregated negotiation set can be interpreted as ‘Linking sustains more cooperation.’

We call \( u \in \text{PB}(H_{ag}) \) a (strong) expansion point of \( \text{PB}(H_{ag}) \) if there exists \( w \in H_\alpha \) such that\(^9\) \( w \succ u \) and a weak expansion point of \( \text{PB}(H_{ag}) \) if there exists \( w \in H_\alpha \) such that \( w \succ u \). By EXP we denote the set of expansion points and by EXP\(_w\) the set of weak expansion points. Of course, EXP \( \subseteq \) EXP\(_w\) and EXP \( \subseteq \) PB\(_w\)(H\(_{ag}\)). Moreover, (see Appendix A.4)

\[
\text{EXP} = \text{PB}(H_{ag}) \setminus \text{PB}_w(H_\alpha).
\]

Equation (9)

Below we shall only deal with strong expansion points.

---

\(^9\)It is straightforward to show that this statement remains valid if one replaces ‘Nash equilibrium’ by ‘subgame perfect Nash equilibrium’.

\(^9\)For \( a = (a^1, \ldots, a^N) \), \( b = (b^1, \ldots, b^N) \in \mathbb{R}^N \) we write \( a \succeq b \) if \( a^i \geq b^i \) for all \( i \). We write \( a > b \) if \( a \succeq b \) and \( a \neq b \). And we write \( a \succ b \) if \( a^i > b^i \) for all \( i \).
Definition 2 We speak of partial expansion (of the Pareto boundary of the aggregated negotiation set) if \( \emptyset \subset \text{EXP} \subset \text{PB}(H_{ag}) \). In the case \( \text{EXP} = \emptyset \) we say that there is expansion nowhere. Finally, in the case \( \emptyset \subset \text{EXP} = \text{PB}(H_{ag}) \) there is expansion everywhere. \( \diamond \)

We observe that by virtue of Folk theorems the existence of an expansion point of \( \text{PB}(H_{ag}) \) is related to possible Pareto improvements. This may be interpreted as ‘Linking brings Pareto improvements’.

Finally, we observe that if there is no enrichment of the aggregated negotiation set, i.e. if \( H_{ag} = H_\alpha \), then \( H_{ag} \) and \( H_\alpha \) have the same Pareto boundaries and thus, by virtue of (7), \( \text{EXP} = \emptyset \).

3 Figures

In this section we present five figures that illustrate the concepts defined above. Moreover, we will refer to these figures in sections 4 and 5. The figures present the linking of two repeated games, where the isolated stage games are (regular) \( 2 \times 2 \)-bimatrix games.

Figure 1 relates to the games

\[
1\Gamma := \begin{pmatrix}
2; 1 & -3; 2 \\
5; -1 & 0; 0
\end{pmatrix}, \quad 2\Gamma := \begin{pmatrix}
1; 2 & -1; 5 \\
2; -3 & 0; 0
\end{pmatrix}.
\]

![Figure 1: Expansion everywhere.](image)

Figure 1, and also Figures 2–5, are to be interpreted as follows. Four polygons are drawn: the feasible sets \( \text{co}(1U), \text{co}(2U) \), the sum of these two sets and the aggregated negotiation set \( H_{ag} = 1H + 2H \). Because the minimax payoff vectors for \( 1\Gamma \) and \( 2\Gamma \) are \( 0 \), the sets \( 1H \) and \( 2H \) can be distinguished. \( H_{ag} = 1H + 2H \) is the boldfaced polygon. Because the minimax payoff vector for \( (\oplus \Gamma)_\alpha \) is \( 0 \), the set \( H_\alpha \) can also be distinguished. For reasons of convenience these four sets for Figure 1 are drawn below.

![Figures 2–5](images)

The sets in the above three figures respectively concern \( \text{co}(1U) \) and \( \text{co}(2U) \), \( \text{co}(1U) + \text{co}(2U) \) and \( H_{ag} = 1H + 2H \).
We note that in the case of Figure 1

\[
(\oplus \Gamma)_a = \begin{pmatrix}
3; 3 & 1; 6 & -2; 4 & -4; 7 \\
4; -2 & 2; 1 & -1; -1 & -3; 2 \\
6; 1 & 4; 4 & 1; 2 & -1; 5 \\
7; -4 & 5; -1 & 2; -3 & 0; 0
\end{pmatrix},
\]

Figure 2 relates to the two games

\[
\Gamma_1 := \begin{pmatrix}
0; 2 & 3; 1 \\
-3; 0 & 0; 0
\end{pmatrix},
\Gamma_2 := \begin{pmatrix}
0; 1 & 1; 0.5 \\
-2; 0 & 0; 0
\end{pmatrix}.
\]

Figure 2: No enrichment of the aggregated negotiation set.

Figure 3 relates to the two games

\[
\Gamma_1 := \begin{pmatrix}
7; 1 & -3; 3 \\
10; -2 & 0; 0
\end{pmatrix},
\Gamma_2 := \begin{pmatrix}
1; 7 & -2; 10 \\
3; -3 & 0; 0
\end{pmatrix}.
\]

Figure 3: Partial expansion (non-symmetric isolated stage games).

Figure 4 relates to the two games

\[
\Gamma_1 := \begin{pmatrix}
2; 2 & -2; 4 \\
4; -2 & 0; 0
\end{pmatrix},
\Gamma_2 := \begin{pmatrix}
2; 2 & -1; 1 \\
1; -1 & 0; 0
\end{pmatrix}.
\]

Finally, Figure 5 relates to the two games

\[
\Gamma_1 := \begin{pmatrix}
2; 2 & -2; 10 \\
10; -2 & 0; 0
\end{pmatrix},
\Gamma_2 := \begin{pmatrix}
3; 3 & -3; 4 \\
4; -3 & 0; 0
\end{pmatrix}.
\]
4 Linking sustains more cooperation

The next theorem, proven in Appendix A.4, identifies three cases where linking does not lead to an enrichment of the aggregated negotiation set.

**Theorem 1** Each of the following conditions is sufficient for that there is no enrichment of the aggregated negotiation set.

1. For each $k$ the payoff function of each player in $k\Gamma$ is a positive multiple of its payoff function in $1\Gamma$; this result holds in particular if all isolated stage games are identical.

2. In each isolated stage game each basic payoff vector is individually rational.\(^{10}\)

3. $H_\alpha = \emptyset$. \(^{11}\)

Theorem 1 is a negative result and clearly shows that the structure of the isolated stage game matters to achieve more cooperation. Figure 2 shows that there are situations of no enrichment of the aggregated negotiation set that are not covered by Theorem 1. In all other figures there is an enrichment.

Now we turn to the conditions under which a positive general result holds, i.e. linking leads to an enrichment of the aggregated negotiation set. For that purpose we present Theorem 2 as a first general result. This theorem deals with isolated stage games that have 'compensating asymmetries of exactly the same magnitude'. This notion is defined as follows. Given isolated stage games $1\Gamma, \ldots, N\Gamma$ (so $M = N$) we say that they have 'compensating asymmetries of exactly the same magnitude if there are $N$ permutations $\pi_1, \ldots, \pi_N$ of $N$ with $\pi_1 := \text{Id}$ (i.e. the identical permutation) such that for each $j \in N$ one has $\{\pi_1(j), \ldots, \pi_N(j)\} = N$ and such that $k\Gamma := \pi_k(1\Gamma)$ $(k \in M)$. So each $k\Gamma$ is a permutation of $1\Gamma$ (see Appendix A.1 for permuted games), but not all $N!$ permuted games of $1\Gamma$ are allowed.\(^{11}\)

---

\(^{10}\)Note that this is equivalent with 'in each isolated stage game each point of its feasible set is individually rational'.

\(^{11}\)It should be noted that regularity of $1\Gamma$ implies regularity of each $k\Gamma$ and that if one of them is symmetric, all are such.
Another condition in Theorem 2 is that \( \Gamma \) has a defect (Folmer and von Mouche, 2000): a game in strategic form with bounded payoff functions has a \( j \)-defect (where \( j \in N \)) if for player \( j \) no full-cooperative payoff vector is individually rational. The game has a defect if it has a \( j \)-defect for some \( j \). Of course, a defect excludes the possibility that a Nash equilibrium is full-cooperative.\(^{12}\) It also excludes the possibility that the game is symmetric and regular.\(^{13}\)

**Theorem 2** Consider isolated regular stage games that have compensating asymmetries of exactly the same magnitude. If \( \Gamma := \Gamma_1 \) has a Nash equilibrium and a defect, then there is an enrichment of the aggregated negotiation set. Moreover, the game \((\oplus \Gamma)_\alpha\) has a Nash equilibrium for which there exists a full-cooperative unanimous Pareto improvement. \(\diamondsuit\)

The proof of Theorem 2 is given in Appendix A.4. Note that in Theorem 2 all the isolated stage games have a defect, but \((\oplus \Gamma)_\alpha\) does not have. Theorem 2 explains the enrichment of the aggregated negotiation set in Figure 1 (where \( \Gamma \) has a 2-defect). Figures 3-5 show that there are situations of enrichment of the aggregated negotiation set that are not covered by Theorem 2. We observe that Theorem 2 does not exclude the possibility that in the case the isolated stage games are symmetric (without having compensating asymmetries of exactly the same magnitude), there could be an enrichment of the aggregated negotiation set (Figures 4 and 5).

We note that in Figures 1, 3 and 5 the isolated stage games are prisoners’ dilemma games,\(^{14}\) but that this is not the case for Figure 4. Concerning this aspect:

**Corollary 1** Consider isolated regular stage games that are \( 2 \times 2 \)-bimatrix prisoners’ dilemma games, with a unique full-cooperative multi-action that have compensating asymmetries of exactly the same magnitude. Then there is an enrichment of the aggregated negotiation set. Moreover, \((\oplus \Gamma)_\alpha\) has a Nash equilibrium for which there exists a full-cooperative unanimous Pareto improvement. \(\diamondsuit\)

Indeed, for this situation \( \Gamma_1 \) automatically has a Nash equilibrium and a \( j \)-defect for some \( j \).\(^{15}\)

## 5 Linking brings Pareto improvements

We have already seen that if there is no enrichment of the aggregated negotiation set, then there is expansion nowhere. A natural question now is whether enrichment of the aggregated negotiation set implies that there is an expansion point. The answer is no as Figure 4 shows. Note that in this figure the Pareto boundary \( PB(\Delta) \) is the singleton \( \{(2, 2)\} \).

Theorem 1(2) implies that if in each isolated stage game each point of its feasible set is individually rational, then there is expansion nowhere. Also in Figure 2 there is expansion nowhere, but this can not be explained in this way. Individual rationality of each point of the feasible sets is a strong condition. In Theorem 4 there is a weaker condition that also guarantees expansion nowhere and explains expansion nowhere in Figure 2. The proof of Theorem 4 uses the technique of normal cones\(^{16}\) and is a little bit complicated. Therefore, before we turn to this theorem, we state a special case of it, Theorem 3, for which we can provide a simple proof.

---

\(^{12}\)In this sense one may say that a defect implies that each Nash equilibrium has a welfare loss. For such a game the welfare loss remains when we repeat the game. See Folmer and von Mouche (1994, Proposition 4.2.) for a precise statement.

\(^{13}\)Here is a proof of this statement, by contradiction. Suppose \( \Gamma \) is symmetric, regular and has a \( j \)-defect. Then for each permutation \( \pi \) of \( N \) the game \( \pi(\Gamma) \) has a \( \pi^{-1}(j) \)-defect. But \( \pi(\Gamma) = \Gamma \), so \( \Gamma \) has an \( i \)-defect for each \( i \in N \). By (2) there exists a full-cooperative multi-action \( y \). Let \( n \) be a Nash equilibrium. Then one has (using the fact that each Nash equilibrium payoff vector is individually rational) \( \sum_{i=1}^{N} f'(n) \geq \sum_{i=1}^{N} f'(y) \), a contradiction.

\(^{14}\)We call a game in strategic form a prisoners’ dilemma game if each player has a strictly dominant action and the strictly dominant equilibrium is not Pareto-efficient in the weak sense.

\(^{15}\)The last statement is a direct consequence of the fact that for every \( 2 \times 2 \)-bimatrix prisoners’ dilemma game the Nash equilibrium payoff for each player equals his minimax payoff.

\(^{16}\)A more direct proof of Theorem 4 would be welcome.
Theorem 3 If, in case $M = 2$, for each of the isolated stage games each point of the Pareto boundary of its feasible set is individually rational and at least one of these Pareto boundaries is a singleton, then $\text{PB}(H_a) = \text{PB}(H_{ag})$ and therefore there is expansion nowhere. \(\diamond\)

For the proof of this theorem see Appendix A.4. The conclusion of expansion nowhere in Theorem 3 even holds for general $M$ without the singleton assumption:

Theorem 4 If for each of the isolated stage games each point of the Pareto boundary of its feasible set is individually rational, then there is expansion nowhere. \(\diamond\)

Also for the proof of this theorem see Appendix A.4.

Figure 2 illustrates Theorem 4 and Figure 4 shows that there are situations of expansion nowhere that are not covered by Theorem 4. Note that in Figure 2 there is no enrichment of the aggregated negotiation set (and that for player 2 the first isolated stage game 'is half the second one'). An important issue for further research is whether for the cases specified in Theorem 4 there always is no enrichment of the aggregated negotiation set.

Figures 3 and 5 show cases where there is partial expansion. Note that in Figure 1 there is expansion everywhere. Another interesting question for further research is whether expansion everywhere always holds in Theorem 2. An even more basic question is whether or not an expansion point always exists in Theorem 2.

Finally we note that even in case each isolated stage game is symmetric, there may be partial expansion as Figure 5 shows.

6 Conclusion

In this paper we have presented some general results on more cooperation and Pareto improvements which can be achieved by linking of repeated games. We have defined 'more cooperation' by the notion of enrichment of the aggregated negotiation set and 'Pareto improvement' by the notion of expansion point of the Pareto boundary of the aggregated negotiation set. Using these notions we have formalized for tensor games the theme 'linking may sustain more cooperation' and 'linking may bring Pareto improvements'.

We have shown that in the case linking brings Pareto improvements, it also sustains more cooperation but that the reverse does not hold in general. We have identified a class of isolated stage games for which linking does not sustain more cooperation and a class for which it does. In order to identify this last class we formalized the basic idea that an exchange of concessions may enhance cooperation if the issues have compensating asymmetries of similar magnitude. For this class all isolated stage games are asymmetric and permutations of each other and all have the property that each full-cooperative payoff vector is not individually rational. Concerning Pareto improvements, we derived (in the appendix) a characterization of expansion points in terms of positive normal cones and used this in order to identify a class where linking does not bring Pareto improvements. We showed that also in the case all isolated stage game are symmetric (but not identical), more cooperation and even partial expansion is possible.

The figures that we used for illustrating our results lead to interesting questions for further research:

A. How far can one deviate in Theorem 2 from the situation of (exact) permuted games? This would model the notion of 'similar magnitude' in the expression 'an exchange of concessions in issues that have compensating asymmetries of similar magnitude'.

B. Derive (interesting) sufficient conditions (like the conjecture in C) for the existence of expansion points.

C. If the isolated stage games have compensating asymmetries of exactly the same magnitude and one of them has a Nash equilibrium and a defect, is there then expansion everywhere? More basically, we conjecture that there then always is at least one expansion point.
D. If for each of the isolated stage games each point of the Pareto boundary of its feasible set is individually rational, is there then no enrichment of the aggregated negotiation set?

Finally, we observe that although this paper is about game theory, the problems we deal with are in fact geometric problems related to Minkowski sums and intersections of convex sets. Therefore, basic research on linking should (also) relate to these topics.

A Appendices

Before turning to the proofs in Appendix A.4 we present some definitions and useful results. For those for which it is difficult to trace them in the literature we also give a proof.

A.1 Permutated games

Given a Cartesian product of sets $A_1 \times \cdots \times A_N$, we define for a permutation $\kappa$ of $\{1, \ldots, N\}$ the mapping $T_\kappa : A_1 \times \cdots \times A_N \to A_{\kappa(1)} \times \cdots \times A_{\kappa(N)}$ by $T_\kappa(a_1, \ldots, a_N) := (a_{\kappa(1)}, \ldots, a_{\kappa(N)})$.

Let $\Gamma$ be a game in strategic form and $\pi$ a permutation of $\mathcal{N}$. We define the game in strategic form $\pi(\Gamma)$ (called a permutated game of $\Gamma$) as the game in strategic form where the action set $Z^i$ of player $i$ is $X^{\pi(i)}$ and his payoff function $h^i$ is $f^{\pi(i)} \circ T_{\pi(i)}$. So,

$$h^i(z_1, \ldots, z_N) = f^{\pi(i)}(z_{\pi^{-1}(1)}, \ldots, z_{\pi^{-1}(N)}).$$

Finally, a game in strategic form $\Gamma$ where each player has the same action set $X$ is called symmetric if for each permutation $\pi$ of $\mathcal{N}$ one has $\Gamma = \pi(\Gamma)$.

A.2 Normal cones

Let $A$ be a non-empty subset of $\mathbb{R}^N$ and $x \in \overline{A}$, i.e. $x$ is an element of the topological closure of $A$. Then

$$N_A(x) := \{d \in \mathbb{R}^N \mid (y - x) \cdot d \leq 0 \text{ for all } y \in A\}.$$ 

$N_A(x)$ is a convex cone and is called the normal cone of $A$ in $x$. Moreover, we define for $x \in \overline{A}$ the positive normal cone of $A$ in $x$ as

$$N_A^+(x) := \{d \in N_A(x) \mid d > 0\}.$$ 

Note that $0 \in N_A(x)$, but that $N_A^+(x)$ may be empty.

Let $kA$ ($1 \leq k \leq M$) be subsets of $\mathbb{R}^N$. It is straightforward to prove hat for $ka \in kA$ ($1 \leq k \leq M$), with $a := \sum_{k=1}^N k a_k$ one has

$$N_{\sum_{k=1}^M k A}(a) = \cap_{k=1}^M N_{kA}(k a).$$ (8)

A.3 Pareto boundaries

Define the function $\mathcal{C} : \mathbb{R}^N \to \mathbb{R}$ by $\mathcal{C}(x) := \sum_{i=1}^N x_i$. For a subset $A$ of $\mathbb{R}^N$ we define $\overline{A}$ as the set of maximizers of the restricted function $\mathcal{C} \uparrow A$, i.e. of the function $\mathcal{C} : A \to \mathbb{R}$. Moreover, define $s(A) \in \mathbb{R} \cup \{-\infty, +\infty\}$ as the supremum of the function $\mathcal{C} \uparrow A$. Closedness (boundedness) of $A$ implies closedness (boundedness) of $\overline{A}$ and if $A$ is a non-empty compact subset of $\mathbb{R}^N$, then $\overline{A}$ is non-empty and compact as well.

It is also straightforward to prove the following properties for all subsets $A, B$ of $\mathbb{R}^N$:

$$\overline{\text{co}(A)} = \text{co}(\overline{A});$$ (9)

$$s(\text{co}(A)) = s(A);$$ (10)

$$s(A + B) = s(A) + s(B).$$ (11)
For a subset $A$ of $\mathbb{R}^N$ its (strong) Pareto boundary $PB(A)$ is defined as the set of elements $a$ of $A$ for which there does not exist $c \in A$ with $c > a$ whereas its weak Pareto boundary $PB_w(A)$ is defined as the set of elements $a$ of $A$ for which there does not exist $c \in A$ with $c \succ a$. Of course, $PB(A) \subseteq PB_w(A)$. For $\partial A$, the topological boundary of $A$, we have
\[ \bar{A} \subseteq PB(A) \subseteq PB_w(A) \subseteq \partial A. \]

So $PB(A) \neq \emptyset$ if $A$ is compact and non-empty.

Let $A_k$ ($1 \leq k \leq M$) be subsets of $\mathbb{R}^N$. It is easy to show that for $a_k \in A_k$ ($1 \leq k \leq M$), with $a := \sum_{k=1}^N a_k$, one has
\[ a \in PB(\sum_{k=1}^M A_k) \Rightarrow a_k \in PB(A_k) \text{ for all } k. \]

Thus in particular
\[ PB(\sum_{k=1}^M A_k) \subseteq \sum_{k=1}^M PB(A_k). \quad (12) \]

**Lemma 1** Let $A$ be a compact subset $A$ of $\mathbb{R}^N$. For each $a \in A$ there exists $b \in PB(A)$ with $b \geq a$. \(\diamond\)

**Proof.** Let $Z := \{ z \in \mathbb{R}^N \mid z \geq x \}$ is closed. This implies that $Z \cap A$ is compact. Because $x \in Z \cap A$, $Z \cap A \neq \emptyset$ and therefore also $PB(Z \cap A) \neq \emptyset$. Take $y \in PB(Z \cap A)$. Then $y \in Z$, so $y \geq x$. Also $y \in PB(A)$, because otherwise there would exist $b \in A$ with $b > y$. Then we had $b > y \geq x$, so $b \in Z \cap A$ and $b > y$, which is a contradiction with $y \in PB(Z \cap A)$. Q.E.D.

Lemma 1 now will be used to derive further properties.

**Lemma 2** For two non-empty subsets $A$ and $B$ of $\mathbb{R}^N$ with $A \subseteq B$ and $a \in \bar{A}$ one has:
$B$ compact and $PB(B) \subseteq A$ $\Rightarrow$ $N_B^+(a) = N_A^+(a)$. \(\diamond\)

**Proof.** Because $A \subseteq B$ one has $N_B^+(a) \subseteq N_A^+(a)$. By contradiction we prove that $N_B^+(a) \supseteq N_A^+(a)$. So suppose $\gamma \in N_A^+(a) \setminus N_B^+(a)$. Now $(w - a) \cdot \gamma \leq 0$ for all $w \in A$, but not for all $z \in B$. This implies there is a $w \in B \setminus A$ such that $\gamma \cdot (w - a) > 0$. Because $B$ is compact, there is, by Lemma 1, $b \in PB(B)$ such that $b \geq w$. Because $\gamma > 0$, also $\gamma \cdot (b - a) > 0$. So $b \not\in A$. But $b \in PB(B) \subseteq A$, which is a contradiction. Q.E.D.

In general the inclusion in (12) is not an equality. Here is a special case where equality holds:

**Lemma 3** $[A, B \subseteq \mathbb{R}^N$, $B$ compact and $\#PB(B) = 1] \Rightarrow PB(A + B) = PB(A) + PB(B)$. \(\diamond\)

**Proof.** Only $\supseteq$ remains to be proved. This we do by contradiction. So suppose $x \in PB(A) + PB(B)$, but $x \notin PB(A + B)$. Write $PB(B) = \{b\}$. Let $a \in PB(A)$ such that $x = a + b$. Because $B$ is compact, there is for each $y \in B$ an element of $PB(B)$, i.e. $b$, such that $y \preceq b$. So $b - y \preceq 0$ ($y \in B$). Because $x \in A + B$ and $x \notin PB(A + B)$, there is $d \in A + B$ with $d > x$. Let $a' \in A$ and $b' \in B$ such that $d = a' + b'$. Then $a' > a + (b - b') \geq a$, so $a' > a$. But $a \in PB(A)$, a contradiction. Q.E.D.

**Lemma 4** Let $B, C \subseteq \mathbb{R}^N$ such that for no $c \in C$ there exists $d \in C^c$ with $d > c$. Then $PB(B \cap C) = PB(B) \cap C$. \(\diamond\)

**Proof.** \(\subseteq\): by contradiction. So suppose $a \in PB(B \cap C)$ and $a \not\in PB(B) \cap C$. Because $a \in B \cap C \subseteq C$, it follows that $a \not\in PB(B)$. Now there is $b \in B$ with $b > a$. Because $a \in PB(B \cap C)$, it follows that $b \not\in B \cap C$. Thus $b \in C^c$, $a \in C$ and $b > a$, which is a contradiction.

\(\supseteq\). Suppose $d \in PB(B) \cap C$. One has $d \in B \cap C$. If we would have $a \in B \cap C$ such that $a > c$, then, noting that $a \in B$ and $d \in B$, we would have a contradiction. Q.E.D.
Lemma 5 Let $A$ be a non-empty convex subset of $\mathbb{R}^N$. Then $a \in \text{PB}_w(A) \Rightarrow N_+^A(a) \neq \emptyset$. \\
Proof. Define $B := \{x \in \mathbb{R}^N \mid x \geq a\}$. One has $B^o = \{x \in \mathbb{R}^N \mid x \gg a\}$ and thus $B^o \cap A = \emptyset$. $B^o$ and $A$ are convex, non-empty and disjoint. Using a separation theorem, there exists an affine hyperplane that $A$ and $B^o$ separates. Therefore there exists $\gamma \in \mathbb{R}^N \setminus \{0\}$ such that $\gamma \cdot z \leq \gamma \cdot b (z \in A, b \in B^o)$. Even now
\[
\gamma \cdot z \leq \gamma \cdot b (z \in A, b \in B). \tag{13}
\]
With $b = a$ it follows that $\gamma \cdot z \leq \gamma \cdot a (z \in A)$. Now we prove by contradiction that $\gamma > 0$. So (remembering that $\gamma \neq 0$) suppose $\gamma_i < 0$ for some $i$. For $b \in B$ defined by $b_j := a_j (j \neq i)$ and $b_i := x a a r x \geq a_i$, we have
\[
\gamma \cdot b = \sum_{j=1, j \neq i}^n \gamma_j a_j + \gamma_i x.
\]
For $x$ large enough this number is less than $\gamma \cdot a$, which is a contradiction with (13). Q.E.D.

A.4 Remaining proofs
Proof of (8). Because the game is regular, $\text{co}(U)$ is closed, and bounded. So it is compact. \(^\text{17}\) Because it is also non-empty, $\text{co}(U)$ also is non-empty and therefore, by (9), also $\bar{U} \neq \emptyset$. Because of the general identity
\[
\bar{U} = f(Y), \tag{14}
\]
also $Y \neq \emptyset$. Q.E.D.

Proof of (1). ‘$\subseteq$’ by contradiction. So suppose $u \in \text{PB}(H)$ and $u \notin \text{PB}(\text{co}(U)) \cap \mathbb{R}^N_+$. Because $u \in \mathbb{R}^N_+$, it follows that $u \notin \text{PB}(\text{co}(U))$. Noting that $u \in \text{co}(U)$, there exists $w \in \text{co}(U)$ with $w > u$. Therefore $w \in \mathbb{R}^N_+$ and thus $w \in H$, which is a contradiction with $w \in \text{PB}(H)$.

‘$\supseteq$’: suppose $u \in \text{PB}(\text{co}(U)) \cap \mathbb{R}^N_+$. Then $u \in H$ and there does not exist $w \in \text{co}(U)$ with $w > u$. Thus there also does not exist $w \in H$ with $w > u$. Q.E.D.

Proof of (7). ‘$\subseteq$’: suppose $u \in \text{EXP}$. Then $u \in \text{PB}(H_{\alpha})$ and there exists $w \in H_{\alpha}$ such that $w \gg u$. By (6), $u \in H_{\alpha}$. Therefore $w \notin \text{PB}_w(H_{\alpha})$.

‘$\supseteq$’: suppose $u \in \text{PB}(H_{\alpha}) \setminus \text{PB}_w(H_{\alpha})$. By (6), $u \in H_{\alpha}$. Because $u \notin \text{PB}_w(H_{\alpha})$, there is an $w \in H_{\alpha}$ with $w \gg u$. Thus $u \in \text{EXP}$. Q.E.D.

Proof of Theorem 1. 1. We check that equality in (5) holds. For $r := \sum k r$ one has (with sums on $k \in M$)
\[
\sum (\mathbb{R}^N_+ \cap \text{co}(kU)) = \sum (\mathbb{R}^N_+ \cap k r \text{co}(1U)) = \sum (k r \mathbb{R}^N_+ \cap k r \text{co}(1U)) = \sum k r (\mathbb{R}^N_+ \cap \text{co}(1U)) = r (\mathbb{R}^N_+ \cap \text{co}(1U)) = r \mathbb{R}^N_+ \cap \text{co}(1U) = \mathbb{R}^N_+ \cap \text{co}(1U) = \mathbb{R}^N_+ \cap \sum (k r \text{co}(1U)) = \mathbb{R}^N_+ \cap \sum \text{co}(kU).
\]
We observe that the fourth equality holds because $\mathbb{R}^N_+ \cap \text{co}(1U)$ is convex and the seventh holds because $\text{co}(1U)$ is convex.

2. Using $k U \subseteq \mathbb{R}^N_+$ and $\sum k \text{co}(kU) \subseteq \mathbb{R}^N_+$ we obtain $\sum_k (\mathbb{R}^N_+ \cap \text{co}(kU)) = \sum_k \text{co}(kU) = \text{co}(\sum k U) = \mathbb{R}^N_+ \cap \sum \text{co}(kU)$.

3. Because of (6). Q.E.D.

Proof of Theorem 2. First a lemma:

Lemma 6 Suppose the following two conditions hold:

\(^{17}\)Note that $U$ need not be compact.
A. There exists an l such that no element of the convex hull of the full-cooperative payoff vectors of \(\varGamma\) is individually rational.

B. The trade-off direct sum game \((\oplus \varGamma)\) has an individually rational full-cooperative payoff vector. Let \(b\) be a payoff vector.

Then \(b \in H_{\alpha} \setminus H_{ag}\) and thus there is an enrichment of the aggregated negotiation set. \(\circ\)

Proof. Condition A comes down to \(\text{co}(\bar{U}) \cap \mathbb{R}^N_{+} = \emptyset\) and Condition B to \(b \in \bar{U}_{\alpha} \cap \mathbb{R}^N_{+}\). Using (11) and the s-notation of Appendix A.3, we obtain

\[
\begin{align*}
s(U_{\alpha}) &= \sum_{k} s(kU).
\end{align*}
\]

Of course, \(b \in H_{\alpha}\).

Next we prove by contradiction that \(b \notin \sum_{k} \eta H\). Suppose that \(b = \sum_{k} \eta h\) with the \(\eta h \in \eta H\).

Using (10) we have for each \(k \in \mathcal{M}\)

\[
\sum_{j} \eta_j h_j \leq s(\text{co}(kU)) = s(kU).
\]

Because \(\sum_{k} \eta h \in \mathbb{R}^N_{+}\) it follows that \(b \notin \text{co}(\bar{U})\) and \(\eta h \in \text{co}(\bar{U}) \setminus \text{co}(\bar{U})\). By virtue of (9) we have \(\text{co}(\bar{U}) = \text{co}(\bar{U})\) and \(\eta h \in \text{co}(\bar{U}) \setminus \text{co}(\bar{U})\). Therefore, in (15) we have a strict inequality for \(k = l\). Because \(b \in \bar{U}_{\alpha}\), one has \(\sum_{j} b_j = s(U_{\alpha})\). It follows that \(s(U_{\alpha}) = \sum_{k} s(kU) > \sum_{k} \sum_{j} \eta_j h_j = \sum_{j} \sum_{b} \eta_j h_j = \sum_{j} b_j = s(U_{\alpha})\), which is a contradiction. Q.E.D.

Now we will prove Theorem 2. We start by observing that if a regular game in strategic form has a j-defect, then no element of the convex hull of the full-cooperative payoff vectors is individually rational. Indeed, let \(I_j\) be the set of individually rational payoff vectors for player \(j\). Having a j-defect means that \(\bar{U} \cap I_j = \emptyset\). Note that this is equivalent to \(\text{co}(\bar{U}) \cap I_j = \emptyset\). Finally, using (14) it follows that \(\text{co}(f(Y)) \cap \mathbb{R}^N_{+} = \emptyset\).

Because of the above observation and \(\oplus \varGamma = \varGamma\), condition A of Lemma 6 holds for \(l = 1\). The proof is complete if we show that \((\oplus \varGamma)_{\alpha}\) has a full-cooperative multi-action \(Y\) and a Nash equilibrium \(N\) such that \(Y\) is a Pareto improvement of \(N\). Indeed, denoting the payoff functions of \((\oplus \varGamma)_{\alpha}\) with \(g^1, \ldots, g^N\), \(g(N)\) is individually rational and therefore \(g(Y)\) too. Let \(n\) be a Nash equilibrium of \(1\Gamma\). By virtue of (2), \(1\Gamma\) has a full-cooperative multi-action \(y\). Because \(1\Gamma = \pi_{\alpha}(1\Gamma)\), \(T_{\pi_{\alpha}}(n)\) is a Nash equilibrium of \(1\Gamma\) and \(T_{\pi_{\alpha}}(y)\) is a full-cooperative multi-action of \(1\Gamma\). Let

\[
\begin{align*}
N := \Psi( \begin{bmatrix}
T_{\pi_{\alpha}}(n) \\
\vdots \\
T_{\pi_{\alpha}}(n)
\end{bmatrix}) , \quad Y := \Psi( \begin{bmatrix}
T_{\pi_{\alpha}}(y) \\
\vdots \\
T_{\pi_{\alpha}}(y)
\end{bmatrix}).
\end{align*}
\]

By (3) and (4) we have that \(N\) is a Nash equilibrium of \((\oplus \varGamma)_{\alpha}\) and \(Y\) is a full-cooperative multi-action of \((\oplus \varGamma)_{\alpha}\). Because \(1\Gamma\) has a j-defect, \(n\) is not full-cooperative; (4) implies that \(N\) is not full-cooperative either. The payoffs in \(N\) are

\[
g^i(N) = \sum_{k=1}^{N} (f^{\pi_k(i)} \circ T_{\pi_k}^{-1})(T_{\pi_k}(n)) = \sum_{k=1}^{N} f^{\pi_k(i)}(n) = \sum_{l=1}^{N} f^l(n).
\]

So each player has the same payoff, say \(a\), in \(N\). In the same way one shows that each player has the same payoff, say \(b\), in \(Y\). The total payoff in \(N\) is \(Na\) and that in \(Y\) is \(Nb\). Because \(N\) is not full-cooperative it follows that \(Na < Nb\), i.e. \(a < b\) which implies that \(Y\) is a unanimous Pareto improvement of \(N\), Q.E.D.

\textsuperscript{18}Here we use that for two subsets \(A\) and \(B\) of \(\mathbb{R}^N\) with \(B^c\) convex: \(A \cap B = \emptyset \Leftrightarrow \text{co}(A) \cap B = \emptyset\).
Proof of Theorem 3. We may assume that \( \# \text{PB}(co(U)) = 1 \). Next note that by (1)
\[
\text{PB}(\text{co}(k U)) = \text{PB}(k H) \quad (k = 1, 2).
\]
So also \( \# \text{PB}(2H) = 1 \). And because, using (1 and (12), \( \text{PB}(\text{co}(U)) = \text{PB}(\text{co}(1 U) + \text{co}(2 U)) \subseteq \text{PB}(\text{co}(1 U)) + \text{PB}(\text{co}(2 U)) \subseteq \mathbb{R}_+^N \), also
\[
\text{PB}(\text{co}(U)) = \text{PB}(H_0).
\]
Now we obtain, noting that feasible sets and negotiation sets are compact, using Lemma 3,
\[
\text{PB}(H_0) = \text{PB}(\text{co}(U)) = \text{PB}(\text{co}(1 U) + \text{co}(2 U)) = \text{PB}(\text{co}(1 U)) + \text{PB}(\text{co}(2 U)) = \text{PB}(1 H) + \text{PB}(2 H) = \text{PB}(1 H + 2 H) = \text{PB}(H_{ag}). \quad \text{Q.E.D.}
\]

Proof of Theorem 4. First a lemma:

**Lemma 7** Suppose \( a \in \text{PB}(H_{ag}) \). Then
\[
a \in \text{EXP} \iff N_{\text{co}(U_0)}^+(a) = \emptyset.
\]

**Proof.** \( \Rightarrow \). Let \( c \in \text{PB}(H_0) \) such that \( c \gg a \). For all \( \gamma > 0 \) one has \( \gamma \cdot (c - a) > 0 \). Because \( c \in \text{co}(U_0) \), it follows that \( \gamma \not\in N_{\text{co}(U_0)}^+(a) \).

\( \Leftarrow \). By Lemma 5 one has \( a \not\in \text{PB}(\text{co}(U_0)) \). Let \( c \in \text{co}(U_0) \) with \( c \gg a \). Since \( a \in \mathbb{R}_+^N \), also \( c \in \mathbb{R}_+^N \). This implies \( c \in H_0 \). Thus \( a \in \text{EXP} \). Q.E.D.

Now we prove Theorem 4. According to Lemma 7 the proof is complete if we can prove that \( N_{\text{co}(U_0)}^+(a) \neq \emptyset \) for all \( a \in \text{PB}(H_{ag}) \).

So suppose \( a \in \text{PB}(H_{ag}) = \text{PB}(\sum_k k H) \). By Lemma 5 one has \( N_{\sum_k k H}^+(a) \neq \emptyset \). Because \( a \in \sum_k k H \), there exists \( k a \in k H (k \in M) \) such that \( a = \sum k a \). With (8) one obtains
\[
\cap_k N_{k H}^+(a) \neq \emptyset.
\]

By assumption \( \text{PB}(\text{co}(k U)) \subseteq \mathbb{R}_+^N \) for all \( k \). Therefore \( \text{PB}(\text{co}(k U)) \subseteq \mathbb{R}_+^N \cap \text{co}(k U) = k H \). So we can apply Lemma 2 with \( A = k H \) and \( B = \text{co}(k U) \) and get
\[
N_{\text{co}(k U)}^+(k a) = N_{k H}^+(k a) \quad (k \in M)
\]
and therefore
\[
\cap_k N_{\text{co}(k U)}^+(a) \neq \emptyset.
\]
Applying again (8) one obtains \( N_{\text{co}(U_0)}^+(a) \neq \emptyset \). Q.E.D.

**References**


NOTE DI LAVORO PUBLISHED IN 2007


PRCG 3.2007 Cesare Dosi and Michele Moretto: Concession Bidding Rules and Investment Time Flexibility


PRCG 5.2007 Bernardo Bortolotti, William Megginson and Scott B. Smart: The Rise of Accelerated Seasoned Equity Underwritings

CCMP 6.2007 Valentina Bosetti and Massimo Tavoni: Uncertain R&D, Backstop Technology and GHGs Stabilization


CCMP 8.2007 Mónica Serrano (lxxxi): The Production and Consumption Accounting Principles as a Guideline for Designing Environmental Tax Policy


CCMP 10.2007 Valentina Bosetti, Emanuele Massetti, and Massimo Tavoni: The WITCH Model. Structure, Baseline, Solutions

SIEV 11.2007 Margherita Turvani, Aline Chiabai, Anna Alberini and Stefania Tonin: Public Policies for Contaminated Site Cleanup: The Opinions of the Italian Public


NRM 13.2007 Francesco Bosello, Barbara Buchner, Jacopo Crimi, Carlo Giupponi and Andrea Povellato: The Kyoto Protocol and the Effect of Existing and Planned Measures in the Agricultural and Forestry Sector in the EU25

NRM 14.2007 Francesco Bosello, Carlo Giupponi and Andrea Povellato: A Review of Recent Studies on Cost Effectiveness of GHG Mitigation Measures in the European Agro-Forestry Sector

CCMP 15.2007 Massimo Tavoni, Brent Sohngen, and Valentina Bosetti: Forestry and the Carbon Market Response to Stabilize Climate

ETA 16.2007 Erik Ansink and Arjan Ruijs: Climate Change and the Stability of Water Allocation Agreements

ETA 17.2007 François Gustod and Stéphane Hallegatte: Compact or Spread-Out Cities: Urban Planning, Taxation, and the Vulnerability to Transportation Shocks

NRM 18.2007 Giovanni Bella: A Bug’s Life: Competition Among Species Towards the Environment

IEM 19.2007 Valeria Termini and Laura Cavallo: ”Spot, Bilateral and Futures Trading in Electricity Markets. Implications for Stability”

CTN 20.2007 Stéphane Hallegatte and Michael Ghi: Endogenous Business Cycles and the Economic Response to Exogenous Shocks

CCMP 21.2007 Thierry Bréchet, François Gerard and Henry Tulkens: Climate Coalitions: A Theoretical and Computational Appraisal


CCMP 24.2007 Massimiliano Mazzanti, Anna Montini and Roberto Zoboli: Economic Dynamics, Emission Trends and the EKC Hypothesis New Evidence Using NAMEA and Provincial Panel Data for Italy

ETA 25.2007 Joan Canton: Redealing the Cards: How the Presence of an Eco-Industry Modifies the Political Economy of Environmental Policies

ETA 26.2007 Joan Canton: Environmental Taxation and International Eco-Industries

CCMP 27.2007 Oscar Cacho and Leslie Lipper (lxxxii): Abatement and Transaction Costs of Carbon-Sink Projects Involving Smallholders

CCMP 28.2007 A. Caparrós, E. Cerdá, P. Ovando and P. Campos (lxxxii): Carbon Sequestration with Reforestations and Biodiversity-Scenic Values

CCMP 29.2007 Georg E. Kindermann, Michael Obersteiner, Ewald Rametsteiner and Ian McCallum (lxxxii): Predicting the Deforestation-Trend Under Different Carbon-Prices

Michele Moretto and Gianpaolo Rossini: Are Workers’ Enterprises Entry Policies Conventional?

Reyer Gerlagh, Onno Klijn: Carbon Leakage with International Technology Spillovers

Richard S.J. Tol: The Impact of a Carbon Tax on International Tourism


Anna Alberini and Alberto Longo: Valuing the Cultural Monuments of Armenia: Bayesian Updating of Prior Beliefs in Contingent Valuation

Roeland Bracke, Tom Verbeke and Veerle Dejonckheere: What Distinguishes EMAS Participants? An Exploration of Company Characteristics


Veronica Ronchi: Populism and Neopopulism in Latin America: Clientelism, Trade Union Organisation and Electoral Support in Mexico and Argentina in the ‘90s

Veronica Ronchi: The Neoliberal Myth in Latin America: The Cases of Mexico and Argentina in the ‘90s

Enrica De Cian, Elisa Lanzi and Roberto Rosson: The Impact of Temperature Change on Energy Demand: A Dynamic Panel Analysis

Edwin van der Werf, Production Functions for Climate Policy Modeling: An Empirical Analysis

Edwin van der Werf and Sonja Peterson: Modeling Linkages Between Climate Policy and Land Use: An Overview

Fabien Priour: The Environmental Kuznets Curve in a World of Irreversibility

Roberto Antonietti and Giulio Cainelli: Production Outsourcing, Organizational Governance and Firm’s Technological Performance: Evidence from Italy

Marco Percolo: Urban Transport Policies and the Environment: Evidence from Italy

This paper was presented at the EAERE-FEEM-VIU Summer School on "Computable General Equilibrium Modeling in Environmental and Resource Economics", held in Venice from June 25th to July 1st, 2006 and supported by the Marie Curie Series of Conferences "European Summer School in Resource and Environmental Economics".

This paper was presented at the Workshop on “Climate Mitigation Measures in the Agro-Forestry Sector and Biodiversity Futures”, Trieste, 16-17 October 2006 and jointly organised by The Ecological and Environmental Economics - EEE Programme, The Abdus Salam International Centre for Theoretical Physics - ICTP, UNESCO Man and the Biosphere Programme - MAB, and The International Institute for Applied Systems Analysis - IIASA.

<table>
<thead>
<tr>
<th>2007 SERIES</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CCMP</td>
<td>Climate Change Modelling and Policy (Editor: Marzio Galeotti)</td>
</tr>
<tr>
<td>SIEV</td>
<td>Sustainability Indicators and Environmental Valuation (Editor: Anil Markandya)</td>
</tr>
<tr>
<td>NRM</td>
<td>Natural Resources Management (Editor: Carlo Giupponi)</td>
</tr>
<tr>
<td>KTHC</td>
<td>Knowledge, Technology, Human Capital (Editor: Gianmarco Ottaviano)</td>
</tr>
<tr>
<td>IEM</td>
<td>International Energy Markets (Editor: Matteo Manera)</td>
</tr>
<tr>
<td>CSRGM</td>
<td>Corporate Social Responsibility and Sustainable Management (Editor: Giulio Sapelli)</td>
</tr>
<tr>
<td>PRCG</td>
<td>Privatisation Regulation Corporate Governance (Editor: Bernardo Bortolotti)</td>
</tr>
<tr>
<td>ETA</td>
<td>Economic Theory and Applications (Editor: Carlo Carraro)</td>
</tr>
<tr>
<td>CTN</td>
<td>Coalition Theory Network</td>
</tr>
</tbody>
</table>