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1 Introduction

Monitoring and forecasting of economic activity nowadays is one of the

main topics for public as well as private institutions. As official data are

commonly released with high delay, timely business cycle indicators are

needed. Balance statistics indicators based on survey data play a central

role in this context. Its major advantages are that they are available in real-

time and are almost not subject to any revisions. Indeed, aggregated busi-

ness survey data has proved to be one of most competitive indicators for

analysing macroeconomic variables, e.g. the Consumer Confidence Index

in the United States (Ang et al., 2007), the Economic sentiment indicator for

the European Union (Gayer, 2005) or the Ifo Business Climate Index for Ger-

many (Drechsel and Scheufele, 2010, Kholodilin and Siliverstovs, 2006 and

Robinzonov and Wohlrabe, 2010)

Most papers using survey based business cycle indicators (usually not

explicitly) assume that the indicator is measured without any selection bias,

i.e. the survey results are not affected by any bias through nonresponse.

While there exists a large literature concerning nonresponse in household

or individual surveys, less is known about the processes and reasons for

participation and responding behaviour in business surveys, see Janik and

Kohaut (2012), especially in cases of surveys with the purpose to evaluate

the business cycle. Therefore, it can not generally be stated that the indica-

tors are unbiased. For example, Seiler (2010) found evidence for a depen-

dence of the responding behaviour in the Ifo Business Survey (IBS) from

the business cycle which confirmed the results of Harris-Kojetin and Tucker
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(1999) for population surveys. So, the questions arises how a potential se-

lection bias affects the results of these type of business surveys. How do

indicators look when they are biased by systematic nonresponse patterns?

How strongly is the performance reduced?

To give answers on these questions, the paper is organised as follows: In

Section 2 we define the methodologic framework for the calculation of the

balance statistics and show how selection biases affect the indicators. After-

wards, we introduce measurements to explore the biases. In Section 3, we

perform an extensive Monte Carlo study for a wide variety of nonresponse

patterns and different types of business cycles. We show that the bias is

minimal even for very strong bias structures in the data. Finally, Section 4

sums up the results.
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2 Methodological framework

In market economies, one can typically observe that the general long-term

growth underlies temporary fluctuations. In general, the classical business

cycle is divided into four phases: upswing, boom, downswing and reces-

sion. In ideal form, the cycle would have a sinus-like shape. The business

cycle itself is a theroetical construct which can not be measured directly, but

can be visualised by observing economic indicators, such as GDP growth

rates or production in the manufacturing sector. We can think of a busi-

ness cycle g(t) as a stationary function in time, e.g. g(t) = sin(t). Due

to the fact that official data is published with high delay (and, in addition,

commonly revised after the first publication), business cycle tendency sur-

veys can monitor the actual economic situation considerably quicker. The

Ifo Institute for Economic Research was one of the first which conducted

such surveys and this method has been accepted widely in the OECD coun-

tries, for an overview see OECD (2003). In line with the Joint Harmonised

EU Programme of Business and Consumer Surveys (see European Union,

2006), the indicators base on two variables (business situation and business

expectations) which are measured on a 3-level-Likert scale representing a

good, equal or bad state, i.e. y ∈ S = {+,=,−}. Due to the construction of

the questions in the questionnaire, the indicators obtained in fact measure

the business cycle without trend, see OECD (2003). For more theoretical

aspects of the balance statistics see Anderson (1951,1952) and Theil (1952).

For the current study, we abstract from any formal definition of the busi-

ness cycle. We define a macroeconomic time series for which a qualitative
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survey with a 3-level Likert scale is constructed or referenced to. Usually,

a variable on a 3-level Likert scale is influenced by an unobserved process

(e.g. the business cycle in our case). However, also continuous variables

may be asked in the survey on a 3-level Likert scale which realisations are

only available with high delay, e.g. the World Economic Survey of the Ifo

Institute asks for inflation in the appropriate country (see Stangl, 2007). In

this section, we leave the exact shape of g(t) undefined, but will show the

effects for different types of g(t) in Section 3.

2.1 Construction of the balance statistics

All surveys asking on a 3-level Likert scale mentioned above calculate a so-

called balance statistics after data collection. The balance statistics is defined

as the fraction of positive replies minus the fraction of negative replies. We

assume that respondent i is affected in his opinion formation by the cycle

function g(t), for which the survey is conducted, and an individual error

term εi:

y∗i = g(t) + εi, εi ∼ N(0, σ2), (1)

i = 1, . . . n, with

Et(y∗i ) = g(t), ∀i. (2)
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As each survey participant i is restricted to give answers on a 3-level Likert-

scale, we observe

yi =


+ if y∗i > τ+

= if τ+ > y∗i > τ−

− if τ− > y∗i

where τs, s ∈ S = {+,=,−}, defines time-independent thresholds. This is

the standard model for latent variable models, see Bartholomew and Knott

(1999). The assumption of time- and individual-independent thresholds as

well as time- and individual-independent normality of εi is required for the

calculation of the balance statistics. In addition, τs are assumed to be sym-

metric around zero, i.e. −τ− = τ+ (see Wollmershäuser and Henzel, 2005).

Therefore, the balance statistics is a special case according to the Carlson-

Parkin framework (Carlson and Parkin, 1975) which allows for differences

for thresholds and error terms in time and across individuals. These very

strong assumptions have been criticised by several papers, see Nardo (2003)

for an overview. However, as these thresholds are ’contained’ in the cumu-

lative distribution function of ε, we do not go more into detail as this is less

an issue regarding nonresponse. For a discussion on the shifts of thresholds

τs, see Stangl (2009). The same applies to the distribution of εi. Of course,

the distribution of ε can be generalised to a wider class. Due to the fact that

these extensions would affect the biased indicator as well as the unbiased

indicator in the same way and this paper is focused on a relative compari-

son between unbiased and biased indicators, we consider τs and εi = ε as
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independent from time and individuals.

To enable the calculation of means, we define ’+’ ≡ 1, ’=’ ≡ 0 and ’-’

≡ −1. Then, the mean of y for given t is defined as

Et(y) = Et(yi) =
∫

y
yi · f (yi) dy (3)

= ∑
s

yi · ps

= 1 · P(y∗i > τ+) + (−1) · P(y∗i < τ−)

= P(g(t) + εi > τ+)− P(g(t) + εi < τ−)

= P(εi > τ+ − g(t))− P(εi < τ− − g(t))

= [1− P(εi < τ+ − g(t))]− P(εi < τ− − g(t))

=

[
1−Φ

(
τ+ − g(t)

σ

)]
−Φ

(
τ− − g(t)

σ

)

with ps = P(y = s) and Φ(·) as the cumulative distribution function of

the standard normal distribution.1 Et(y) = Et(yi) in equation (3) is given

since
[
1−Φ

(
τ+−g(t)

σ

)]
− Φ

(
τ−−g(t)

σ

)
includes no individual information

i. In the following, we call Et(y) the unbiased mean function or the unbiased

indicator. In appendix A we show that (3) is the same as the balance statistic

for a 3-level Likert-scale.

2.2 Inclusion of nonresponse

The mean function Et(y) in equation (3) is the expected function in time

for n → ∞ when no selection bias is present. To include the decision of

the respondent to participate in the survey, we define a binary variable m

1We abstract from different types of weighting that may occur in real data sets.
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which indicates this decision, so that m = 1 if the observation is missing

and m = 0 if not. According to Little and Rubin (2002), not missing at

random (NMAR), i.e. a selection bias, occurs if the probability for missing

P(m = 1) depends on the outcome of the variable of interest y = s, i.e.

P(m = 1|s, ξ), with ξ as additional parameters which are unrelated to the

variable of interest. Therefore, the missing process would depend on the

state s in our case. To evaluate the effects of the bias patterns on the balance

statistics, we assume that every respondent has the same probability not

to respond to the survey for given s and t, i.e. P(m = 1|s, t, ξ) = P(m =

1|s, t), ∀i. Then, πs(t) = P(m = 0|y = s, t) is the (not necessarily time-

dependent) probability to be observed at time t being in state s. Therefore,

the mean function of the observed units is given by

Et(yobs) =
∫

y
yobs · f (yobs) dy (4)

=
∫

y
yobs · f (y|m = 0) dy

=
∫

y
yobs ·

f (m = 0|y) · f (y)
f (m = 0)

dy

= ∑
s

yobs ·
P(m = 0|y = s) · P(y = s)

P(m = 0)

= ∑
s

yobs ·
P(m = 0|y = s) · P(y = s)

∑s P(m = 0|y = s) · P(y = s)

=
π+(t) · [1−Φ((τ+ − g(t))/σ)]

∑s πs(t) ·Φs(t)
− π−(t) ·Φ((τ− − g(t))/σ)

∑s πs(t) ·Φs(t)

=
π+(t)
π̄(t)

·Φ+(t)− π−(t)
π̄(t)

·Φ−(t)

with π̄(t) := ∑s πs(t) · Φs(t), Φ+(t) := 1 − Φ((τ+ − g(t))/σ), Φ−(t) :=

Φ((τ− − g(t))/σ), Φ=(t) := 1− [Φ+(t) + Φ−(t)] and 0 ≤ πs(t) ≤ 1. Note
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that πs(t) is the acceptance rate being in state s at time t and Φ+(t) and

Φ−(t) directly depend on g(t) and beyond only on time-invariant variables.

Therefore, NMAR occurs in cases of ∃t ∈ {1, . . . , T} ∩ ∃(r, s) : πr(t) 6=

πs(t) with r, s ∈ S. Note that the probability π=(t) for the center category

enters the mean function Et(yobs) in π̄(t) = ∑s πs(t) ·Φs(t). Thus, Et(yobs)

is the mean function in t of our (potentially biased) indicator for n → ∞.

Therefore, Et(yobs) is designated as the observed or biased mean function

or the observed or biased indicator. In addition, Et(y) denotes the unbiased

case of Et(yobs).

2.3 Theoretical considerations

When inspecting selection biases and their effects on the observed indicator

Et(yobs), we have to define which type of bias we want to analyse. The first

’natural’ comparison would be to evaluate the difference between the ob-

served indicator Et(yobs) and the unbiased mean function Et(y), e.g. by (ab-

solute) differences. However, we have two notes on this issue: First, survey

indicators which are constructed by a balance statistics are, at least, artifical.

In constrast to e.g. official data, their level does not reflect a certain quan-

tity. In particular, this holds for latent variables such as the ’business situ-

ation’. At best, a positive/negative value indicates an increase/decrease.

Second, these indicators are constructed to display the cyclical develop-

ment g(t) for different economic parameters over time. A shift of the whole

time series Et(y) or a stretch or a compression by a constant factor would

leave the relationship between Et(y) and the cycle function g(t) = Et(y∗)
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unaffected. Therefore, the main subject of investigation is (in contrast to

most bias analyses) not the level but the correlation between a (possibly)

biased indicator and the cycle function. We consider two different corre-

lations to inspect: The correlation ρ(Et(yobs), g(t)) between the observed

(biased) indicator Et(yobs) and the cycle function g(t) and the correlation

ρ(Et(yobs), Et(y)) between the observed (biased) indicator Et(yobs) and the

(unbiased) mean function Et(y).

2.3.1 Correlation with the cycle function

Before we start to evaluate the effects on the correlation with the cycle func-

tion g(t), we have to think about which correlation can be obtained in the

unbiased case. We define

ρ(Et(y), g(t)) =
n,t→∞

ρunbiased
g , (5)

where ρunbiased
g denotes the maximum correlation in cases of an unbiased

mean function Et(y). As Pearsons correlation coefficient measures the lin-

ear relationship between two variables, it is only invariant towards linear

transformations h(·). Since Et(y) only depends on the cycle function g(t)

and Φ(·) is continuous but not linear in equation (3), ρP
unbiased < 1. This re-

sult is not surprising since a 3-level trait always includes less information.

For this reason, we rescale ρbiased
g to

ρ̃biased
g =

ρbiased
g

ρunbiased
g

(6)

9



with ρP
biased = ρP

biased(E
bias
t (yobs), g(t)) and ρP

unbiased = ρP
unbiased(Et(y), g(t)) <

1. We notice that ρ̃biased
g is not a real correlation, but the adjustment in equa-

tion (6) is necessary to display the differences in correlation. However, in

nearly all of the cases ρunbiased
g is close to 1. The nonlinearity arises from the

cumulative density function of ε. Linearity can only be obtained in cases

of a rectangular distribution ε ∼ U(cl, cu). But this might be unrealistic in

most settings. Stangl (2009) evaluated both variables of the Ifo index on a

visual analog scale and found evidence that the distribution of y∗ is similar

to a bell curve. A consequence of ρunbiased
g < 1 is that an observed biased

indicator Et(yobs) may have a higher correlation with the cycle function g(t)

than the unbiased indicator Et(y). We can not analytically derive in which

cases this effect would appear but we will show later that a perfect correla-

tion can never be obtained.

The correlation ρ(Et(yobs), g(t)) = 1 if

Et(yobs) = a · g(t) + b (7)

1
π̄(t)

·
(
π+(t) ·Φ+(t)− π−(t) ·Φ−(t)

)
= a · g(t) + b.

Assuming that a 6= 0, equation (7) can be written as

(
π+(t)
π̄(t)

·Φ+(t) = a+ · g(t) + b+
)
∩
(

π−(t)
π̄(t)

·Φ−(t) = a− · g(t) + b−
)
(8)

with a+, a− 6= 0. It is important to notice that a, a+, a−, b, b+ and b− have to

be constant and therefore independent from t. Unfortunately, a perfect cor-

relation of 1 can not be received for any NMAR process: As Φ+(·) and Φ−(·)
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are nonlinear if ε � U(cl, cu), linearity in Φs(·) can only be obtained directly

via the inverse of Φs(·). As the πs(t) have a multiplicative effect on Φs(·) in

equation (4), this way for correction is not possible. Another approach to

obtain a linear relationship would be to constrain π+(t) = a · g(t) + b or

π−(t) = a · g(t) + b and to oblige that Φ+(t) and Φ−(t) are reduced to time-

invariant constants via division by π̄(t). But because we have stated above

that π+(t) or π−(t) have to be a linear transformation of g(t) and they are

also included in π̄(t), Φ+(t) and Φ−(t) can not be changed simultaneously

into time-invariant effects. Therefore, it is not possible to obtain a perfect

correlation regardless of the type of πs(t). However, this fact does not ex-

clude the possibility of receiving a higher correlation for a biased indicator

Et(yobs). In these cases, the functions π+(t)
π̄(t) and π−(t)

π̄(t) eliminate the bias of

Φ(·).

2.3.2 Correlation with the unbiased indicator

Similarly, we can derive conditions for a perfect correlation between the

observed mean function Et(yobs) and the ’ideal’, unbiased mean function

Et(y). The correlation ρ(Et(yobs), Et(y)) = 1 holds if

Et(yobs) = a · Et(y) + b (9)

1
π̄(t)

·
(
π+(t) ·Φ+(t)− π−(t) ·Φ−(t)

)
= a · [Φ+(t)−Φ−(t)] + b

π+(t)
π̄(t)

·Φ+(t)− π−(t)
π̄(t)

·Φ−(t) = a ·Φ+(t)− a ·Φ−(t) + b.
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As before, a and b have to be time-independent. This is only the case, if

π+(t) = π−(t) ∩ π+(t)/π̄(t)⊥t ∩ π−(t)/π̄(t)⊥t. Since π̄(t) = ∑s πs(t) ·

Φs(t) and ∑s Φs(t) = 1, ∀t, we can conclude that ρP(Et(yobs), Et(y)) = 1

holds, if π+(t) = π=(t) = π−(t), i.e. nonresponse is MAR. This result

is essential: It shows that any type of NMAR would decrease this type of

correlation and therefore the linear correlation between Et(yobs) and Et(y).

In the statements made above, we focused on the relationship between

our observed (and potentially biased) indicator Et(yobs) and the cycle func-

tion g(t) which is the main interesting part. However, we also display dif-

ferences in correlation between a biased indicator Et(yobs) and the ’ideal’,

unbiased indicator Et(y). In contrast to the correlation between Et(y) and

g(t), we do not need any adjustment for this correlation. Therefore, we

analyse the following correlations when inspecting possible bias patterns

for observed data: ρ̃g = ρ(Et(yobs), g(t))/ρunbiased
g to inspect the (adjusted)

linear relationship between the observed (potentially biased) indicator and

the cycle function and ρE = ρ(Et(yobs), Et(y)) to inspect the linear relation-

ship between the biased and the unbiased indicator.
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3 Simulation study

3.1 Definition of cycle functions

Before we run our Monte Carlo study, we have to specify our cycle functions

g(t). As noted in Section 3.1, the ideal case of a business cycle in a sinus

function in time, i.e. sin(t). In addition, historical business cycle theory

identifies four types of operlapping cycles: Kitchin (3-5 years), Juglar (7-11),

Kuznets (15-25) and Kondratiev (45-60).2 We first want to inspect the effects

of our acceptance functions πs(t) on a simple sinus-function for the cycle

g(t), so g(t) ≈ sin(t). We refer t to represent months and define our simple

sinus-function as a Juglar cycle with 10 years, i.e. 120 months. So, we have

to rescale sin(t) by a constant k to sin(t/k). The first full cycle is reached at

2π, so sin(120/k) ≈ sin(2π).3 With this, k ≈ 120/2π ⇒ k = k Jug ≈ 20.

Then, our first cycle g(t) to inspect is defined as

g1(t) := sin(t/k Jug) = sin(t/20).

Second, we define a cycle function g(t) including all four cycles mentioned

above. One full Kitchin 4-years cycle covers 48 months, one Kuznets 20-

years cycle 240 months and one Kondratiev 50-years cycle 600 months. As

above, the scaling parameters k turn to: kKit ≈ 8, kKuz ≈ 38 and kKon ≈ 95.

2For an actual study to the 2008-2009 economic crisis with respect to the different cycles
see Korotayev and Tsirel (2010).

3We notice that this procedure is inaccurate but the cycles, as defined in the literature, do
also not have an exact length. The cycles in this section are only selected for representation
of the selection bias effects.
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Therefore, the cycle function is defined as

g2(t) := sin(t/kKit) + sin(t/k Jug) + sin(t/kKuz) + sin(t/kKon)

= sin(t/8) + sin(t/20) + sin(t/38) + sin(t/95)

Of course, g1(t) and g2(t) display a very ideal case of a business cycle which

is usually not observed in reality. To come closer to a more relatistic process,

we define a third cycle function g3(t) by an AR(1)-process

g3(t) := 0.9 · g3(t− 1) + ut

with g3(0) = 0 and ut ∼ N(0, 1). The series g3(t) can be regarded as a

monthly growth rate. One example for such an latent process is the inflation

question of Ifo’s World Economic Survey, which is also asked on a 3-level

Likert scale. Our fourth cycle function is based on a real data example, the

U.S. industrial production. We define g4(t) by extracting the output gap

with the Hodrick-Prescott band pass filter for time series (see Hodrick and

Prescott, 1997).

All cycle functions g1(t), g2(t), g3(t) and g4(t) are displayed in Figure 1

for T = 500. For an easier comparison, we standardise all cycle functions

to gj(t) ∈ [−1, 1]. The thresholds τs are defined as τ+ = 1/3 and τ− =

−1/3 so that the range of every function is divided into three parts of equal

size which fit the assumptions for the calculation of the balance statistics in

Section 2.1.
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3.2 Definition of response functions

After defining cycle functions gj(t) we introduce different nonresponse pat-

terns defined by the acceptance functions πs(t). Of course, the number of

different functions πs(t) is infinite (and thus the number of combinations),

as well as the number of cycle functions gj(t). Nevertheless, we examine the

effects of some main types of πs(t) on the correlations and perform a Monte

Carlo study on this.

We focus on fixed (time-independent), cycle-dependent, cycle-shifted,

monotone and random types of nonresponse patterns in t. All time-inde-

pendent structures describe general differences in the responding behaviour

when being in the appropriate state. For example, one can imagine that

the respond rate is higher when the firms’ situation is bad and the com-

pany wants to complain about that. Also the other effect can occur, when

the firms’ state is good and they want to tell about that. Trends, nonlin-

ear as well as linear, may be possible as the nonresponse rates in general

raised throughout the last decades (see, for example, Brehm, 1994). So, it

is possible that these trends can also be different according to the state of

the company. Maybe, the probability to respond has been decreased for

those firms which are in a good situation. A dependence of the overall re-

spond rate from the business cycle in general was found by Seiler (2010) for

the Ifo Business Survey and Harris-Kojetin and Tucker (1999) for the U.S.

Current Population Survey. Although nothing is known directly about the

state of the company, but it would be as conceivable that the company has

a higher probability for nonresponse when the firm remarks that their situ-
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ation is bad in relation to the market. Also a dependence from the cycle, as

well as cycle shifts may occur as the decision to respond may be affected by

the latent variable behind. For robustness checks, we also include random

probabilities for πs(t). Regardless of the type of πs(t), we have to define

0 ≤ πs(t) ≤ 1, ∀t, to enable a correct specified probability function.

3.3 Monte Carlo setup

As we are able to evaluate the mean function for the observed units Et(yobs)

directly with equation (4), we focus our Monte Carlo study on analysing

different situations of nonresponse patterns. In Section 3.2, we defined five

general types of acceptance rates: random, fixed, cycle-dependent, cycle-

shifted and monotone. For every cycle function gj(t) and each of these bias

patterns, we draw Z = 1000 different situations for the triple π+(t), π=(t)

and π−(t). For example, for a time-independent bias pattern we draw a

probability for each πs(t) and fix these over t. In contrast, a random bias

pattern would lead to a draw of each πs(t) for every t. For cycle-dependent

and cycle-shifted bias patterns, πs(t) are functions of gj(t) whereas mono-

tone and linear bias patterns are functions in t. In every iteration z, different

scaling parameters (which are defined in the subsequent paragraphs) are

drawn. Therefore, we are able to reflect very different situations of nonre-

sponse patterns. For each of these patterns, we calculate the correlations

defined in Section 2.3 and the dispersion measure v from equation (12).

Random and fixed

We start our analysis with random, unstructured response functions πs(t).
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Figure 1: Different cycle functions with the appropriate thresholds τs (grey
lines).
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For every iteration z, response function πs(t) and t, we draw from the Uni-

form distribution U(0, 1) to obtain randomness, i.e. πs
z(t) ∼ U(0, 1), ∀s, t, z.

For the time-independent case, we draw only once for every iteration z and

state s and fix this value over t, i.e. these functions may be different across s

but do not fluctuate over t which leads to πs
z(t) = πs

z ∼ U(0, 1).

Cycle-dependent

In contrast to random and fixed bias patterns, all cycle-related as well as

monotone patterns are functions in gj(t) or t. As we have to ensure that

0 ≤ πs(t) ≤ 1, ∀t, we can not use gj(t) directly and have to standardise it. In

Section 3.1 we defined gj(t) ∈ [−1, 1]. So, our cycle-dependent acceptance

rate function has the form

πC
j,kC

(t) :=
gj(t) + 1

2kC
, (10)

for j = 1, . . . , 4. For our Monte Carlo study, we draw the scaling parameters

kC ∈ [1, 10]. As (10) defines a positive relationship between πs(t) and gj(t),

we also allow negative relationships 1− πC
j,kC

(t). This is done by drawing

a 0/1-dummy dI if to use πC
j,kC

(t) or 1− πC
j,kC

(t). dI will also be used in the

cycle-shifted and montone response functions.

Cycle-shifted

As survey business cycle indicators including expectation questions are com-

monly used for now- and forecasting, i.e. should contain leading informa-

tion, we now assume that the selection process also includes leading or lag-
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ging information. It can be assumed that the respondents might anticipate

coming development4 or might react on the most recent development. To

reflect this, we define the acceptance rate functions πs(t)

πS
j,kC

(t + kT) := πC
j,kC

(t + kT) (11)

for j = 1, . . . , 4. Equation (11) has the same form as the cycle-dependent

acceptance rates in (10), but is shifted in time by kT units. Therefore, we first

draw kT ∈ [−12, 12], i.e. we allow a maximum of 12 months for leads or

lags. Second, we draw kC and dI as in the cycle-dependent case.

Monotone

Cycle-dependent and cycle-shifted response rates πs(t) are direct transfor-

mations of gj(t), i.e. the underlying cycle function. To allow πs(t) to be

dependent from t but not from gj(t), we specify functions πs(t) which dis-

play general trends of monotone or linear form. Therefore, we define two

different types of acceptance rates πs(t):

πL
kL
(t) :=

t + 1000
kL

and

πM
kM

(t) := Φ
(

t− 250
kM

)
,

where Φ(·) is the cumulative density function of the standard normal dis-

tribution. πL
kL
(t) was chosen to have values between 0 and 1 for t ∈ [1, T].

kL and kM are scaling parameters which control for the steepness of πM
kM

(t)

4The participants of the Ifo Business Survey are asked every month to give an assess-
ment on the future business situation. This might also affect the decision to respond.
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and πL
kL
(t). First, we draw a dummy variable dL which decides to use πL(t)

or πM(t). Conditional on dL we draw kL ∈ [100, 500] or kM ∈ [2000, 4000].

Finally, we draw dI as in the cycle-dependent case to allow for decreasing

trends e.g. by 1− πL(t).

Mixed

Of course, the five main bias patterns described above can also appear si-

multaneously. To reflect this situation, we mix these patterns by introducing

a variable dP which specifies the bias pattern to use. After this classification,

the simulations are done as described above.

3.4 Dispersion measure

From Section 2.2 we know that MAR occurs in cases of πr(t) = πs(t), ∀r, s ∈

S, and ∀t ∈ [1, T]. We want to analyse if a higher average variation in the

acceptance rates πs(t) between the different states for given t leads to a

lower correlations. To evaluate this variation for the whole time series, we

introduce a variation measure

v =
1
T

T

∑
t=1

Vars(π
s(t)|t). (12)

The inner part Vars(πs(t)|t) is the variance across πs(t) for given t which is

then averaged over t. As πs(t) < 1, ∀t, Vars(πs(t)|t) < 1 and therefore also

v < 1.
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3.5 Results

Figures 2 and 3 show the scatterplots for the pairs (ρ̃g, v) and (ρE, v) accord-

ing to the five different main bias patterns plus the mixed case as defined

in Section 3.3. The vertical axis are scaled to [−1, 1] whereas the horizontal

axis are not scaled due to the fact that the range of v differs strongly be-

tween the various patterns. In addition, boxplots for the correlations and

the dispersion parameters are drawn and the underlying cycle functions

gj(t) are displayed with different colors. The boxplots on the y-axis clearly

show that the majority of biased indicators still receives high correlations

close to one for gj(t) as well as Ey(t). This holds in particular for the fixed,

cycle-dependent, cycle-shifted and monotone types of πs(t). On average,

the lowest correlations appear in the random and mixed case. Furthermore,

clusters according to the different cycle functions can be seen in the random

case. For this bias pattern type, the ideal cycle functions g1(t) and g2(t)

seem to be less affected by the selection bias. As the random bias pattern

includes to more unstructered uncertainty in the data, the correlations be-

come smaller on average. With exception of the monotone bias types, there

seems to be no clear connection between the dispersion v and the correla-

tions. Correlations remain high, even if the the dispersion increases.

To get an idea how the acceptance rates πs(t) transform the biased indi-

cator Et(yobs), we show some, partially extreme, cases for every main bias

type in Figures 4 and 5. We select the cycle function g2(t) to display the ef-

fects. On the left side, the cycle function g2(t) (in grey), the unbiased mean

function Et(y) (in green) and the biased mean function Et(yobs) (in red) are
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drawn. The right side shows the appropriate acceptance rates π+(t) (- - -),

π=(t) (—) and π−(t) (· · · ). In Figure 4 a random, fixed and cycle-dependent

case, including correlations ρ̃g and ρE as well as the dispersion parameter

v, is displayed. The random bias pattern clearly shows that the correla-

tion decreaes but the general underlying structure from the cycle function

is still present. Smoothing approaches, such as the Hodrick-Prescott band

pass filter, could still be used in this case to reduce this effect. However, we

have to notice here that sampling size effects will include even more uncer-

tainty. The second row displays the effect of time-independent acceptance

rates πs(t). With π−(t) = 0.1 we choosed a low acceptance for the negative

replies. This led to a shift of Et(yobs) upwards.5 However, the correlation

still remained high, as we already saw in the scatterplots in Figure 2. In the

last row, the cycle-dependent case is shown. πs(t) were chosen to display

a very extreme case where we receive high negative correlations. This ef-

fect appears when the acceptance rates are anti-cyclical, i.e. negative replies

are seldom in recessions and positive ones in boom times. In our case, we

have π+(t) = 1− πC
2,1(t) and π−(t) = πC

2,1(t).
6 Figure 5 shows the other

three bias types: cycle-shifted, monotone and mixed cases. Although the

correlations remained high, it can clearly be seen for the cycle-shifted case

that the lag/lead structure of the observed indicator has changed. The bias

pattern led to a shift in the future which caused a decrease of leading infor-

mation of the indicator. The second row shows the effect of monotone and

5A stretch of the indicator can appear in cases where π=(t) << π+(t), π−(t) whereas a
compression of the indicators appears in cases of π=(t) >> π+(t), π−(t).

6As the negative replies have higher probability in recession times, is πC
2,1(t) anti-cyclical

for the ’-’-category.
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linear acceptance rates πs(t) on the indicator. It can clearly be seen that this

type introduced a trend movement of the indicator which is diametrical to

the underlying cycle. This was caused by an increase of acceptance of the

positive replies and a simultaneous decrease of the negative replies. Also in

this case, the correlations are negative. The last type of bias pattern is the

mixed case, where we combined a cycle-shifted (for π+(t)), a monotone (for

π=(t)) and a fixed (for π=(t)) bias pattern. Although the acceptance rates

are of very different kind, the correlations still remain high.
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Figure 4: Effects of bias patterns I. Left: cycle function g2(t) (—), unbiased
mean function Et(y) (—) and biased mean function Et(yobs) (—). Right: ac-
ceptance rates π+(t) (- - -), π=(t) (—) and π−(t) (· · · ). From top to bot-
tom: Random, fixed (with π+(t) = 0.9, π=(t) = 0.7 and π−(t) = 0.1)
and cycle-dependent (with π+(t) = 1 − πC

2,1(t), π=(t) = 1 − πC
2,2(t) and

π−(t) = πC
2,1(t)) patterns.
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Figure 5: Effects of bias patterns II. Left: cycle function g2(t) (—), unbiased
mean function Et(y) (—) and biased mean function Et(yobs) (—). Right: ac-
ceptance rates π+(t) (- - -), π=(t) (—) and π−(t) (· · · ). From top to bot-
tom: Cycle-shifted (with π+(t) = πS

2,1(t− 12), π=(t) = 1− πS
2,2(t + 3) and

π−(t) = πS
2,3(t + 12)), monotone (with π+(t) = πM

100(t), π=(t) = πL
2000(t)

and π−(t) = 1− πM
100(t)) and mixed (with π+(t) = πS

2,2(t + 12), π=(t) =

πM
100(t) and π−(t) = 0.5) patterns.
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4 Conclusion

In this paper, we build a methodologic framework for the widely used bal-

ance statistics indicators for economic time series. As these indicators are

based on surveys, we included nonresponse into this framework to evalute

their effects. Due to the fact that the indicators are artifical, we focused our

analysis on the effects of nonresponse on correlation. The analysis showed

that the correlations between the observed indicators and the underlying

cycle still remain high in nearly all of the cases. Of course, some bias pat-

terns exist where the shape of the indicator is very strongly transformed but

we notice that these patterns are unrealistic to appear in real-life situations.

However, some patterns might cause certain problems such as a complete

switch of the indicator or a shift which might affects the leading perfor-

mance. The analyses also showed that there exists only a small connection

between the dispersion in the acceptance rates and the correlations. If the

acceptance rates differ strongly for random or monotone transformations of

t, the correlation with the underlying cycle decreases on average. The rea-

sons for this robustness are probably due to the fact that all states contain

the oscillation of the underlying cycle. All of the three states are affected by

the cycle and therefore include its information. When the probability for one

state to be observed decreases, the other states still include enough informa-

tion. Only for very extreme, in particular time- or directly cycle-dependent

cases, significant decreases in correlation might appear. The robustness to-

wards selection biases therefore supports the usage of these indicators and

explains one reason for their success.
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A Calculation of balance statistic

As the Ifo index is based on balances and not on the calculation of the mean,

we have to ensure that we obtain the same results. We define, as in section

2.1, + ≡ 1, =≡ 0 and − ≡ −1. Then, let bt the balance at time t, i.e.

bt =
∑nt

i=1 I(yt = 1)−∑nt
i=1 I(yt = −1)

nt
.

Therefore, the mean is defined as

Et(b) = E
(

∑nt
i=1 I(yt = 1)−∑nt

i=1 I(yt = −1)
nt

)
=

1
nt

E

(
nt

∑
i=1

I(yt = 1)−
nt

∑
i=1

I(yt = −1)

)

=
1
nt

nt

∑
i=1

E[I(yt = 1)− I(yt = −1)]

=
1
nt
· nt · [P(yt = 1)− P(yt = −1)]

= P(yt = 1)− P(yt = −1)

=

[
1−Φ

(
τ+ − g(t)

σ

)]
−Φ

(
τ= − g(t)

σ

)
= Et(y).
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