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Abstract

We study the effect of permanent income innovations on health for a prime-aged population. Using information on more than half a million individuals sampled over a twenty-five year period in three different cross-sectional surveys we aggregate data by date-of-birth cohort to construct a 'synthetic cohort' dataset with details of income, expenditure, socio-demographic factors, health outcomes and selected risk factors. We then exploit structural and arguably exogenous changes in cohort incomes over the eighties and nineties to uncover causal effects of permanent income shocks on health. We find that such income innovations have little effects on health, but do affect health behaviour and mortality.

1 Introduction

One of the most striking and frequently studied correlations observed in individual level data, is that between measures of income or socio-economic status and measures of health. Data from all over the world, collected in many different years, consistently show that those with greater levels of economic resources have better health. Consequently, an extensive and continually evolving literature has concerned itself with the precise nature of the relationship between income and health and in particular the direction and magnitude of causal links between the two.

Interpretations of the origin of the health-income gradient require researchers to deal with a classic simultaneity issue. Three broad channels of causality can be imagined. Epidemiologists stress the importance of causality from income to health (Marmot 1999). Economists have often tried to quantify the reverse direction going from poor
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health to impaired current and future earnings capacity (Smith 2004). A third explanation is that there are one or more underlying factors determining both income and health. Among many potential candidates are genetics, ability/intelligence and other background or early life factors such as parental income (Case, Lubotsky, and Paxson (2002), Dehejia and Lleras Muney (2004) or van den Berg, Lindeboom, and Portrait (2006)) or education (Lleras Muney 2005).

In this paper, we focus on the effect of income shocks on health over the life-cycle. First, we specify an individual dynamic model of both income and health which allows us to decompose health and income shocks into transitory and permanent ones. We also allow for a non-linear relationship between income and health at individual level. Second, we aggregate and estimate this model, using synthetic cohorts followed for up to twenty-five years, which covers a substantial part of the life-cycle. Third, we estimate the effect of permanent shocks to income on a number of health outcomes including subjective and objective measures, as well as health behaviour and mortality.

We use a synthetic cohort methodology for two reasons. First, by using it we aggregate out individual level variation, allowing us to focus on exogenous changes in income at the cohort level. In many countries, including the UK, there have been important changes in the income structure over time (Buchinsky (1994) or Gosling, Machin, and Meghir (2000)). The causes appear to range from changes in the return to education and experience due to skill-biased technology changes, declines in unionization and increased competition. Importantly, however, these changes are not thought to be caused by changes in health and we will use this as an exogeneity assumption to identify a causal effect of income on health. In an individual level model it would be much harder to disentangle the effects in question.

In the spirit of robustness analysis we also investigate briefly the results we would obtain under alternative identifying assumptions on the strength of the effect of cohort health shocks on cohort incomes.

A second advantage of cohort data is that we can exploit a wealth of data with detailed information on both income and many health outcomes because it allows the combination of various datasets. This is particularly important in our analysis because data on health and socio-economic variables typically have not been recorded jointly. Longitudinal data sets have either good information on income dynamics (e.g. the PSID in the US, or the BHPS in the UK) but no or very limited information on health, or detailed health information but very limited information on income or other socio-economic variables. This has changed recently, but only over the last decade, and mostly for data covering the elderly and near-elderly population (e.g. the Health and Retirement Survey). Hence there are no long-T panels currently available that facilitate the study of the joint dynamics of income and health for the prime-aged population.

In our analysis we use techniques recently developed in the microeconometric literature for modelling income processes and income uncertainty and apply them to the question of identifying the effect of income shocks on subsequent health outcomes. More precisely, we use the methods of Meghir and Pistaferri (2004), who in turn build on the methods of Abowd and Card (1989), Gottschalk and Moffitt (1994), Banks, Blundell, and Brugiavini (2001), and Blundell, Pistaferri, and Preston (2005) to identify the covariance of permanent income shocks with changes.

Some attempts have been made using exogenous changes in income such as lottery gains (Lindahl 2005), or “unexpected” inheritances (Meer, Miller, and Rosen 2003) as instruments although these instruments apply only to subgroups of the population which may not necessarily be representative.
in a series of health indicators. In this way we are able to extend the Granger-causality type analysis, previously carried out for US individuals aged over 70 (Adams, Hurd, McFadden, Merrill, and Ribeiro 2003) and aged over 50 (Smith 2004), and apply it to a working age population in England. These previous studies found no effect of income shocks on subsequent health changes, once one conditions on initial health and income. Differences in health care institutions, between the UK and the US, and particularly the relative lack of private provision in the UK, would hardly be expected to reverse such a result. The use of a different age group, however, could lead to different findings than those of the above studies, regardless of the country of study.

We show that different cohorts were affected by sizable permanent shocks to income over that period, especially those with low education. We find, as in Ruhm (2000), that these shocks have an impact on mortality. However, our results show that these shocks are not transmitted to any of our other health measures, whether we consider subjective ones (self-assessed health, longstanding illness) or objective ones (high blood pressure, cardiovascular diseases, or respiratory diseases). In contrast, we show that individuals change some of their behaviour such as total expenditure as well as expenditures on tobacco and alcohol. Our interpretation of these three findings is that risk behaviours do not seem to transmit directly into mortality or morbidity for the prime-aged population. Procyclical mortality is probably rather driven by work-related accidents and similar mechanisms, but our results are not more than merely suggestive on this point.

Our analysis is structured as follows. Section 2 describes our empirical strategy by setting out the structural framework for the dynamics of income and health processes, outlining our key identification assumptions and documenting our estimation methodology. Section 3 describes the various datasets that we draw upon in order to carry out our analysis, and provides some simple summary statistics. Section 4 presents our empirical results, first with reference to the effect of income shocks on mortality and then with reference to a host of health indicators and behaviour. The last part of that Section (4.6) contains a detailed comparison of our approach to related ones found in the literature. Finally Section 5 concludes.

2 Empirical Strategy

In this section we describe our approach to modelling income and health as stochastic processes that evolve over the life cycle. We then turn to our strategy to estimate the relevant parameters. In either of the two areas, there exists substantial previous work that we can build on. Starting with MaCurdy (1982), a large literature has emerged that models life-cycle income or earnings as stochastic processes. In terms of methodology, Abowd and Card (1989) and especially Meghir and Pistaferri (2004) are close to our approach. All these articles deal with individual panel data, applications to consumption with synthetic cohorts include Blundell and Preston (1998) and Banks, Blundell, and Brugiavini (2001).

Regarding the literature on the evolution of health, Smith (2004) gives an extensive overview of different specifications. Few authors have used pseudo panel data in connection with health outcomes, a notable exception being a series of papers by Deaton and Paxson (1998b, 2001, 2004). We provide a comparison of our approach and results to theirs (and those of Ruhm (2000)) in Section 4.6.
We adopt the following notation throughout the analysis. \(\varepsilon\) and \(u\) denote transitory shocks, \(\zeta\) and \(v\) permanent shocks, \(x^Y\) income-related variables and \(x^H\) health-related variables. \(i/N\) denote an individual and the number of individuals respectively, \(c/C\) are cohorts and the number of cohorts, \(t/T\) a time period (one year) and the time dimension, \(a/A\) a particular age and the terminal age. \(L\) denotes the lag-operator.

2.1 Stochastic Process for Individual Income

We assume the following nonstationary process for the evolution of log household income over the life-cycle:

\[
Y_{it} = Y_{i,t-1} + (1 - L)u_{it}^Y + v_{it}^Y
\]

The error terms are assumed to have the following structure:

\[
\begin{align*}
u_{it}^Y &= \varepsilon_{it}^Y + \xi_1 \varepsilon_{it}^H + \varepsilon_{it}^Y + \phi_1 \varepsilon_{it}^H \\
v_{it}^Y &= \zeta_{it}^Y + \xi_2 \zeta_{it}^H + \zeta_{it}^Y + \phi_2 \zeta_{it}^H
\end{align*}
\]

We deliberately distinguish between cohort-wide shocks denoted by \(x_{ct}^Y\) and individual-level shocks represented by \(x_{it}^Y\). Examples of the former include changes in the returns to education, the latter may be promotions, bonuses or layoffs. Cohort and individual health shocks are denoted by \(x_{ct}^H\) and \(x_{it}^H\) respectively, with the impact on income being determined by the coefficients \(\xi_1, \xi_2, \phi_1\) and \(\phi_2\). All our estimation equations further include demographic terms which remain suppressed in this section for ease of notation.

This set up is effectively a version of the stochastic process in Blundell and Preston (1998) where individual health shocks are explicitly taken into account. These authors also show how equation (1) can be derived from a decomposition of income into a permanent and a transitory component. Essentially, permanent shocks are represented by the \(\zeta\)'s and transitory shocks are denoted by the \(\varepsilon\)'s. The next section provides more discussion on the nature and role of these shocks.

In terms of generality, our specification fares well compared to the literature on income and consumption. The only feature that we do not include is a moving average component in the transitory errors as done in Meghir and Pistaferri (2004) or Banks, Blundell, and Brugiavini (2001). Incorporating it would be straightforward, in particular it would not substantially alter any of our identification results in Section 2.4. However, as indicated from our results in Section 4.1 our parsimonious specification seems to be sufficient in order to capture the features of the process at the cohort level for annual observations. With respect to the identification problem concerning cohort, age, and time effects, we assume the latter to be zero although a time trend is captured by our empirical methodology. Results reported in Banks, Blundell, and Brugiavini (2001) show that shocks to cohort income dominate any aggregate effects so that we do not view this assumption to be problematic.

2.2 Stochastic Process for Individual Health

For the purposes of this section, we treat health as a unidimensional stock variable. To model its evolution over the life course, we use the process employed in Deaton and Paxson (1998a) and augment it with an individual-specific
age-trend $m_{it}$:

\[ H_{it} = H_{i,t-1} + m_{it} + (1 - L)u_{it} + v_{it} \]

Again, we assume that the error terms can be broken down additively into several components:

\[
u_{it} = \varepsilon_{it} + \varepsilon_{ct} + \sum_{j=0}^{q} \gamma_{1j} \varepsilon_{c,t-j} + \sum_{j=0}^{q} \vartheta_{1j} \varepsilon_{i,t-j} \tag{5}
\]

\[
u_{it} = \zeta_{it} + \zeta_{ct} + \sum_{j=0}^{q+1} \gamma_{2j} \zeta_{c,t-j} + \sum_{j=0}^{q+1} \vartheta_{2j} \zeta_{i,t-j} \tag{6}
\]

for some moving-average parameter $q$. The age trend $m_{it}$ is included to capture slow and steady biological processes such as cell-ageing or general wear and tear. Examples of individual transitory health shocks $\varepsilon_{it}$ are broken bones or influenza, which in most cases do not have important long-term effects. On the other hand $\zeta_{it}$ can be thought of as a permanent (incurable) shock like many cancers or AIDS. Transitory cohort level shocks $\varepsilon_{ct}$ could be highly infectious diseases whereas the most important example for permanent innovations that affect entire cohorts $\zeta_{ct}$ would be medical progress.

The income shocks described in the preceding section are allowed to have a direct effect on health, but we impose the restriction that permanent shocks to income influence health permanently and transitory shocks to income affect health only in a transitory fashion. In this specification, transitory income shocks may influence health in time periods $t$ until $t + q$. Period-$t$ permanent income shocks are assumed to impact health not beyond period $t + q + 1$. In Section 4.3 we report results for $q = 0, 1, 2$. Note that we impose the same restriction on the effects of health on income while assuming that $q = 0$. \(^2\)

Note that we do not give (4) to (6) an interpretation that is structural in the sense that all relevant decision parameters are incorporated in a model of health production. We rather specify a model that is rich enough to incorporate the most important conceivable causation channels and arrive at a causal interpretation through appropriate exclusion restrictions. This is different from the approach taken in the consumption literature. For example, Blundell, Pistaferri, and Preston (2005) derive a rather similar condition on the evolution of consumption from intertemporal utility maximisation. A natural point of departure in our case would have been a version of the classic model of health capital by Grossman (1972). We do not employ such a model because research in epidemiology is richly suggestive of mechanisms linking income changes to health outcomes over which individuals have only limited control (for example through byproducts of physiological stress markers). Put differently, we think that too little is known about the causation channels running from income to health outcomes as to isolate and parameterise the relevant ones a priori. As a consequence, we stick to the general statistical modelling approach.

In our analysis we also focus on health behaviour. For these models we reinterpret $H_{it}$ in equation (4) as a measure of expenditures or quantity of consumption goods, such as fruits and vegetables, cigarettes and alcohol. In these cases, the economic model of informed decision-making has received a widespread application, as an example see the review of Chaloupka and Warner (2000) with respect to smoking behaviour. Nevertheless we stick to our

\(^2\)Note that we can allow for even more generality at the individual level. As long as it aggregates out it doesn’t impact upon our analysis.
approach for coherency reasons. The comments made in the last paragraph still apply: It is quite general and we do not see any interesting causation channels that we miss. There is a qualifier to this. It is well known that in our type of data it is not possible to control for age, cohort, and time effects simultaneously. In our particular case, the exclusion of time effects over and above a trend seems more justified in the case of health outcomes than consumption goods. For example, a jump in the relative price of cigarettes due to a tax increase may manifest itself as a shock that goes into the same direction for all cohorts. The assumption of iid-shocks would be violated. While we cannot make our inference strategy robust to this type of shocks, our point estimates remain valid. Having said this, we note that relative prices of cigarettes in the UK experienced a rather smooth upward trend over the period under scrutiny (with the exception of two slight declines in the late seventies and late eighties). All our estimates contain a full set of cohort dummies and a flexible age trend which adequately capture such trends and since we are not interested in interpreting either the age or cohort coefficients this seems sufficient for our purposes.

2.3 Aggregation

We need some assumptions on the idiosyncratic shocks and the fixed effect before we proceed to the cohort level. In particular we impose the restriction that their mean depends on age only. This is equivalent to specifying an age-dependent stochastic trend with zero mean of the errors. In addition to this, we assume all shocks to be independently and identically distributed. Accordingly, we have:

$$
\varepsilon_{it}^Y \sim \text{iid} \left( m_{a,Y,T}^{Y,T}, \sigma_{\varepsilon_{it}^Y}^2 \right)
$$

$$
\zeta_{it}^Y \sim \text{iid} \left( m_{a,Y,P}^{Y,P}, \sigma_{\zeta_{it}^Y}^2 \right)
$$

$$
\varepsilon_{it}^H \sim \text{iid} \left( m_{a,Y,H,F E}^{H,F E}, \sigma_{\varepsilon_{it}^H}^2 \right)
$$

$$
\zeta_{it}^H \sim \text{iid} \left( m_{a,Y,H,P}^{H,P}, \sigma_{\zeta_{it}^H}^2 \right)
$$

where $m^T$ stands for constants associated with transitory shocks, $m^P$ for those associated with permanent ones, and $m_a^{H,F E}$ for the age trend of the individual-level fixed effect. The $i$-superscripts on the variance terms indicate that they refer to the respective individual-level parameters.

Aggregating (1) and (4) up for individuals within each cohort, $c$, leads to:

$$
Y_{ct} = Y_{c,t-1} + (1 - L)(m_{a}^{Y,T} + \phi_1 m_{a}^{H,T}) + m_{a}^{Y,P} + \phi_2 m_{a}^{H,P}
$$

$$
+ \xi_2 \varepsilon_{ct}^H + \xi_1 (1 - L) \varepsilon_{ct}^Y + \xi_1 (1 - L) \varepsilon_{ct}^H + (1 - L) \varepsilon_{ct}^Y
$$

$$
H_{ct} = H_{c,t-1} + m_{a}^{H,F E} + (1 - L)(m_{a}^{H,T} + \theta_1 m_{a}^{Y,T}) + m_{a}^{H,P} + \theta_2 m_{a}^{Y,P}
$$

$$
+ \sum_{j=0}^{q+1} \gamma_j \varepsilon_{c,t-j}^Y + \sum_{j=0}^{q} \gamma_j (1 - L) \varepsilon_{c,t-j}^Y + \gamma_j (1 - L) \varepsilon_{c,t-j}^H + (1 - L) \varepsilon_{c,t-j}^H
$$

where $\nu_{ct}$ represents cell variation as induced by summing up the stochastic terms. It can also serve to incorporate classical measurement error (which was omitted from equations (1) and (4) purely for ease of notation). Hence, both
terms will be iid with zero mean.

\[ \nu^Y_{ct} \sim \text{iid} \left(0, \sigma^2_{\nu^Y}\right) \]
\[ \nu^H_{ct} \sim \text{iid} \left(0, \sigma^2_{\nu^H}\right) \]

The transitory shocks to income and health at the cohort level may be correlated across cohorts within periods. We only impose the standard assumption of no correlation over time and an innocuous zero-mean condition.

\[ \varepsilon^Y_{ct} \sim \left(0, \sigma^2_{\varepsilon^Y}\right) \]
\[ \varepsilon^H_{ct} \sim \left(0, \sigma^2_{\varepsilon^H}\right) \]

Turning to the permanent shocks, we assume them to be distributed according to:

\[ \zeta^Y_{ct} \sim \text{iid} \left(0, \sigma^2_{\zeta^Y}\right) \]
\[ \zeta^H_{ct} \sim \text{iid} \left(0, \sigma^2_{\zeta^H}\right) \]

where the zero mean assumption again is without loss of generality. Obviously \( \varepsilon^Y_{ct} \) and \( \varepsilon^H_{ct} \) need to be contemporaneously uncorrelated which does not seem to be very restrictive with respect to health. Remember that the most important example for cohort-level health shocks is probably medical progress which usually does not affect all age groups in the same way. With respect to behaviour we refer to the discussion in the concluding paragraph of the previous subsection.

In order to simplify (7) and (8), note that all \( m \)-terms including their coefficients are not separately identified. Thus they can be included in a single intercept term that depends on age only:

\[
m^Y_a = (1 - L) (\phi_1 m^{H,T}_a + m^{Y,T}_a) + \phi_2 m^{H,P}_a + m^{Y,P}_a
\]
\[
m^H_a = m^{H,FE}_a + (1 - L) (m^{H,T}_a + \vartheta_1 m^{Y,T}_a) + m^{H,P}_a + \vartheta_2 m^{Y,P}_a
\]

Hence we can rewrite (7) and (8) as:

\[
Y_{ct} = Y_{c,t-1} + m^Y_a \\
+ \zeta^Y_{ct} + \xi_2 \varepsilon^Y_{ct} + (1 - L) \varepsilon^Y_{ct} + \xi_1 (1 - L) \varepsilon^H_{ct} + (1 - L) \nu^Y_{ct}
\]
\[
H_{ct} = H_{c,t-1} + m^H_a \\
+ \sum_{j=0}^{q+1} \gamma_{2j} Y_{c,t-j} + \zeta^H_{ct} + \sum_{j=0}^{q} \gamma_{1j} (1 - L) \varepsilon_{c,t-j} + (1 - L) \varepsilon^H_{ct} + (1 - L) \nu^H_{ct}
\]

This is our basic system of equations which we use to identify permanent shocks to income and to investigate the relation between them and various health variables.

2.4 Identification

Identification of the parameters in (9) and (10) closely traces the analysis in Meghir and Pistaferri (2004) and Blundell, Pistaferri, and Preston (2005) once we make the system triangular in terms of permanent shocks. To do
this, our key identifying assumption is that $\xi_2 = 0$, i.e. that permanent cohort-level shocks to health do not affect income (or are not present at all) and it merits some discussion here.⁴

We first note that the model still allows for any type of health to income causality at the individual level. Here, both permanent and transitory shocks to health may affect income in an arbitrary fashion. This covers most typically mentioned channels ranging from work disability to transitorily impaired earnings capacities such as broken bones. The aggregation to the cohort level, combined with the time-series structure we impose, permits us to abstract from these issues. We also allow for transitory health innovations at the cohort level to affect current income which takes care of infectious diseases such as influenzas that might impact on different age-education cohorts differentially.

With respect to permanent changes in cohort health, the most salient example is medical progress that affects older cohorts. Our identifying assumption claims that these changes are small enough as to not affect the incomes of entire cohorts. Rather, permanent income fluctuations are driven by the factors described above such as differential care of infectious diseases such as influenzas that might impact on different age-education cohorts differentially.

Having triangularised the system, we use very similar moment conditions as Meghir and Pistaferri (2004) to identify the permanent shocks. In contrast to them, however, we do not consider bounding the transitory ones.⁴ We start by defining $g^Y_{ct}$ ($g^H_{ct}$) as the part in the growth rate of income (health) that is not explained by age effects.

\[
g^Y_{ct} = \sum_{j=1}^{q+1} \gamma^Y_{j,t-j} + \zeta^Y_{ct} + (1-L)\epsilon^Y_{ct} + \xi_1(1-L)\nu^Y_{ct} + (1-L)\nu^Y_{ct}
\]

\[
g^H_{ct} = \sum_{j=0}^{q+1} \gamma^H_{2j,t-j} + \zeta^H_{ct} + \sum_{j=0}^{q} \gamma^Y_{1j}(1-L)\epsilon^Y_{ct-j} + \xi_2(1-L)\nu^H_{ct} + (1-L)\nu^H_{ct}
\]

Our identifying moment restrictions are based on the autocovariances and cross-covariances of these terms:

(11) \[ E \left[ g^Y_{ct} \left( \sum_{j=1}^{q+1} g^Y_{t+j} \right) \right] - E \left[ g^Y_{ct} \right] E \left[ \sum_{j=1}^{q+1} g^Y_{t+j} \right] = \sigma^2_{\zeta Y} \]

(12) \[ E \left[ g^H_{ct} \left( \sum_{j=-(q+1)}^{q+1} g^H_{t+j} \right) \right] - E \left[ g^H_{ct} \right] E \left[ \sum_{j=-(q+1)}^{q+1} g^H_{t+j} \right] = \left( \sum_{j=0}^{q+1} \gamma^H_{2j} \right)^2 \sigma^2_{\zeta H} + \sigma^2_{\nu H} \]

(13) \[ E \left[ g^H_{ct} \left( \sum_{j=-(q+1)}^{q+1} g^Y_{t+j} \right) \right] - E \left[ g^H_{ct} \right] E \left[ \sum_{j=-(q+1)}^{q+1} g^Y_{t+j} \right] = \sum_{j=0}^{q+1} \gamma^H_{2j} \sigma^2_{\zeta Y} \]

We note that the terms in the sum $\sum_{j=0}^{q+1} \gamma_{2j}$ are not separately identified. Hence we can say something about the

³While we can’t identify $\xi_2$ we can examine robustness to this assumption by considering the estimates we would get with values other than zero. This is done briefly as a robustness check in section 4.3.

⁴Meghir and Pistaferri (2004) find a MA(1)-process for the transitory shock to income which gives them a system of three parameters (the variance of the transitory shock to income, the MA(1)-parameter, and the variance of measurement error) in two equations based on the first and second order autocovariances of income. With a MA(0)-process, the two variances are completely confounded. In trying to exploit the cross-covariance restrictions (5 parameters in 3 equations for the MA(0) case in the health process), we passed the limits of our synthetic cohort data.
aggregate impact over time of income shocks on health, but we cannot break it down further by year. Treating this sum as one parameter $\gamma_2$, we have three parameters in three equations that can be estimated via GMM.

### 2.5 Estimation

Our estimation strategy consists of three steps. We first sketch them very briefly and then describe each one in more detail.

1. Regress the health and income variables on a suitable set of regressors capturing cohort and age effects.
2. Use the first-differenced residuals to compute the terms inside the expectations of (11) to (13).
3. Calculate $\sigma^2_{\zeta_Y}$ and $\sum_{j=0}^{q+1} \gamma_{2j}$ for $q = 0, 1, 2$ via GMM, obtain confidence intervals by bootstrapping.

With respect to the first stage regression, we choose a full set of cohort dummies and a quadratic in age interacted with sex and education. Since our cohorts will be based upon the latter two variables in addition to date-of-birth intervals (see Section 3), this allows for very flexible profiles across the sex and education groups as well as an additive effect for year of birth. The results were invariant to higher order polynomials in age and the respective interaction terms. In particular, this modelling strategy allows us to control for cohort specific effects determined by macro-economic conditions at birth which may impact individuals as shown by van den Berg, Lindeboom, and Portrait (2006) or Dehejia and Lleras Muney (2004). They also capture the downward trends in overall mortality and morbidity over time. We checked for robustness towards the additivity restriction on cohort effects by permitting the income and health profiles to be cohort-specific. Point estimates did not change much but standard errors rose a lot as expected for an overfitted model.

First-differencing the residuals from these regressions immediately gives us the growth rates $g_Y$ and $g_H$. In principle we could directly run a regression in first differences. This is inhibited by the fact that our time series dimension is not long enough to make the attenuation bias of OLS in this type of regressions negligible.

We then use GMM techniques to estimate the parameters of interest. All variance terms are allowed to vary across sex and education groups. After some experimentation, we restrict the $\gamma_2$-parameters to be the same. Due to the small-sample bias that is often observed in optimal minimum distance estimation of covariance structures, we use equally weighted minimum distance (Altonji and Segal 1996). Since it is very hard to keep track of the pre-estimation error analytically, we obtain confidence intervals by using the bootstrap (500 replications). As a consequence of the nonstationarity of the model, we sample entire time series of each cohort. Inference hence rests upon the cross-sectional dimension of the estimation problem.

### 3 Data

In order to study the dynamic effects of income shocks on health, we construct a synthetic cohort dataset, based on successive years of microdata from several cross-sectional surveys. This type of data has proven to be very useful in
the consumption literature because it facilitates the use of large datasets in long time series. While restricting the
range of admissible models to additive ones, it permits much more generality than aggregate data. Moreover the
approach allows the combination of various datasets. This is particularly important in our analysis because data on
health and socio-economic variables typically have not been recorded jointly. This has changed over the last decade,
but mostly for data covering the elderly and near-elderly population. Hence there are no panels currently available
that allow to study dynamics for the prime-aged population.

We use English data from three repeated cross-section surveys: The Family Expenditure Survey (FES), the
General Household Survey (GHS), and the Health Survey for England (HSE). We will describe these datasets in
turn after some general remarks. All of them contain basic demographic information such as individual education
level as measured by the age left full time education, marital status, number of persons in the household, number of
children and number of children under five years of age in the household, and labour market status.

We construct cohorts based on 3-year date-of-birth intervals, sex, and whether individuals attended school beyond
the compulsory schooling age or not. We consider the working-age population of 30 to 60 years of age. The upper
bound is set because of cohort differences in early retirement. In our data, early retirement (to the extent it is
associated with a fall in income) would show up as a negative income shock, but there may be an independent
influence of retirement on health that we cannot control for (see for example Snyder and Evans (2006)). We chose
the lower bound because we model household income and many people live with their parents until their mid-
twenties. One may well expect that risk sharing in these households is not perfect and that there is a large deal
of financial autonomy between generations. If this is the case, then cohort differences in the changes of household
income at these ages would not necessarily reflect the type of income shocks that we are interested in.

Table 1 lists the data availability by study and year and Table 2 provides summary statistics of the cell sizes
within each date-of-birth, education and gender cohort in each of the surveys. As documented in Table 2 the cell
sizes are reasonably large and throughout the analysis we do not explicitly consider aggregation error in calculating
the standard errors. This is common practice in the consumption literature (e.g. Browning, Deaton, and Irish
(1985)). The HSE displays very small sample sizes in its first two years of existence, as can be inferred from the
last two rows of Table 2. We check robustness to exclusion of these two years in all specifications. All data are
used on an annual basis from 1978 to 2003, although the HSE and some variables in the GHS do not cover the full
period. The rest of this section describes the relevant variables used from each of the datasets in turn. The main
variables are on household income and consumption as well as individual-level risk behaviours and health outcomes.
Descriptive Statistics for all variables can be found in Table 3 which also indicates which variables are used at an
individual or at the household level.

In addition to the three repeated cross sections, we also use all-population mortality from the Human Mortality
Database (http://www.mortality.org) which is available for the period 1978-1998. For this dataset, no covariates
beyond sex and age are available. Hence we cannot base cohorts on education groups when it comes to mortality.
The Longitudinal Study would have allowed for such stratification, but its education measure is based on the highest
degree obtained and proved to be not comparable to the years of schooling measure.
3.1 The Family Expenditure Survey (FES)

The FES contains detailed information on household income and consumption. Together with the Consumer Expenditure Survey in the US, it has emerged as one of the workhorses in the consumption literature (see for example Blundell, Pashardes, and Weber (1993)). Our data cover the period from 1978 to 2003 and our selected sample comprises 148,517 individuals. Unless indicated otherwise, we use expenditure and income in logarithms and weighted by the OECD-equivalence scale

\[ \text{EQUIV} = 1 + 0.6 \times (\#\text{ADULTS} - 1) + 0.4 \times \#\text{CHILDREN}. \]

We conduct sensitivity analyses with unequivalised values and demographic variables on the right-hand side, results were qualitatively similar and are not reported. All variables are deflated with a general price index to obtain January 2000 prices. The evolution of mean income and mean expenditure on non- and semi-durable items is shown in Figures 1 and 2 for every other cohort.

The familiar hump-shape over the life-cycle becomes apparent for both variables and it seems to be more pronounced for expenditure as well as for the group with low education. Values for men are slightly higher than those for women, reflecting the higher income of male single households with respect to female single ones. As expected, we find pronounced education differences. Compared to these, cohort effects appear to be moderate with younger cohorts generating more income and consumption than older ones. These effects seem to be stronger for the higher educated, which is consistent with the findings of Gosling, Machin, and Meghir (2000) for male wages. In addition to total expenditure, we also use food expenditure in order to validate our methodology.

By virtue of the detailed consumption measures in the FES we are also able to obtain expenditure on items related to risk behaviours. Specifically, we consider expenditures on fruits and vegetables, alcohol, and cigarettes. While the first two of these items suffer from the problem that expenditure changes might reflect quantity or quality changes, this is less the case for cigarettes. Compared to other products, the price differences among brands are very small at any given point in time. By using a special price index for cigarettes and assuming between-product price variation to be negligible, we are able to back out actual cigarette quantity.

3.2 The General Household Survey (GHS)

The GHS is a general purpose survey that has been conducted since 1971. Questions on health measures and risk behaviours have been included since 1978, our data cover the period until 2003. It was not fielded in 1997 and 1999, we explain in Section 4.3 how we deal with these years. Please refer to Table 1 in the Appendix for the availability of specific variables. We select the following health variables: Self-reported health status on a three-dimensional scale (good-fair-poor), whether respondents have a chronic disease, and whether they are limited in their activity by this disease. As an example, consider the proportion reporting good health that is shown in Figure 3. Consistent with many findings from the literature (Case and Paxson 2005), women report worse health than men at younger ages. However, the decline is slower, leading to little if any gender differences at age 60. Education effects seem to be even stronger. At age 30, only small differences between education groups can be seen. Proportions remain
nearly constant for people in their thirties, the subsequent decline begins earlier and is stronger for persons with low education. There are no apparent cohort differences in either direction.

Furthermore, the GHS includes some self-reported data on risk behaviours. We make use of questions on the quantity of cigarettes smoked and a six-category question regarding the amount of alcohol consumed, running from zero consumption to heavy drinking. With respect to the former, we use whether or not the respondent is currently smoking and an unconditional cohort average of the number of cigarettes smoked per day. Regarding alcohol consumption, we simply average the variable across cohort members.

3.3 The Health Survey for England (HSE)

Further health measures are available from the HSE, albeit only in a relatively small number of years, namely from 1991 to 2003. What makes matters worse is that cell sizes are very small in 1991 and 1992 which is made clear by the last two rows in Table 2. Accordingly, we checked robustness to exclusion of these two years in all specifications.

The HSE was set up to monitor population health in England and it includes a physical examination by a nurse. However, each year a different subset of health outcomes is emphasised (examples include cardiovascular disease and the health of older people). Consequently, few variables are contained every year in the nurse interview. In fact, the only one we are able to use is bloodpressure. We construct a binary variable that is one if the measured bloodpressure is above 140/90 mmHg (i.e. if the systolic pressure is above 140 or the diastolic pressure is above 90 or both) or if the respondent is currently taking bloodpressure medication. The fraction of persons with such a condition is listed in Figure 4. The age gradient is very steep compared to other variables. There is a large gender effect with women being much less likely to suffer from such a condition. There seems to be a slight tendency for lower prevalence among the better educated. We also use an indicator variable that takes the value one only if measured bloodpressure is above 140/90 mmHg and doesn’t take account of medication. The two bloodpressure variables treat medical progress in a different fashion. In the course of the analysis, we term the two variables “Bloodpressure Condition” and “High Bloodpressure”, respectively. Going in the same direction, we also use a self-reported measure of whether the respondent suffers from cardiovascular disease. A major reason to put an emphasis on diseases of the cardiovascular system stems from research in epidemiology which suggests causal mechanisms running from stress (that may be caused by sudden income drops) to cardiovascular markers which operate rather quickly as compared to many other diseases such as cancer or liver disease. See Brunner (1997) for a review and Steptoe, Willemsen, Owen, Flower, and Mohamed-Ali (2001) for a specific experiment.

Besides bloodpressure, we obtain some self-reported measures from the HSE. In particular, similar questions to those in the GHS are asked and we can use them to complement the years 1997 and 1999 although there is an issue with respect to comparability (see section 4.3). The longstanding illness question is further broken down by type of disease, of which we use the prevalence of of respiratory diseases and the just-described measure of cardiovascular disease. Again, epidemiological research suggests that smoking, a risk factor we consider below, has more rapid effects on respiratory diseases than lung cancer, for example see Peto, Darby, Deo, Silcocks, Whitley, and Doll (2000). The last health measure we include in the analysis is the mean score on the 12-item General Health...
Questionnaire, a widespread instrument to measure mental health status. The questions call for yes or no answers and the individual score is simply the number of affirmations. A higher score indicates poorer mental health.

The first thing to establish is that the ubiquitous health-SES gradient is indeed present in our data. From 1997 on, the HSE contains an income measure that we can use to estimate the conditional correlation at the micro level. Table 4 shows the results of regressions of the various health variables on log household income and a set of controls at the level of the individual. The general pattern that emerges is that persons with higher income have better health, whatever the health measure we consider, consistent with many findings from the literature.

4 Results

We present our results in four stages. First, we describe the income process and the variance of permanent income shocks. We then show the effect on mortality, health outcomes and risk behaviours. The concluding part of a section describes the relation of our approach to other works in the literature.

4.1 The Variance of Income Shocks

Table 5 lists the autocovariances of the unexplained growth rate of income up to order 5. Estimation is only based on equation (9) and moment condition (11). All numbers in this table and Table 6 are multiplied by 1000 for easier reading. An MA(0)-process implies that $E[g_t Y_t g_{t-1} Y_{t-1}] < 0$ and that all autocovariances of higher order are zero. The data seems to point to such a model as all covariances two years apart or more are both small in magnitude and not significantly different from zero. The exception is for men as the covariance for higher order lags rises somewhat again in absolute value. However, they are rather imprecisely estimated. In any case, Table 5 suggests that our parsimonious model without a moving average process for the transitory shock to income is sufficient to capture its dynamics at the cohort level. This is consistent with the analyses of Banks, Blundell, and Brugiavini (2001) on the same data, albeit over a slightly earlier time period. They find that an MA(1)-process fits the quarterly income data from the FES very well. Hence one would expect an MA(0)-process for the yearly data.

Table 6 presents the estimated variance of the permanent shock to income, applying the methodology described above. All variances are significantly larger than zero. The results correspond to annual shocks with a standard deviation between 3 to 5% of income. The magnitude of the shocks is larger for individuals with low education, although the difference is not statistically significant. Gender differences in the point estimates are only visible for the highly educated with men displaying a somewhat higher variance of income shocks. However, remember that our measure is household income and differences are caused only by single households which constitute around 25% of the total sample. To get a very rough idea about the magnitude of these shocks, it is useful to compare them to the findings reported in Meghir and Pistaferri (2004). They estimate the variance of permanent shocks to individual income in the US using the PSID. The magnitude of the shocks we find is somewhere around 5% of their estimates. Obviously one should not overstate cross-country comparisons, but this seems to be a reasonable
magnitude of cohort-wide income shocks as compared to individual ones.

4.2 Permanent Income Shocks and Mortality

Table 7 presents our estimates of $\gamma_2$ (the effect of permanent income shocks) on mortality outcomes in nine different specifications – allowing for three different time lags for the income effects and three different age trend specifications. The first thing to note is that a sufficiently flexible specification of the age trend is extremely important when it comes to mortality: Moving from the quadratic to the cubic specification all coefficients change their sign and confidence intervals do not overlap. On the other hand, the cubic trend seems to be sufficiently general as a comparison with the results on the quartic trend shows.

In general, we find that an increase in income leads to an increase in mortality. When we allow no lagged effect of income, a one percent increase in income leads to about 0.7 to 1 more deaths per 100,000 persons among the prime aged population in any given year. By and large, we obtain similar results when we extend the lag with which income shocks can affect health although the null hypothesis of no causation is just not rejected at the 95% confidence level (P-value 0.058).

4.3 Permanent Income Shocks and Health

Table 8 contains our basic results for the relation between permanent income shocks and health outcomes. Except for mental health, all dependent variables are measured prevalence rates in the population. These can be thought of as stemming from a linear probability model with our unidimensional health stock on the right hand side. Since we use household income in logarithms, the coefficients measure absolute changes in prevalence rates with respect to percentage changes in income. Taking the first entry of Table 8 as an example, a one percent shock to permanent income would decrease the fraction of people reporting good health by 0.065 percentage points. In other words a one standard deviation increase in income would reduce the fraction of individuals reporting good health from about 60% to 59.7%. Moreover, the effect is not significantly different from zero. This effect is obtained assuming that income has only an instantaneous effect on health. When we additionally allow a one year delay, we still find an insignificant negative effect on the probability of reporting good health. With a two year lag, the effect of an increase in income becomes slightly beneficial to health, but with a small magnitude: a one percent increase in income increases the probability of reporting good health by 0.02 percentage points. This effect is not significant either.

We obtain a symmetric effect for the probability of reporting poor health. At lags zero and one year, an increase in income increases the proportion of individuals reporting poor health while after two years, the proportion is reduced. Once again, all the effects are not significantly different from zero. Income does not appear to affect other

---

5 We also estimated the income process on different subset period and found no statistically significant differences.
6 In Section 3 and Table 1 we noted that the GHS was not fielded in 1997 and 1999. The HSE also contains a question on self-assessed health, but the answer is recorded on a five-point scale (very good, good, fair, poor, very poor). We collapse the “good” and “poor” categories into one each and use a dummy variable in the first estimation stage for these years. With respect to the longstanding and limiting illness variables, we also use the values from the HSE and a dummy. In all four cases, results were largely insensitive to using either the values from HSE for all years beginning in 1993; or to cutting off the analysis in 1996.
measures of health such as the proportion of individuals with longstanding illness or limiting illness. If anything, a one percent increase in income is associated to a 0.02 percentage point increase in these proportions.

Rows 5 to 7 in Table 8 present the effect on objective health outcomes relating to cardiovascular health: The proportion of individuals with blood pressure condition, with high blood pressure or with cardiovascular diseases. We do not find any significant effects of income on these health outcomes either. This is important as one may think that this set of diseases could be linked to changes in socio-economic position due to stress, see the references listed in Section 3.3 among others. Neither can we reject the null hypothesis that income shocks have no effect on respiratory diseases: All point estimates in row 8 of Table 8 are negative but confidence intervals are too large to make statistically meaningful statements.

Mental health is measured as the simple sum of the scores on the 12-item general health questionnaire. A higher score indicates poorer mental health. We find that a positive shock to permanent income leads to poorer mental health. The confidence interval is rather large, but we can exclude the possibility of no effects at the 5% level. Looking at more lags, the coefficient appears ill identified and we cannot exclude the possibility that income has no effect on mental health.

Our strategy here has been to extract permanent shocks to income directly from income data. The life-cycle model predicts consumption to react stronger to permanent income innovations in income than to transitory ones. An alternative strategy to use as sensitivity analysis is to use data on expenditure to filter out permanent shocks as described in Blundell and Preston (1998) and Blundell, Pistaferri, and Preston (2005). We operationalise this idea by using total expenditure instead of income in the estimation procedure. The three moment conditions (11) to (13) remain unchanged even though we do not need to take care of transitory consumption movements if the life-cycle model is taken to be literal. This is because the presence of measurement and aggregation error introduces a transitory component in the consumption process anyhow. Results based on this strategy are largely comparable to our estimates from the income process. In particular, none of the coefficients changed significantly in magnitude.

4.4 Permanent Income Shocks and Behaviour

We now turn to the effect of income on behaviour and particularly on Risk factors for health. We first look at the effect of permanent shocks on total (non durable) consumption. While total consumption is not thought to be directly linked to health, it is a useful benchmark to compare to more health related consumption decision.

The first row of Table 9 presents the elasticity of total expenditure with respect to permanent income shocks. A one percent increase in income is associated with a 0.4 to 0.6 percent increase in total expenditure, depending on the order of the moving average. All effects are significantly different from zero. Our estimates are in the same range as Blundell, Pistaferri, and Preston (2005) on individual-level US data. In contrast with the findings in the previous section, permanent shocks lead to sizable changes in behaviour. We conclude that the income data contains pertinent variation (as Table 6 indicated as well) and that the lack of any significant effect of income on health is not

---

\footnote{One year each is missing for blood pressure and mental health (see Table 8), we interpolate the adjacent values linearly for these years.}

\footnote{The tables corresponding to Tables 8 and 9 calculated using this methodology are available from the authors upon request.}
due to lack in variation in the explanatory variable. Therefore, these results establish the ability of our empirical methodology to identify changes at the cohort level.

We now focus on a subset of total expenditure, the expenditure on food. A one percent increase in income leads to a 0.20 to 0.25 percent increase in food expenditure, although estimates are just shy of being significant. The elasticity of food is about half of the elasticity of total expenditure, suggesting that households are able to smooth food consumption. The third row presents the effect of permanent shocks to income on expenditure on fruits and vegetables. The effect varies with the lag order for the income effect, with an elasticity between 0.45 and zero but we cannot exclude the possibility that income has no effect. More importantly, point estimates have roughly the same magnitude as the ones on food consumption and we can never tell them apart. Hence small income shocks do not seem to cause individuals to switch to a healthier diet.

We now turn to risky behaviours such as smoking and alcohol consumption. We find a significant impact of permanent income shocks on cigarettes smoked. We get similar results when we use self-reported quantities instead of quantities inferred from expenditures. This is reassuring as these two measures come from different data sets and reporting schemes. Overall, a one percent increase in income increases the unconditional number of cigarettes smoked per day by about 0.06 to 0.1. We also get significant results for the probability of being a smoker, although the magnitude of the point estimates seems a bit large as to have much confidence in this result.

Rows 7 and 8 of Table (9) present the results for alcohol consumption. Looking at the self-reported quantity in row 7, we find a significant effect if looking at contemporaneous effects only. Point estimates decrease in size and fail to be significant for the more general models. Turning to the elasticity of alcohol expenditure, we find it to be around 0.5. As we consider a delayed response to income shocks, the coefficients appear to be less stable with large standard errors.

To summarise, we find some evidence that permanent income shocks affect behaviour and particularly health behaviour. Broadly speaking, permanent increases in income appear to lead to poorer health behaviour.

4.5 Robustness of Results

The results presented above rely on the identification assumption that variations in permanent income at cohort level are not caused by permanent shocks to cohort health, i.e. $\xi_2 = 0$. While we believe there is a plausible justification for this assumption, we can explore the robustness of our results to this central assumption, i.e. for values of $\xi_2 > 0$.

In this case the effect of income shocks on health can be expressed as:

$$
\sum_{j=0}^{q+1} \gamma_{2j} = \frac{E \left[ g^H \left( \sum_{j=-(q+1)}^{1} g^Y_{c,t+j} \right) \right] - E \left[ g^H \right] E \left[ \sum_{j=-(q+1)}^{1} g^Y_{c,t+j} \right]}{E \left[ g^H \left( \sum_{j=-1}^{1} g^Y_{c,t+j} \right) \right] - E \left[ g^H \right] E \left[ \sum_{j=-1}^{1} g^Y_{c,t+j} \right] - \xi_2 \sigma^2_u - \xi^2 \sigma^2_H}
$$

Note that when $\xi_2 = 0$, we get back to equation (13). The extent of the bias of the effect of income on health depends both on the magnitude of the reverse effect but also on the covariance between income, lagged income and health. The sign of the bias is a priori ambiguous.

An exception is when we select a lag of one year which gives an instable parameter.
Table 10 displays the effect of income on health for $\xi_2 = 0$ (baseline), for $\xi_2 = 0.1$ and for $\xi_2 = 1$, which means that a 10 percentage point rise in the proportion reporting good health would lead to an 1 (respectively 10) percent increase in cohort income. The rest of the formula is calculated using moments from the data and setting $\sigma_{\mu}^2 = 0.1$ (estimated from the data). The baseline case $\xi_2 = 0$ simply reproduces the results from the first column of Table 8.

Our results are surprisingly robust to a relaxation of our main identifying assumption. For $\xi_2 = 0.1$, the coefficients are remarkably similar to the baseline estimates. For larger effects of cohort health on cohort income ($\xi_2 = 1$), the change in the coefficients are larger, especially for blood pressure conditions. However, if anything estimates reinforce our previous results in the sense that, from the point estimates at least, an increase in income appears to worsen health.

4.6 Relation to the Literature

We deem it important to compare our methodology and results to those previously found by authors who looked at mortality, health, and health behaviour with some sort of aggregate data. In particular, we think of the work of Deaton and Paxson (1998b, 2001, 2004), Ruhm (2000, 2003, 2005, 2006), and Ruhm and Black (2002). The main differences relate to the question of how the relationship between income (or macroeconomic conditions) and health is restricted by the various modelling approaches. Common to all studies is that causality running from health (behaviours) to income is not modelled. It is useful to reformulate our model of how health evolves over the life cycle as:

$$H_{ct} = H_{c,0} + \sum_{s=0}^{t} \left( m_{s, c-t} + \gamma Y_{c, s} + \zeta H_{c, s} \right) + \gamma_1 (\varepsilon Y_{c, t} - \varepsilon Y_{c, 0}) + \varepsilon H_{c, t} - \varepsilon H_{c, 0}$$

We suppress all lagged effects of the income shock on health and moving average parameters in the transitory terms as well as the measurement error terms for ease of notation. The formulation of the age trend makes use of the fact that $a = t - c$. This shows that current health is a function of some initial condition, the difference between the current and initial transitory effects, and the accumulation of the age trend, income and health shocks. From this equation (and the equivalent one on the income process) we move on to identify the parameters of interest from deviations in the cohort growth rates of income and health from their projections.

Deaton and Paxson construct datasets similar to ours for the United States (and also England and Wales in the 2004 paper). Their basic model looks as follows in our notation:

$$H_{ct} = m + \beta_1 t + \beta_2 Y_{ct} + \beta_3 \cdot X_{ct} + u_{ct}$$

where $X_{ct}$ represents a vector of covariates. $H_{ct}$ is operationalised by using the log odds of mortality. Identification is then based on cohort differences in income and mortality conditional upon a nonparametric age profile, the linear time trend, and the other covariates. This strategy does not allow for cohort fixed effects that are correlated with the residuals. A cause for this could be long-term effects of macroeconomic conditions at birth on mortality (van...
den Berg, Lindeboom, and Portrait 2006). More general than such a fixed effect is the question of whether or not mortality may experience persistent shocks. If this is the case, then

$$E[u_{c,t+s}|I_{c,t}] \neq 0, \text{ some } s > 0$$

where $I_{c,t}$ represents the information available in period t. The relevance of this problem depends on the persistence of the process. In our nonstationary formulation it holds for all $s > 0$ and is potentially serious. If shocks exhibit only limited persistence, it is probably not too important in practice.

In order to compare the two approaches on our data, we ran a mortality regression based on the following model:

$$H_{ct} = m_0 + \beta_c + \beta_2 Y_{ct} + \beta_3 \cdot X_{ct} + u_{ct}$$  \hspace{1cm} (15)$$

where $\beta_c$ represents the coefficient on a cohort dummy, the age trend is interacted with gender and allowed to be quadratic (cubic, quartic), $X_{ct}$ contains the education measure. $Y_{ct}$ is again specified as log equivalised household income. Overall, results for $\beta_2$ go into the same direction as the ones for $\gamma_2$, but there are important differences. If the age trend is specified to be quadratic, results show a significantly negative correlation of income and health. However, this again seems to be an artefact of specifying the age trend in a too restrictive fashion. Turning to higher order polynomials, we get point estimates of $\hat{\beta}_2 = 0.1$ which is about a tenth of the magnitude observed for the coefficient on the permanent shock. It is never significant. This is consistent with the results reported in Deaton and Paxson (2004) for a specification that is just slightly different. It is difficult to pin down the exact reason for this discrepancy. Either it could be the importance of the focus on permanent shocks and the filtering out of transitory movements and measurement error; or else the coefficients based on (15) are biased due to reasons laid out in the preceding paragraph. In any case, we conclude that the more involved strategy employed here is not a futile complication of matters.

Another strand of the literature has investigated the impact of macroeconomic fluctuations on aggregate mortality (Ruhm 2000), on mortality from heart disease (Ruhm 2006), on various health measures (Ruhm 2003), on drinking behaviour (Ruhm and Black 2002) and on several other risk behaviours and markers of unhealthy behaviour (Ruhm 2005). The identification strategy in this work has been based on deviations in state unemployment rates from the (US) national average, controlling for a time trend and population (in case of the mortality studies) or individual (health and health behaviour studies) characteristics. This research has shown that for the population above 20 years of age, most of these variables move in accordance with employment rates. The interpretation was that unhealthy behaviour is one of the factors underlying the procyclical variation in mortality rates.

While these results are broadly consistent with our findings in this paper, we want to highlight some important differences. The results in the mortality studies (Ruhm 2000, 2006), have been based on aggregate data. It is well known that this type of data does not permit models that are nonlinear in the variables. While this is probably not an issue if employment rates are the dependent variable, it does pose a problem if the interest is in the effect of income. The function linking income and health is typically thought to be concave. In our particular case, it turned out to be very important indeed to specify household income in logarithms as opposed to levels and we can aggregate such variables exactly from the underlying microdata. Another point concerns the use of log mortality as the outcome of interest which underlies most specifications in the two just-cited papers. While this may be
important to capture the aggregate relationship well, it inhibits the interpretation of the results at the individual level. Finally, macroeconomic conditions may affect cohorts in a very different way. For example, unfavourable conditions at the beginning of the working life may impact negatively upon all future labour market outcomes (Raaum and Roed 2006), thereby constituting a permanent shock; whereas they may affect older cohorts’ incomes only transitorily.

The only contrasting results and interpretations are found with respect to health outcomes as contained in Ruhm (2003). The basic identification strategy is the same as the one for the mortality studies, but individual-level data from repeated cross sections is used. Unfortunately, no results are reported for the overall prime-aged population which renders specific comparisons difficult. In the cases where analysis is restricted to a similar age range as the one considered here the sample is also restricted to the working population introducing a problem of sample selection. Furthermore, it is not quite clear what kind of effect is picked up by state-level unemployment rates if the sample is restricted to employed persons. Finally, the data analysis is cross-sectional in the sense that no individual-level fixed effects are controlled for. This relates immediately to the sample selection issue. Results based on these data in the US show a procyclical variation of health.

We cannot detect such an effect. On the other hand, we are rather confident that we would be able to pin it down if it were there. Our conclusion is that there may not be much instantaneous causation running from risk behaviours to health outcomes and on to mortality. Maybe one would expect the most direct effects with respect to smoking. However, if we look at respiratory diseases (which are expected to react much quicker than cancers), if anything, we find a countervailing effect. In our view, procyclical mortality is more likely to be driven by work-related accidents than by health and health behaviours. Given the indirect nature of this evidence, more research is needed to disentangle the precise causation channels.

5 Conclusions

In this paper we estimate the effect of permanent shocks to income on health and health behaviour. We use a long time series of cohort data from multiple surveys which covers the life-cycle and report detailed information on income and health (both subjective and objective measures) as well as health behaviour. We exploit the fact that at the cohort level, over the eighties and nineties, there have been sizable changes in income mainly related to changes in the macro-economic environment (skill biased technological change, changes in the return to education and experience, increased competition). Our identification scheme relies on the fact that these changes are not due to changes in cohort health. While we allow for reverse causation at the individual level, as well as a rich stochastic structure, we aggregate it out at cohort level to focus only on the effect of these observed income shocks on cohort health.

As in Ruhm (2000), we find some evidence that income and mortality are related, although in our case we decompose income and filter out the transitory component. While we find some evidence that permanent income shocks lead to poorer health behaviour, we find no evidence that it affects directly any of our health measures. Despite sizable shocks to income at cohort level during our period of analysis, which can be empirically linked to
changes in consumption expenditures, we fail to find any changes in (cohort) health, even if we allow those shocks to affect health with a lag. Moreover, the point estimates often hint that an increase in income leads to poorer health, except for blood pressure. This is in contrast with micro, cross-sectional evidence, where higher income is related to better health. Taken literally, our results suggest that this observed “gradient” does not stem from income innovations of the magnitude we observe at the cohort level.

Reconciliation of this lack of evidence for time series causation with the strong correlations observed in many studies, even those which control for many possible covariates, is not really necessary given the often limited extent to which the latter studies can isolate exogenous changes in income or economic resources. The results of Lindahl (2005) and Meer, Miller, and Rosen (2003), using lottery gains and unanticipated bequests respectively to exploit exogenous changes in incomes at the individual level, warrant more of a comparison. One obvious although rather uninteresting point is that different relationships may of course be obtained in different institutional settings, or for different subgroups of the population. An alternative factor may be that the relationship of health to income shocks could be non-linear or even discontinuous, with the effect that large changes in resources, of the nature used in these two studies, yield more substantial (and more identifiable) health effects than the smaller changes in cohort averages that we use here, perhaps through channels such as changes in neighbourhoods and peer groups or major changes in housing or lifestyle more generally. Finally, we cannot rule out effects of income shocks that take longer to feed through into health outcomes than we have allowed for in the time-series processes estimated here (up to three years). Nevertheless, from a policy perspective our results seem particularly relevant, suggesting that the kind of changes to incomes that might be expected from redistribution towards particular age-education cohorts of working age adults are unlikely to lead to improvements in health at least in the short to medium run.
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GHS: Illness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GHS: Risk Behaviours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSE: Bloodpressure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSE: GHQ 12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMD: Mortality</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Full data available**
- **Limited amount of observations**

### Table 2: Cell sizes after aggregation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mean</th>
<th>Median</th>
<th>Percentile</th>
<th>Minimum</th>
<th>Total Number of Individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>FES</td>
<td>137.3</td>
<td>134.5</td>
<td>65</td>
<td>55</td>
<td>148,517</td>
</tr>
<tr>
<td>GHS</td>
<td>257.3</td>
<td>221</td>
<td>84</td>
<td>58</td>
<td>277,084</td>
</tr>
<tr>
<td>HSE</td>
<td>149.6</td>
<td>140.5</td>
<td>25</td>
<td>18</td>
<td>80,541</td>
</tr>
<tr>
<td>HSE, 1993+</td>
<td>164.0</td>
<td>152</td>
<td>62</td>
<td>51</td>
<td>76,943</td>
</tr>
</tbody>
</table>
### Table 3: Descriptive Statistics Averaged Across Cohorts

#### Men

<table>
<thead>
<tr>
<th></th>
<th>Low Education</th>
<th>High Education</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Age 30</td>
<td>Age 40</td>
</tr>
<tr>
<td>Education (FES) *)</td>
<td>0.555</td>
<td>0.489</td>
</tr>
<tr>
<td>Education (GHS) *)</td>
<td>0.507</td>
<td>0.469</td>
</tr>
<tr>
<td>Education (HSE) *)</td>
<td>0.521</td>
<td>0.440</td>
</tr>
<tr>
<td>Log Income (HH)</td>
<td>5.098</td>
<td>5.040</td>
</tr>
<tr>
<td>Log Total Expend. (HH)</td>
<td>4.612</td>
<td>4.672</td>
</tr>
<tr>
<td>Log FruitVeg Expend. (HH)</td>
<td>0.741</td>
<td>0.904</td>
</tr>
<tr>
<td>Log Alcohol Expend. (HH)</td>
<td>2.167</td>
<td>2.113</td>
</tr>
<tr>
<td>Good Health</td>
<td>0.715</td>
<td>0.669</td>
</tr>
<tr>
<td>Poor Health</td>
<td>0.047</td>
<td>0.080</td>
</tr>
<tr>
<td>Longstanding Illness</td>
<td>0.265</td>
<td>0.303</td>
</tr>
<tr>
<td>Limiting Illness</td>
<td>0.110</td>
<td>0.162</td>
</tr>
<tr>
<td>Smoking Y/N</td>
<td>0.452</td>
<td>0.437</td>
</tr>
<tr>
<td>Cigarettes (GHS)</td>
<td>8.233</td>
<td>8.766</td>
</tr>
</tbody>
</table>

#### Women

<table>
<thead>
<tr>
<th></th>
<th>Low Education</th>
<th>High Education</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Age 30</td>
<td>Age 40</td>
</tr>
<tr>
<td>Education (FES) *)</td>
<td>0.513</td>
<td>0.471</td>
</tr>
<tr>
<td>Education (GHS) *)</td>
<td>0.532</td>
<td>0.456</td>
</tr>
<tr>
<td>Education (HSE) *)</td>
<td>0.493</td>
<td>0.436</td>
</tr>
<tr>
<td>Log Income (HH)</td>
<td>4.836</td>
<td>5.050</td>
</tr>
<tr>
<td>Log FruitVeg Expend. (HH)</td>
<td>0.767</td>
<td>0.907</td>
</tr>
<tr>
<td>Cigarettes (FES, HH)</td>
<td>2.134</td>
<td>2.143</td>
</tr>
<tr>
<td>Log Alcohol Expend. (HH)</td>
<td>1.521</td>
<td>1.739</td>
</tr>
<tr>
<td>Good Health</td>
<td>0.613</td>
<td>0.583</td>
</tr>
<tr>
<td>Poor Health</td>
<td>0.093</td>
<td>0.135</td>
</tr>
<tr>
<td>Longstanding Illness</td>
<td>0.280</td>
<td>0.314</td>
</tr>
<tr>
<td>Limiting Illness</td>
<td>0.124</td>
<td>0.190</td>
</tr>
<tr>
<td>Smoking Y/N</td>
<td>0.460</td>
<td>0.443</td>
</tr>
<tr>
<td>Alcohol Quantity</td>
<td>2.725</td>
<td>2.834</td>
</tr>
<tr>
<td>Bloodpressure Condition</td>
<td>0.085</td>
<td>0.131</td>
</tr>
<tr>
<td>High Bloodpressure</td>
<td>0.077</td>
<td>0.105</td>
</tr>
<tr>
<td>Cardiovascular Condition</td>
<td>0.030</td>
<td>0.046</td>
</tr>
<tr>
<td>Respiratory Condition</td>
<td>0.101</td>
<td>0.073</td>
</tr>
<tr>
<td>Mortality Rate / 1000 persons</td>
<td>0.745</td>
<td>1.189</td>
</tr>
</tbody>
</table>

Note: *) Data from 1991-2000 only to ensure comparability across datasets. All other numbers are based on total number of observations for each variable, see Table 1. HH: Variable measured at the Household Level, equivalised by OECD scale.
Table 4: Regressions Showing the Correlations Between Health and Income.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coef.</th>
<th>Std. Err.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Reported Good Health</td>
<td>0.415**</td>
<td>0.010</td>
<td>36,641</td>
</tr>
<tr>
<td>Self-Reported Poor Health</td>
<td>-0.491**</td>
<td>0.014</td>
<td>36,641</td>
</tr>
<tr>
<td>Longstanding Illness</td>
<td>-0.213**</td>
<td>0.009</td>
<td>36,639</td>
</tr>
<tr>
<td>Limiting Illness</td>
<td>-0.332**</td>
<td>0.009</td>
<td>36,639</td>
</tr>
<tr>
<td>Bloodpressure Condition</td>
<td>-0.067**</td>
<td>0.012</td>
<td>23,871</td>
</tr>
<tr>
<td>High Bloodpressure</td>
<td>-0.053**</td>
<td>0.011</td>
<td>27,567</td>
</tr>
<tr>
<td>Cardiovascular Condition</td>
<td>-0.130**</td>
<td>0.013</td>
<td>36,639</td>
</tr>
<tr>
<td>Respiratory Condition</td>
<td>-0.092**</td>
<td>0.012</td>
<td>36,639</td>
</tr>
<tr>
<td>Mental Condition (GHQ 12)</td>
<td>-0.535**</td>
<td>0.018</td>
<td>35,313</td>
</tr>
</tbody>
</table>

Note: Coefficients of simple probit regressions of health outcomes on household income in logarithms (Mental Condition: OLS). All specifications further include year dummies as well as sex and a two-dimensional education measure, both interacted with a quadratic age trend. ** significant at the 5% level.

Table 5: The Autocovariances of the Unexplained Growth of Income

<table>
<thead>
<tr>
<th>Order</th>
<th>Low Education Men</th>
<th>Low Education Women</th>
<th>High Education Men</th>
<th>High Education Women</th>
<th>NT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6.50** (5.18, 8.04)</td>
<td>7.25** (6.08, 8.48)</td>
<td>5.91** (4.67, 7.03)</td>
<td>6.12** (5.37, 6.68)</td>
<td>944</td>
</tr>
<tr>
<td>1</td>
<td>-2.38** (-3.18, -1.70)</td>
<td>-2.70** (-3.60, -1.82)</td>
<td>-2.22** (-2.95, -1.50)</td>
<td>-2.54** (-3.36, -1.83)</td>
<td>888</td>
</tr>
<tr>
<td>2</td>
<td>-0.41 (-2.13, 1.02)</td>
<td>0.07 (-1.32, 1.22)</td>
<td>-0.27 (-1.16, 0.80)</td>
<td>0.57 (-0.42, 1.67)</td>
<td>832</td>
</tr>
<tr>
<td>3</td>
<td>-0.19 (-0.92, 0.49)</td>
<td>-0.07 (-0.98, 0.89)</td>
<td>0.93 (-0.15, 1.86)</td>
<td>-0.22 (-1.39, 0.72)</td>
<td>776</td>
</tr>
<tr>
<td>4</td>
<td>0.89 (-0.26, 2.28)</td>
<td>-0.12 (-1.22, 0.93)</td>
<td>-1.30** (-2.19, -0.30)</td>
<td>-0.22 (-1.32, 0.94)</td>
<td>720</td>
</tr>
<tr>
<td>5</td>
<td>-1.00** (-1.75, -0.20)</td>
<td>-0.12 (-1.42, 1.00)</td>
<td>0.80 (-0.49, 1.90)</td>
<td>0.07 (-1.06, 1.16)</td>
<td>664</td>
</tr>
</tbody>
</table>

Note: Bootstrapped 95% confidence intervals in parentheses, ** significant at the 5% level. All values scaled up by 1000.

Table 6: The Variance of the Permanent Shock to Income

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Low Education Men</th>
<th>Low Education Women</th>
<th>High Education Men</th>
<th>High Education Women</th>
<th>NT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978 – 2003</td>
<td>2.257** (0.60, 4.09)</td>
<td>2.027** (0.43, 3.72)</td>
<td>1.675** (0.75, 2.57)</td>
<td>0.872 (-0.32, 1.84)</td>
<td>832</td>
</tr>
</tbody>
</table>

Note: Bootstrapped 95% confidence intervals in parentheses, ** significant at the 5% level. All values scaled up by 1000.
Table 7: The Effect of Permanent Income Shocks on Mortality.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Age Trend</th>
<th>Moving Average Parameter (q)</th>
<th>NT q = 0/1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Mortality</td>
<td>Quadratic</td>
<td>-0.786**</td>
<td>-1.108**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-2.118, -0.076)</td>
<td>(-3.202, -0.136)</td>
</tr>
<tr>
<td>Mortality</td>
<td>Cubic</td>
<td>0.721**</td>
<td>0.729</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.329, 1.617)</td>
<td>(-0.063, 3.629)</td>
</tr>
<tr>
<td>Mortality</td>
<td>Quartic</td>
<td>1.000**</td>
<td>1.151</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.469, 1.953)</td>
<td>(-0.082, 6.448)</td>
</tr>
</tbody>
</table>

*Note:* Mortality refers to number of deaths per 1000 persons with respect to a 1% change in household income. Bootstrapped 95% confidence intervals in parentheses.

Table 8: The Effect of Permanent Income Shocks on Health Outcomes

<table>
<thead>
<tr>
<th>Variable</th>
<th>Time Period</th>
<th>Moving Average Parameter (q)</th>
<th>NT q = 0/1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Good Health</td>
<td>1978-2003</td>
<td>-0.0647</td>
<td>-0.1683</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.2189, 0.1111)</td>
<td>(-0.5471, 0.1532)</td>
</tr>
<tr>
<td>Poor Health</td>
<td>1978-2003</td>
<td>0.1074</td>
<td>0.1012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.0165, 0.2564)</td>
<td>(-0.0684, 0.3454)</td>
</tr>
<tr>
<td>Longstanding</td>
<td>1979-2003</td>
<td>0.0228</td>
<td>0.0595</td>
</tr>
<tr>
<td>Illness</td>
<td></td>
<td>(-0.1252, 0.2361)</td>
<td>(-0.2589, 0.2888)</td>
</tr>
<tr>
<td>Limiting Illness</td>
<td>1979-2003</td>
<td>0.0264</td>
<td>0.0750</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.1083, 0.1739)</td>
<td>(-0.2272, 0.2959)</td>
</tr>
<tr>
<td>Bloodpressure</td>
<td>Condition</td>
<td>-0.1342</td>
<td>0.4226</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.9238, 0.2461)</td>
<td>(-0.3116, 1.4468)</td>
</tr>
<tr>
<td>High Bloodpressure</td>
<td>1991-2003</td>
<td>-0.2106</td>
<td>0.4100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.0594, 0.4111)</td>
<td>(-0.1700, 1.2800)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>Condition</td>
<td>0.0006</td>
<td>-0.1112</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.1917, 0.3149)</td>
<td>(-0.3034, 0.1809)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>Condition</td>
<td>-0.2440</td>
<td>-0.1751</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.6579, 0.0592)</td>
<td>(-0.5663, 0.2026)</td>
</tr>
<tr>
<td>Mental Health</td>
<td>1991-2003</td>
<td>0.037**</td>
<td>0.2244</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0056, 0.6592)</td>
<td>(-0.0052, 0.8781)</td>
</tr>
</tbody>
</table>

*Note:* Except for mental health, all values denote changes in percentage points of prevalence rates with respect to a 1% shock to permanent income. Mental health: change in average score on the GHQ12 with respect to a 1% shock to permanent income. Bootstrapped 95% confidence intervals in parentheses, ** significant at the 5% level.
Table 9: The Effect of Permanent Income Shocks on Behaviour

<table>
<thead>
<tr>
<th>Variable</th>
<th>Time Period</th>
<th>Moving Average Parameter (q)</th>
<th>NT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Total Expenditure</td>
<td>1978-2003</td>
<td>0.4365**</td>
<td>0.4524**</td>
<td>0.6491**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2289 , 0.6381)</td>
<td>(0.1547 , 0.7756)</td>
<td>(0.1230 , 1.0909)</td>
</tr>
<tr>
<td>Food Expenditure</td>
<td>1978-2003</td>
<td>0.2135</td>
<td>0.2494</td>
<td>0.2435</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.0158 , 0.4572)</td>
<td>(-0.0308 , 0.6378)</td>
<td>(-0.1693 , 0.6902)</td>
</tr>
<tr>
<td>Fruits and Veg. Expenditure</td>
<td>1978-2003</td>
<td>0.2604</td>
<td>0.4596</td>
<td>-0.0085</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.0590 , 0.8441)</td>
<td>(-0.0612 , 1.2263)</td>
<td>(-0.9402 , 1.0431)</td>
</tr>
<tr>
<td>Fraction of Smokers</td>
<td>1978-2003</td>
<td>0.0656</td>
<td>0.3673**</td>
<td>0.3778**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.1485 , 0.3393)</td>
<td>(0.0521 , 0.7280)</td>
<td>(0.0132 , 0.9539)</td>
</tr>
<tr>
<td>Cigarettes via Self-Rep. Qty.</td>
<td>1978-2003</td>
<td>0.0824**</td>
<td>0.0966**</td>
<td>0.1025**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0475 , 0.9420)</td>
<td>(0.0589 , 0.2549)</td>
<td>(0.0554 , 0.3999)</td>
</tr>
<tr>
<td>Alcohol Self-Rep. Qty.</td>
<td>1978-2003</td>
<td>0.0059**</td>
<td>0.0044</td>
<td>0.0041</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0024 , 0.0125)</td>
<td>(-0.0058 , 0.0374)</td>
<td>(-0.0078 , 0.2533)</td>
</tr>
<tr>
<td>Alcohol Expenditure</td>
<td>1978-2003</td>
<td>0.5325</td>
<td>0.4306</td>
<td>-0.0502</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.3041 , 1.5006)</td>
<td>(-1.0875 , 34.1617)</td>
<td>(-2.0854 , 36.3326)</td>
</tr>
</tbody>
</table>

Note: Expenditure (Total, Food, Fruit and Vegetables, and Alcohol): Coefficients shown are elasticities. Smoking Fraction: Change in percentage points of prevalence rate with respect to a 1% shock to permanent income. Cigarette variables: Change in daily number of cigarettes smoked (unconditional) with respect to a 1% shock to permanent income. Alcohol Self-Reported Quantity: Change in average reported value with respect to a 1% shock to permanent income. Bootstrapped 95% confidence intervals in parentheses, ** significant at the 5% level.

Table 10: Robustness of Results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\xi_2 = 0$</th>
<th>$\xi_2 = 0.1$</th>
<th>$\xi_2 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good Health</td>
<td>-0.0647</td>
<td>-0.0717</td>
<td>-0.1487</td>
</tr>
<tr>
<td>Poor Health</td>
<td>0.1074</td>
<td>0.1144</td>
<td>0.1918</td>
</tr>
<tr>
<td>Longstanding Illness</td>
<td>0.0228</td>
<td>0.0297</td>
<td>0.0963</td>
</tr>
<tr>
<td>Limiting Illness</td>
<td>0.0264</td>
<td>0.0335</td>
<td>0.1191</td>
</tr>
<tr>
<td>Bloodpressure Condition</td>
<td>-0.1342</td>
<td>-0.1269</td>
<td>-0.0217</td>
</tr>
<tr>
<td>High Bloodpressure</td>
<td>-0.2106</td>
<td>-0.2033</td>
<td>-0.0967</td>
</tr>
<tr>
<td>Cardiovascular Condition</td>
<td>0.0006</td>
<td>0.0075</td>
<td>0.0716</td>
</tr>
<tr>
<td>Respiratory Condition</td>
<td>-0.244</td>
<td>-0.2372</td>
<td>-0.1781</td>
</tr>
<tr>
<td>Mental Health</td>
<td>0.037</td>
<td>0.0454</td>
<td>0.2727</td>
</tr>
</tbody>
</table>

Note: The calculations are described in detail in Section 4.5. For the health variables defined in negative terms, the sign of $\xi_2$ is reversed.
Figure 1: OECD-equivalised Household Income in Logarithms by Cohort

Source: FES 1978-2003, own calculations. Only every other cohort is shown for legibility reasons.
Figure 2: OECD-equivalised Total Household Expenditure in Logarithms by Cohort

Source: FES 1978-2003, own calculations. Only every other cohort is shown for legibility reasons.
Figure 3: Fraction Reporting Good Health by Cohort

Source: GHS 1978-2003, own calculations. Years 1997 and 1999 are interpolated linearly. Only every other cohort is shown for legibility reasons.
Figure 4: Fraction with Bloodpressure Condition by Cohort

Source: HSE 1993-2003, own calculations. Values for 1999 are interpolated linearly. Only every other cohort is shown for legibility reasons.