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From Mine to Coast: Transport Infrastructure and the Direction of Trade in Developing Countries

Abstract

Mine-related transport infrastructure specializes in connecting mines to the coast, and not so much to neighboring countries. This is most clearly seen in developing countries, whose transport infrastructure was originally designed to facilitate the export of natural resources in colonial times. We provide first econometric evidence that mine-to-coast transport infrastructure matters for the pattern of trade of developing countries, and can help explaining their low level of regional integration. The main idea is that, to the extent that it can be used not just to export natural resources but also to trade other commodities, this infrastructure may bias a country’s structure of transport costs in favor of overseas trade, and to the detriment of regional trade. We investigate this potential bias in the context of a gravity model of trade. Our main findings are that coastal countries with more mines import less than average from their neighbors, and this effect is stronger when the mines are located in such a way that the related infrastructure has a stronger potential to affect trade costs. Consistently with the idea that this effect is due to mine-to-coast infrastructure, landlocked countries with more mines import less than average from their non-transit neighbors, but more than average from their transit neighbors. Furthermore, this effect is specific to mines and not to oil and gas fields, arguably because pipelines cannot possibly be used to trade other commodities. We discuss the potential welfare implications of our results, and relate these to the debate on the economic legacy of colonialism for developing countries.
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1 Introduction

The economic legacy of colonialism has attracted renewed attention in recent years, as a number of empirical papers have sought to test various theoretical arguments about the effect of colonial policies on contemporary economic performance (for two recent contributions, see Feyrer and Sacerdote, 2009, and Iyer, 2010). One argument that has received little attention by modern economists, but that was hugely influential in the past, holds colonial policies responsible for destroying local and regional trade in the colonies, to the benefit of trade between the colonies and the colonizer. In the long-run, the argument goes, this led to an adverse pattern of specialization, whereby all high value-added activities are undertaken overseas, and the former colonies are bound to a condition of dependency on their former colonial masters (e.g. Dos Santos, 1970; Amin, 1972). Key to this result, it is claimed, was investment in transport infrastructure. Colonial rails and roads were constructed to connect the interior to the coast; they were intended to facilitate the export of raw materials and the import of European manufactures, and had nothing to do with the needs of local and regional trade (e.g. Rodney, 1982, p. 209).\footnote{A second key rationale of colonial investment in infrastructure was to facilitate the establishment of military and political control over the interior.} By strengthening the comparative advantage of overseas manufactures, this infrastructure contributed to displacing existing local and regional producers. Colonial transport infrastructure has persisted over time, contributing to explain the former colonies' little regional integration and disappointing economic performance after decolonization.

A casual look at a map of colonial transport infrastructure immediately illustrates why this argument may have gained considerable popularity. Map 1 in Appendix A describes West and East African railways in the 1960s, the years following independence. The map clearly shows that colonial railways mostly connected the interior to the coast, while there were very few links connecting neighboring countries; furthermore, many of the latter links were designed primarily to connect the interior of a landlocked country to the coast. Strikingly, this pattern seems to have remained unaltered in the thirty years following independence. Map 2 describes the structure of African railways in the 1990s, which appears to be very similar to those in the previous map. In Appendix B, we provide a case study of Ghana, a resource-rich country where
the colonial transport infrastructure had a clear interior-to-coast pattern, and has persisted after decolonization.

While an interior-to-coast pattern of transport infrastructure does not per se allow us to conclude that such infrastructure is sub-optimal, such a conclusion actually permeates the contemporary trade and development literature. For example, the trade literature has repeatedly documented the fact that intra-African trade is “too small” compared to what the gravity model of trade predicts, and that much of it can be attributed to the poor quality of transport infrastructure (e.g. Limao and Venables, 2001).\(^2\) Sachs et al. (2004, p. 182) explicitly blame this on interior-to-coast transport infrastructure: “Not only does sub-Saharan Africa have extremely low per capita densities of rail and road infrastructure, but indeed existing transport systems were largely designed under colonial rule to transport natural resources from the interior to the nearest port. As a result, cross-country transport connections within Africa tend to be extremely poor and are in urgent need of extension, to reduce intraregional transport costs and promote cross-border trade”. The African Development Bank has recently taken up this challenge, by drafting an ambitious plan to improve the overland connections between Sub-Saharan African countries (Buys et al., 2006).\(^3\)

In this paper, we provide first econometric evidence that the current small volumes of regional trade in developing countries may be attributed to their specialization in the export of natural resources, and the related stock of interior-to-coast transport infrastructure. In particular, we focus on the impact of mine-to-coast infrastructure. Drawing inspiration from some of the arguments of dependency theorists, we formulate and test the following hypothesis. International specialization implies that developing countries tend to export their mineral resources to developed countries. Because developed countries are mostly located in overseas continents from the perspective of developing countries, such exports will require the construction of transport infrastructure connecting mineral-rich regions of the interior to the coast, and from there to overseas markets. Thus, we expect that developing countries with a larger number of active mines will

---

\(^2\)This is quite evident in the raw data: African countries were less than half as likely to import from neighbors than the average OECD country in 2006, and imported only a quarter of all their imports from other African countries (see Table 1 in Appendix D).

\(^3\)The authors estimate that the realization of such a plan would expand overland trade by about $250 billion over 15 years, greatly outweighing the cost of initial upgrading and annual maintainance.
have a larger and better stock of transport infrastructure (rail, roads, and ports) connecting their mines to the coast. To the extent that such infrastructure can also be used to import a broad set of goods, it will reduce the transport costs on import from overseas countries disproportionately more than on imports from regional trading partners. Furthermore, if such infrastructure has dominated national infrastructural investment (because of the long-run effect of colonial policies, or because of other reasons that we discuss below), these countries’ overall structure of transport costs will also be biased in favor of imports from overseas countries. Thus, we expect that, on average, a larger number of active mines should result in “trade re-direction effect” in developing countries, favoring imports from overseas countries to the detriment of imports from regional trading partners.

We build our empirical strategy on the following steps. We begin by estimating a gravity model of bilateral trade flows (controlling for importer and exporter fixed effects and a range of measures of trade costs) to show that, indeed, countries with more mines import less than average from regional trading partners, here simply defined as countries with which the destination country shares a border. This qualifies the standard gravity result that neighboring countries trade more with each other, and may eliminate it or even overturn it for countries that have a sufficiently larger number of mines.\footnote{For example, we find that the positive neighbor effect on trade disappears altogether for the 40 most important mining countries.} When we split the sample in OECD vs non-OECD destinations, we find that this trade re-direction effect disappears for the first group of countries, while it is still there for the second group of countries. This is \textit{prima-facie} evidence in favor of our hypothesis, since we would have expected a larger number of mines to have a trade re-direction effect in developing countries, and in developing countries only.\footnote{Developed countries will tend to retain a larger part of their mineral resources for domestic or regional consumption, and a larger number of mines will then be less likely to result in a network of transport infrastructure that is more biased in favor of overseas trade. Moreover, it is only in developing countries that the negative long-run impact of colonial investment should be apparent.}

While we would like to test directly whether or not this trade re-direction effect of mines can be attributed to the existence of mine-to-coast transport infrastructure, lack of data on the size, quality and direction of transport infrastructure for a sufficiently large number of countries prevents us from following that approach. We therefore use a number of strategies to test our
hypothesis indirectly.

First, our hypothesis predicts that the trade re-direction effect should be stronger when the (exogenous) location of mines is such that the related transport infrastructure has a stronger impact on trade costs. For example, imagine to draw a straight line connecting a mine to the closest point on the coast. If this line cuts through many cities, we expect the mine-to-coast transport infrastructure associated with the mine to have a large potential for trade re-direction, since its presence will affect the transport costs faced by a large proportion of the country’s population. We construct an index capturing the ‘trade re-direction potential’ of a country’s mines, and test for the prediction that, for a given number of mines, the trade re-direction effect is stronger in countries with a higher value of the index.

The second strategy derives from the existence of landlocked countries in our sample. Developing, landlocked countries will also tend to export most of their mineral resources to overseas countries. However, for these countries the mine-to-coast transport infrastructure will necessarily cut through at least one “transit” neighbor. If mine-to-coast transport infrastructure is what is driving the trade re-direction effect, such effect should disappear for imports from transit neighbors. This is because these countries benefit from the mine-to-coast transport infrastructure just as much as overseas countries do, if not more. We thus adopt a specification where we distinguish between transit and “normal” neighbors, and test for any difference in the trade re-direction effect between the two. We also expect that mines should only have a systematically different impact on imports from transit neighbors (relative to normal neighbors) in non-OECD countries, but not in OECD countries.

Finally, our last strategy is a falsification exercise. This is based on the observation that, if mine-to-coast transport infrastructure is what is driving the trade re-direction effect of mines, this effect should disappear when we look at specific types of mineral resources that are unlikely to generate infrastructure that can be used by other trades as well. We therefore add the number of oil and gas fields to our main specification, on the premise that oil and gas, differently from other mineral resources, are mostly transported through pipelines.

We find compelling evidence in favor of our hypothesis. First, for a given number of mines in the destination country, we find that the trade re-direction effect is larger when the index
measuring the trade re-direction potential of the country’s mines is higher. In other words, the exogenous location of mines has an independent effect on the direction of national trade, and this is consistent with the existence of mine-to-coast transport infrastructure associated with those mines. While this effect is non significant for non-OECD destinations, it is highly significant in a subset of all African destinations. Next, we find that landlocked destination countries with a larger number of mines import less the average from their normal neighbors, but more than average from their transit neighbors. As expected, this effect holds only for (less developed) non-OECD countries. Finally, our falsification exercise yields the desired result: there is no trade re-direction effect associated with the number of oil and gas fields nor their location, and this results extends to all of our subsamples.

These results are consistent with the idea that specialization in the export of natural resources has, through transport infrastructure, a trade re-direction effect that penalizes regional trade. One must be very careful in drawing quick welfare implications from these results, however. For one thing, even if the interior-to-port transport infrastructure is biased in favor of imports from overseas countries, it will still decreases overall national transport costs. Since this will have positive welfare implications for domestic consumers and producers, we cannot draw any clear welfare implications for the country where the interior-to-coast transport infrastructure is built. Furthermore, we cannot conclude that developing countries with more mines trade less with neighbors in absolute terms. This is because all of our specifications include importer fixed effects, which will absorb any positive (or negative) effect that the mines have on national trade.

Still, our results allow us to make some interesting conjectures on possible welfare implications. The interior-to-coast transport infrastructure is likely to have a negative welfare effect on local and regional industries that compete with imports from overseas countries. For these industries, such infrastructure may entail a substantial reduction in market access, which may lead to severe efficiency losses (e.g. Collier and Venables, 2010). More in general, the segmentation of regional markets may lead to a suboptimal size of regional centers of production (e.g. cities), and thus to an overall fall in productivity (ibid.). Such small-market effects are often thought to be consequential for the capacity of developing countries to achieve economic growth (e.g. Sachs et al., 2004, p. 131). Clearly, we expect these effects to be particularly negative for regional
trading partners, since these countries do not benefit from a direct reduction in transport costs.

The paper is organized as follows. The next section discusses the related literature, after which we construct a simple gravity model that illustrates our idea and derives our hypothesis in sections 3 and 4. After describing the data in section 5, we test our hypothesis in section 6. We then use section 7 to discuss welfare implications, and section 8 to conclude.

2 Related literature

The paper is related to a growing literature on the impact of infrastructure on economic performance. A first group of papers have studied the long-term impact of infrastructure. For example, Banerjee et al. (2012) find that Chinese areas that were “treated” with a railway connection in late 19th century were somewhat richer in 1986, but did not benefit disproportionately from subsequent Chinese growth. Faber (2012) finds the construction of highways in China favored the concentration of industrial activity in larger locations, to the detriment of smaller ones. Jedwab and Moradi (2012) focus on the long-term impact of colonial railways in Ghana, finding that places that were connected by the railway are more developed today. A second group of papers have focused on the impact of infrastructure on market integration and welfare. Donaldson (2012) finds that colonial railroads in India had a major impact on trade integration between Indian regions and with the rest of the world, implying a positive welfare effect. Keller and Shiue (2008) find that railways had a stronger market integration effect on 19th century Europe than custom liberalizations and monetary unions. We contribute to this literature by investigating the asymmetric market integration effect of transport infrastructure. Furthermore, while the above-mentioned literature focuses on exogenous variation in the placement of infrastructure, we explicitly test a hypothesis that relates the placement of infrastructure to a country’s natural resources.

The idea that a country’s natural resource production may adversely bias national trade patterns dates back to the so-called “Dependency School”. This held that integration in the world economy has put developing countries in a position of dependency, whereby, by specializing in

---

6A third paper in this literature is Michaels (2008). The paper looks at the labor market effect of a decrease in trade costs within the US, as brought about by highway construction in the 1950s.
the export of primary products and becoming dependent on the world economy for imports of all other products, they fall in a condition of underdevelopment. This process was facilitated by the colonial and neo-colonial relation that these countries entertained with some of the key players in the world economy. This thesis took its origins in the famous work on developing countries' terms of trade by Prebisch (1950) and Singer (1950), and became very influential in the 1960s and 1970s as an antithesis to modernization theories.\footnote{See Dos Santos (1970) and Amin (1972) for details.} The argument that transport infrastructure played a key role in all this has been made, among others, by Rodney (1982, p. 209), and Freund (1998). For example, Rodney states that “The combination of being oppressed, being exploited, and being disregarded is best illustrated by the pattern of the economic infrastructure of African colonies: notably, their roads and railways. These had a clear geographical distribution according to the extent to which particular regions needed to be opened up to import-export activities. [...] There were no roads connecting different colonies and different parts of the same colony in a manner that made sense with regard to Africa’s needs and development. All roads and railways led down to the sea. They were built to extract gold or manganese or coffee or cotton. They were built to make business possible for the timber companies trading companies, and agricultural concessions firms, and for white settlers. Any catering to African interests was purely coincidental.” However, to the best of our knowledge, no other paper has systematically tested this with data on mines.

Our paper looks for evidence that developing countries’ transport infrastructure - much of which was inherited from colonial times - biases this country’s structure of international trade against regional integration. Because of this, the paper is related to the literature on the economic legacy of colonial empires. This has been very prolific in recent years, after the seminal paper by Acemoglu et al. (2001) argued that much of today’s comparative development can be explained with different institutional investments made by colonizers in different colonies. Recent contributions include Nunn (2008), on the long-run consequences of the slave trade on Africa; Huillery (2009), on the long-run effects of public investment in colonial French Africa; and Iyier (2010) on the comparative long-run impact of direct versus indirect colonial rule in India. We contribute to this literature by looking at the long-run effect of colonial investment in infra-
structure. Although Huilery (2009) and the above-mentioned studies by Banerjee et al. (2012) and Jedwab and Morady (2012) also look at this, we test for a specific hypothesis regarding the negative impact of colonial infrastructure on contemporary regional trade.

The literature on the pattern of intra-African trade has investigated the openness to trade of African countries among each other, relative to the standard provided by the gravity equation. For example, Limao and Venables (2001) find that trade between pairs of Sub-Saharan African (SSA) countries is significantly lower than trade between pairs of non SSA countries, even after controlling for income, per capita income, neighbors and other standard geographical variables such as distance and an island dummy. However after controlling for a rough measure of national infrastructure, this difference becomes significantly positive. They also find that the negative effect of distance on bilateral trade flows is larger for SSA than for non-SSA pairs.

In our mechanism, the need to export natural resources leads to a biased structure of transport costs in developing countries, which favors trade with overseas trading partners to the detriment of trade with regional trading partners. Because a fall in transport costs has a similar effect on trade patterns as a fall in tariffs, our mechanism is conceptually related to the literature on North-South vs South-South trade agreements (or custom unions). Such literature has sought to understand whether the interests of developing countries in the South are better served by trade agreements with developed countries in the North, or with neighboring developing countries. For example, Venables (2003) finds that for a medium-income developing country, to sign a custom union with developed countries may be less welfare-enhancing than to sign it with a low-income neighbor, while for the latter the opposite is likely to be true.

The literature on the resource curse (see van der Ploeg, 2011, for a recent survey) has presented various arguments why natural resource booms may not be a great source of domestic growth for developing countries. Our results suggest that they may not be a great source of growth for regional trading partners either, if they are accompanied by an infrastructure-driven re-orientation of trade towards overseas countries. Because of these implications, the paper is related to the literature on international growth spillovers (e.g. Easterly and Levine, 1998;

---

8The authors use Canning (1998)'s index of road, paved road and railway densities and telephone lines per capita.
Roberts and Deichman, 2009), and particularly those papers that look at natural resource booms explicitly (e.g. Venables, 2009).

3 Model

We begin from a standard gravity equation specifying the expected imports of country \(d\) (“destination”) from country \(o\) (“origin”):

\[
\ln \text{imp}_{od} = k - \ln \tilde{\tau}_{od} + a_o + a_d + v_{od},
\]

where \(k\) is a constant, \(\tilde{\tau}_{od}\) is an index capturing all costs incurred to import goods from \(o\) to \(d\), \(a_o\) and \(a_d\) are origin and destination fixed effects, and \(v_{od}\) is a random error. Our goal is to determine how \(\tilde{\tau}_{od}\) will depend on the number of mines in \(d\), for all possible \(o\).

Consider first a world with a number of separate continents, but only coastal countries. A stylized image of such a world is represented in Figure 4, Panel I (Appendix C), which represents a destination country and \(n\) origin countries \((o_i)\), both on the same continent as \(d\) \((i = 1, \ldots, 5)\) and on separate continents or “overseas” \((i = 6, \ldots, n)\). Overseas origin countries are connected to the destination country through a sea route, terminating at port \(P\). The existence of mines in the destination country will normally be associated with the existence of mine-related transport infrastructure, some of which will be connecting the mines to foreign markets. In the figure, the potential location of such infrastructure is represented by all the lines that connect mine \(M\) to foreign countries.

Assume that the mine-related transport infrastructure connecting \(d\) to some \(o_i\) is usable by other trades as well, thus reducing \(d\)’s cost of importing from \(o_i\). The question then arises: on average, will this favor imports from all \(o_i\) in a roughly similar manner, or will it be systematically biased in favor of some \(o_i\)?

Assume that \(d\) is a developing country from now on. Developing countries export most of their natural resources to industrialized countries, and these are located overseas from the perspective of most developing countries. It follows that we expect \(d\)’s mine-related infrastructure to be more
likely to connect point $M$ to point $P$ - from where the natural resources can be shipped overseas - than to neighboring countries. In other words, we expect $d$’s mine-related infrastructure to be likely to have a “mine-to-coast” trajectory. In Figure 4, this is represented by the fact that the line connecting $M$ to $P$ is thicker than the lines connecting $M$ to neighboring countries.\(^9\)

To the extent that $d$’s imports from neighbors are less likely to be routed through $P$ than imports from non-neighbors, one hypothesis that we may then put forward is that the mine-related transport infrastructure will be more likely to reduce transport costs on import from $i = 6, ..., n$ than on imports from $i = 1, ..., 5$. Because the same logic applies to each mine existing in $d$, we expect this effect of mine-related transport infrastructure to be stronger, the larger is the number of mines in $d$ (the more points $M$ there are).

Denote by $\phi^{\mathcal{N}}$ the probability that the mine-related infrastructure connects point $M$ to point $P$ (that is, it has a mine-to-coast trajectory), and by $\phi^{\mathcal{N}}$ the probability that it connects it to a neighboring country. We then expect that, if $d$ is a developing country, $\phi^{\mathcal{N}} > \phi^{\mathcal{N}}$ should hold.\(^8\) Next, suppose that we are able to construct an index $\alpha_d \in [0, 1]$, measuring the extent to which the mine-to-coast transport infrastructure overlaps with the location of $d$’s consumers (for example, with cities), and thus actually contributes to reducing their import costs. In the next section, we will construct this index in such as way as to exploit the location of mines as a source of exogenous variation. We then hypothesize that $d$’s cost of importing from some $o_i$ is determined as follows:

$$\ln \tilde{\tau}_{od} = \ln \tau_{od} - N_{od} \phi^\mathcal{N} \gamma M_d - (1 - N_{od}) \phi^\mathcal{N} \gamma (1 + \alpha_d) M_d - \delta N_{od},$$

(2)

where $N_{od}$ is a neighbor dummy, $\gamma > 0$ is a parameter that measures the extent to which, on average, the mine-related transport infrastructure is usable by other trades as well, $M_d$ is defined as $\ln(1 + m_d)$, where $m_d$ is the number of active mines in $d$, and $\delta > 0$ is a parameter.

\(^9\)Developing countries have also largely inherited their transport infrastructure from colonial times. Since colonizers were primarily interested in the export of natural resources, the mine-to-coast transport infrastructure is likely to dominate these countries’ transportation system, resulting in the asymmetric pattern illustrated in Figure 4.

\(^10\)For developed countries, we expect these two probabilities to be very small (since developed countries tend to export a smaller proportion of their natural resources) and roughly similar to each other (since developed countries are both neighbors and non-neighbors from the perspective of many developed countries). Both factors suggests that the difference between $\phi^{\mathcal{N}}$ and $\phi^{\mathcal{N}}$ should be close to zero for developed countries.
that allows for the fact that transport costs may be lower between neighboring countries for reason that have nothing to do with mine-related infrastructure. The term \( \tau_{od} \) is then implicitly defined as the cost of importing from some non-neighboring \( o_i \) when \( d \) has no mines (that is, there is no point \( M \)). The second and third terms in the above expressions capture the positive effect that the mine-related infrastructure is expected to have on \( d \)'s import costs. Provided that \( d \) is a developing country - provided that \( \phi^N > \phi^N \) - we expect this effect to be stronger for imports from \( o_6, ..., o_n \) (for which \( N_{od} = 0 \)) than for imports from \( o_1, ..., o_5 \) (for which \( N_{od} = 1 \)). Furthermore, we expect this difference to be larger, the more \( d \)'s mine-to-coast infrastructure happen to overlap with the location of its consumers (the larger is \( \alpha_d \)).\(^{11}\)

Next, consider a world in which there are also landlocked countries, and consider the impact of mine-related transport infrastructure on a landlocked destination country. This case is represented in Panel II of Figure 4. As for the case of a coastal \( d \), we expect that, if \( d \) is a developing country, its mine-related infrastructure will be more likely to connect \( M \) to \( P \) than to a neighboring country. From a landlocked \( d \), however, \( P \) can only be reached by first passing through a transit neighbor such as \( o_3 \). It follows that, for a landlocked \( d \), we still expect the mine-related transport infrastructure to be more likely to reduce transport costs on imports from \( o_6, ..., o_n \) than from non-transit neighbors such as \( o_1, o_2, o_4 \) or \( o_5 \). However the two probabilities should be roughly the same for \( o_6, ..., o_n \) and \( d \)'s transit neighbor, \( o_3 \).

To account for the existence of landlocked destination countries, we modify equation (2) as follows:

\[
\ln \tilde{\tau}_{od} = \ln \tau_{od} - N_{od} \phi^N \gamma M_d - (1 - N_{od}) \phi^N \gamma (1 + \alpha_d) M_d - \delta N_{od} \\
- N_{od} T_{od} L_d \gamma (\phi^N - \phi^N) M_d - N_{od} T_{od} L_d \gamma \phi^N \alpha_d M_d - \zeta T_{od},
\]

(3)

where \( T_{od} \) is a dummy that takes value 1 if and only if \( o_i \) and \( d \) are in a transit relation, \( L_d \) is a landlocked dummy for the destination country, and \( \zeta > 0 \) is a parameter that captures the fact that transport costs may be lower between countries in a transit relation, for reason that have nothing to do with mine-related infrastructure. To interpret equation (3), consider how the

\(^{11}\)Which we later construct on the basis of the relative location of cities, ports, and mines.
second row modifies the expression of transport costs for a landlocked \( d \left( L_d = 1 \right) \). Basically, we still expect the effect of mine-related infrastructure to be stronger for imports from \( o_6, ..., o_n \) than from \( o_1, o_2, o_4 \) and \( o_5 \) (for which \( N_{od} = 1, T_{od} = 0 \)), but not from \( o_3 \) (for which \( N_{od} = T_{od} = 1 \)), where the marginal effect of \( M_d \) is the same as in the case of \( o_6, ..., o_n \) \((1 + \alpha_d)M_d\).

Re-arranging equation (3) yields:

\[
\ln \tilde{\tau}_{od} = \ln \tau_{od} - \phi^N \gamma (1 + \alpha_d) M_d + \left( \phi^N - \phi^N \right) \gamma M_d N_{od} + \phi^N \gamma M_d N_{od} \alpha_d - \delta N_{od} - N_{od} T_{od} L_d \left( \phi^N - \phi^N \right) \gamma M_d - N_{od} T_{od} L_d \gamma \phi^N \alpha_d M_d - \zeta N_{od} T_{od} \tag{4}
\]

Having constructed an expression for the expected impact of mines on transport costs, we can plug this back into our gravity equation, Eq. (1). Because the term \( \phi^N \gamma (1 + \alpha_d) M_d \) captures characteristics of the destination country only, we can - with a slight abuse of notation - include it in \( d \)’s fixed effect. The gravity equation then becomes:

\[
\ln \text{imp}_{od} = k - \ln \tau_{od} + a_o + a_d + \beta_1 N_{od} M_d + \beta_2 N_{od} M_d \alpha_d + \beta_3 N_{od} + \beta_4 N_{od} T_{od} L_d M_d + \beta_5 N_{od} T_{od} L_d M_d \alpha_d + \beta_6 N_{od} T_{od} + \nu_{od}, \tag{5}
\]

where \( \beta_1 \equiv -\left( \phi^N - \phi^N \right) \gamma, \beta_2 \equiv -\phi^N \gamma, \beta_3 \equiv \delta, \beta_4 \equiv \left( \phi^N - \phi^N \right) \gamma, \beta_5 = \phi^N \gamma, \beta_6 = \zeta \).

Equation (5) is our main theoretical equation. The variables contained in the first row of equation (5), as well as \( N_{od} \) and \( T_{od} \), are standard gravity variables, and we expect \( \beta_3, \beta_6 > 0 \): neighbors trade more with each other, and that effect is stronger for neighbors that are also in a transit relation.

Our coefficients of interest are \( \beta_1, \beta_2, \beta_4, \beta_5 \). Our hypothesis implies that, if we run (5) for developing destination countries, it should be \( \beta_1, \beta_2 < 0 \) as long as the mine-related transport infrastructure is such to be physically usable by other trades as well (e.g. roads or railways, for which \( \gamma > 0 \)). This is because a larger number of mines is associated with a better stock of mine-related infrastructure, which in developing countries is disproportionately likely to have
a mine-to-coast trajectory. This disproportionately reduces the cost of importing goods from overseas countries, penalizing imports from neighbors ($\beta_1 < 0$). This trade re-direction effect is stronger, the more the mine-to-coast infrastructure overlaps with the route naturally used by domestic consumers to import from overseas countries ($\beta_2 < 0$). To run (5) for developed destination countries, or for the case in which the mine-related transport infrastructure cannot be possible used by other trades (e.g. pipelines, for which $\gamma = 0$), should instead yield $\beta_1 = \beta_2 = 0$. Our hypothesis also implies that, if and only if $\beta_1, \beta_2 < 0$, we should also find that $\beta_4, \beta_5 > 0$: in the case of a landlocked destination country importing from its transit neighbor, the trade re-direction effect of the mine-to-coast transport infrastructure should be reduced (if not completely offset) by the fact that this infrastructure will have to cut through the transit neighbor to reach the coast.

4 The impact of the location of mines on import routes

In the previous section, we have hypothesized that the mine-related infrastructure of a developing destination country is disproportionately likely to have a mine-to-coast trajectory, and may thus reduce import costs from overseas more than from neighbors. We now construct the mine impact index $\alpha \in [0,1]$, measuring the extent to which the mine-to-coast infrastructure overlaps with the location of $d$’s consumers, and thus actually contributes to reducing their imports costs from overseas. Our approach is to consider how the geographical position of mines compares to that of cities, and how the ideal position of a port intended for the exports of mines’ products compares to that of the country’s main container port. The index offers a stylized interpretation of all potentially relevant geography, but this provides in our view the simplest sufficient approximation without having to resort to a full cost-benefit analysis of all possible routes and transport modes.

Consider a generic destination country $d$. Denote by $C$ the geographical center point of cities, by $M$ that of mines, and by $P$ the country’s main container port. Imagine to draw a line connecting $C$ to $P$. A representation is provided in either panels of Figure 5. Next, draw the perpendicular dropping from $M$ to the $CP$ segment, and call $I$ the point where the two lines intersect (Figure 5, panel I). Alternatively, if the perpendicular falls outside the segment $CP$,
connect point $M$ to point $C$ (Figure 5, panel II). Finally, call $S$ the closest coastal point to $M$.\footnote{Notice that in many cases (e.g. Congo, the DRC, Kazakhstan, Zambia) point $S$ may be in a third country.} Our proposed index is:

\[ \alpha_d = 0 \quad \text{if } \pi_d \text{ below average} \]
\[ \alpha_d = 1 \quad \text{if } \pi_d \text{ above average}, \]  

(6)

where:

\[ \pi_d = \Pr \{\text{mines use } P\} \ast \Pr \{\text{mines use CP}\} \ast \text{share of CP used by mines}, \]  

(7)

and where:

\[ \Pr \{\text{mines use } P\} = \begin{cases} \frac{MS+1}{MP+1} & \text{if } MS < MP \\ 1 & \text{if } MS > MP \end{cases} \]  

(8)

\[ \Pr \{\text{mines use CP}\} = \begin{cases} \frac{MP+1}{MP+1} & \text{if } IP < CP \\ \frac{MC+CP+1}{IP+1} & \text{if } IP > CP \end{cases} \]  

(9)

\[ \text{share of CP used by mines} = \begin{cases} \frac{IP+1}{CP+1} & \text{if } IP < CP \\ 1 & \text{if } IP > CP. \end{cases} \]  

(10)

Equations (6)-(10) suggests that our mine impact index is a discrete version of a continuous mine-impact index index $\pi_d$. The latter is the product of three distinct terms. The first term is the probability that the mines use $P$ to export their products, as opposed to the ideal, purpose-built port. Because $P$ is the country’s main container port, it is logical to expect that a large proportion of the country’s overseas imports will be shipped through this port. Thus, a logical prerequisite for the mine-to-coast infrastructure to reduce transport costs for overseas imports is that such infrastructure converges to $P$. We proxy for the probability that this happens through the expression in equation (8), whose logic is explained in either panel of Figure 5.\footnote{Notice that, as required of a probability, this expression takes value between 0 and 1.} Basically, mine-owners face a choice between exporting the resources through $P$, or establishing a purpose-built port somewhere else along the country’s coast. We assume that the ideal location for such a port is $S$, that is the closest coastal point to $M$. Mine-owners only base their choice on the
relative distance of $P$ and $S$: the closer is $P$ relative to $S$, the higher is the probability that they choose $P$. At the two extremes, if $M$ is on the coast ($M = S$) and $P$ is infinitely far, mine-owners always choose $S$; if $P$ is actually the closest coastal point to $M$ ($P = S$), mine-owners always choose $P$.

The second term is the probability that the mines use a route overlapping with $CP$ to reach $P$, as opposed to a more direct route. Since $CP$ is the most direct route between the cities and $P$, it is logical to expect that a large proportion of the country’s overseas imports will be channelled through this route. Thus, a pre-requisite for the mine-to-coast infrastructure to reduce transport costs for overseas imports is that such infrastructures overlaps with $CP$. We proxy for the probability that this happens by the expression in equation (9), whose logic is also illustrated in Figure 5. Having decided to ship their resources through $P$, mine-owners face the choice of whether to use, at least partially, the connection $CP$, or rather use a more direct route such as $MP$. As for the choice between $P$ and $S$, mine-owners make a distance-based decision. However, we now need to distinguish two cases. When $M$ is located as in the first panel of Figure 5, mine-owners compare the direct route $MP$ to a route that joins $CP$ on its closest point (segment $CI$) and then continues along a portion of $CP$ to the port (segment $IP$). The first row of equation (9) captures the outcome of the mine-owners’ choice in this case. The smaller is $MI + IP$ relative to $MP$, the higher is the probability that mine-owners carry the resources to $P$ using, at least in part, $CP$. At the two extremes, if $M$ is located on $CP$ ($MI = 0, IP = MP$), mine owners always use $CP$. If $CI = IP$, mine-owners use $CP$ with a lower probability $\sqrt{2+IP+1}$.\(^{14}\)

The case when $M$ is located as in the second panel of Figure 5 is treated very similarly, except that mine-owners now compare the direct route $MP$ to a route that joins $MP$ at point $M$ (segment $MC$) and then continues along the whole of $CP$ to the port. The second row of equation (9) captures the fact that the smaller is $MC + CP$ relative to $MP$, the higher the probability that mine-owners use $CP$. As in the previous case, this probability is defined between 1 and $\sqrt{2+IP+1}$.\(^{14}\)

Finally, for a given probability that the mines use port $P$ to ship their resources, and reach it through $CP$, the third term in equation (7) captures the extent to which the mine-related

\(^{14}\)Thus, the probability that mine-owners use $CP$ is defined between $\sqrt{2+IP+1}$ and 1.
infrastructure will actually improve $CP$. We assume such impact to be proportional to the share of $CP$ that the mine-related infrastructure actually overlaps with. Thus, when $M$ is located as in the first panel of Figure (5), the impact of the mine-related infrastructure is larger, the larger is $IP$ relative to $CP$ (and ranges from 0 to 1 as $I$ moves from $P$ to $C$). When $M$ is located as in the second panel of Figure (5), the impact of the mine related infrastructure is always maximum (that is, 1).

Having constructed the index $\pi_d$, we then take a discrete version of it and use it as a our mine impact index ($\alpha_d$). Although it is possible to work with $\pi_d$ directly, we found that this did not lead to meaningful results. This probably means that our approximation is not accurate enough, for example because it omits some other relevant feature of geography or because of variation in the modes of transport of different goods in different countries. However, without other priors on how to measure the true impact of the location of mines on city-port infrastructure and total imports, we choose to split the sample into two groups: those with a ‘high’ score, and those with a ‘low’ score of $\pi_d$. The index $\alpha_d$ is then attributed value 1 when $\pi_d$ is above the average, value 0 when it is below. It is unlikely that these two groups would change composition much by choosing a different definition of $\pi_d$. For example, we indeed find that the results based on the indicator are robust to using different metrics of point $C$.

We conclude this section by considering the case of landlocked countries as illustrated in Figure 6. Denote by $C^T$ the geographical center point of cities in the transit country, and by $P^T$ that country’s main container port. Then, we construct the index just as indicated in (6)-(10), except that we substitute $P$ with $P^T$ and $CP$ with $C^TCP^T$. The latter is a hypothetical line connecting $C$ to $P$ through $C^T$.

5 Data

To estimate the effect of mine-related transport infrastructure on trade we need bilateral trade flows between as many countries as possible, as well as a measure of mine-related transport infrastructure. For trade, we rely on the UN Comtrade database which reports all known bilateral
trade flows between countries in the world based on the nationality of the buyer and seller.\textsuperscript{15} We measure the value of trade at the importing country and use the 2006 cross-section, which should cover more countries (particularly for Africa) and be of better quality than historical data. Even for this recent year, we find that out of 49,506 (223 by 223-1) possible trade flows only 57\% are positive, while the other observations are coded as missing in Comtrade. Within Africa, there are 55 by 54 possible trade flows, and in 2006 we observe 60\% positive flows. No trade flows are missing between OECD countries. Our typical regression will be able to include around 24,000 observations.

Our ideal explanatory variable would be a measure of mine-related transport infrastructure that takes into account not only the amount of infrastructure, but also its quality and direction (that is, whether it has a mine-to-coast trajectory or not). Although data exists on the total length of the paved road and rail network in many countries, we cannot observe the quality and direction of mine-related infrastructure directly. As explained in the previous section, we will therefore use the number of active mines as a proxy for the amount and quality of mine-related infrastructure. We will work under the identifying assumption that, in developing countries (and in these only), mines tend to have a mine-to-coast trajectory, and that the effect of this on transport costs will also depend on the location of mines, and on the type of resource exported.

For us to be able to estimate equation (5), we first of all need data on the number of active mines in each country ($M_d$). To calculate the index $\alpha_d$, we also need data on the geographical midpoint of mines in each country (point $M$ in Figures 5 and 6), the urban population weighted geographical midpoint of main cities (point $C$), the location of the country’s main container port (point $P$), and the point on the shoreline nearest to point $M$ (point $S$). Finally, we need data on the specific neighbor that each landlocked country uses for transit ($T_{od}$).

A comprehensive source of data on the location of mines across the world is available from the US Geological Survey’s Mineral Resources Data System (MRDS).\textsuperscript{16} MRDS registers the location in geographic coordinates of metallic and nonmetallic mineral resources throughout the world. It was intended for use as reference material supporting mineral resource and environmental

\textsuperscript{15}SITC Rev. 2, downloaded on Oct 30th, 2009.
assessments on local to regional scale worldwide. Available series are deposit name, location, commodity, deposit description, development status, geologic characteristics, production, reserves, year of discovery, year of first production, and references, although many entries contain missing values. The database is unfortunately focused on the geological setting of mineral deposits rather than on production and reserve information. The full database contains 305,832 records, but after extensive cleaning we are left with 20,900 mines. 17 Within this selection of mines 66% are located in the US, while the remaining 7122 mines cover 129 countries. 18 The MRDS data gives us both the number of mines in each country ($M_d$) and their location, allowing us to calculate point $M$. 19

To calculate point $C$, we used data on cities from the UN’s “World Urbanization Prospects” database of urban agglomerations with at least 750,000 inhabitants in 2010, to which we add hand collected city coordinates. We choose the earliest available figure for population (1950), because current population sizes may have been influenced by infrastructure itself. To identify point $P$, we proceed in several steps. First, we use the “World Port Ranking 2009” provided by the American Association of Port Authorities (AAPA) to infer the main container port for all countries with at least one port included in the ranking. For countries that are not included in the AAPA ranking, we use, when possible, Maersk’s website, to track the port used by Maersk Line - the world’s leading container shipping company - to import a container from Shanghai into the country’s capital. 20 Finally, for countries that are neither included in the AAPA ranking nor reached by Maersk Line, we identify the main commercial port by conducting a series of internet

---

17Our empirical strategy requires that we focus on mines that were active in 2006 (or ceased activity not too long before then, since for these mine-related infrastructure will still be in place), and for whom we know the location. We thus drop the following records: OPER TYPE is processing plant or offshore; PROD SIZE is missing, small, none or undetermined; WORK TYPE is water or unknown; YR LST PRD was before 1960; DEV STAT is prospect, plant, occurrence, or unknown; SITE NAME is unnamed or unknown; and mines for which the coordinates fall outside their country’s mainland.

18We have considered, and rejected, the possibility of using an alternative database of mines. The private company Raw Materials Group (RMG) also provides a database with metallic and nonmetallic mineral resources covering the world. The data has better information on the mine status in different years (although this information is still quite incomplete). However, within the RMG database we observe at least one mine in only 96 countries, versus 133 countries in the MRDS data. This means that the RMG data excludes mines in three OECD countries, 11 African countries and a further 23 non-OECD countries, among which for example Mozambique and Senegal are known to be significant current producers of respectively aluminium and phosphates.

19Full details on how we calculated point $M$ for each country, given the location of the country’s mine, is provided in the online technical appendix.

20Maersk Line has the largest market share (18%) according to http://www.shippingcontainertrader.com/facts.shtml.
searches.\textsuperscript{21} We coded as “port co-ordinates” those of the port’s nearest city, which we got from the World Urbanization Prospects database, and, for smaller cities, from Wikipedia/GeoHack.

The Maersk data also allows to identify, per each landlocked country, the specific neighbor that this country uses for transit ($T_{od}$).

Table 3 in Appendix D reports the top 40 countries according to the number of mines in combination with the mine impact index $\pi_d$.\textsuperscript{22} The US is clearly over-represented while China for example is probably under-represented. The table also shows that there is little correlation between the number of mines, and the extent to which the mine-related infrastructure is expected to reduce the cost of importing from overseas (measured by $\pi_d$). For example, Canada has many mines but these are too remote to affect infrastructure corridors much. In Chile the mines are so far from cities that they are most likely to have dedicated ports which cannot easily be used for imports by cities. In contrast, Guatemala has much fewer mines, but these are quite close to infrastructure between cities and ports. The average value for the index $\pi_d$ is 0.46. We therefore categorize countries with $\pi_d > 0.46$ as those where city-port corridors are affected by mining, $\alpha_d = 1$ (such as South Africa), and those with $\pi_d < 0.46$ as those where city-port corridors are not affected by mining, $\alpha_d = 0$ (such as France).

Table 4 shows, for major groups of countries, summary statistics on the number of mines and the mine impact index, both in its continuous and discrete version ($\pi_d$ and $\alpha_d$). Landlocked countries, from which the shipping costs to export resources are much higher, tend to have fewer mines, but the mines in these countries tend to affect infrastructure more (although this is less clear when we collapse the index into a dummy). The table also shows that Africa does not have so many mines even though many African countries depend on natural resource production. However, the index value is high in Africa suggesting that mines have a large influence on the transport costs between ports and cities.

Finally, we always control for a broad set of standard multilateral resistance terms, taken from Head \textit{et al.} (2010). These are $\ln$ distance, the log of distance between countries; \textit{Shared}\textsuperscript{21}This led us to take Shanghai as the reference port for Kyrgyzstan, Tajikistan and Mongolia, Poti for Turmenistan and Uzbekistan, and St Petersburg for Kazakhstan.\textsuperscript{22}The top three products are gold, sand & gravel, and copper. Other heavy ores such as iron and aluminium (bauxite) which are usually transported by rail rank seventh and eighth and each represent 3\% of all mines.
language, a dummy equal to one if both countries share a language; Shared legal, a dummy equal to one if both countries share the same legal origin; ColHist, a dummy equal to one if both trading partners were once or are still (as of 2006) in a colonial relationship; RTA, a dummy equal to one if both trading partners belong to a regional trade agreement; Both WTO, a dummy equal to one if both are members of the WTO; Shared currency, a dummy equal to one if they share a currency; and ACP, which is a dummy equal to one for trade between EC/EU countries and members of the ‘Asia–Caribbean–Pacific’ preferential tariff agreement for former European colonies.

6 Results

This section is organized in four parts. In section 6.1, we present our baseline specification. This is a simplified version of equation (5), where we show that countries with more mines trade proportionately less with neighbors. In the next three sections, we present evidence that such trade re-direction effect of mines is due to mine-to-coast infrastructure. In sections 6.2 and 6.3, we progressively enrich our specification as suggested by equation (5). In particular, in section 6.2 we look at whether the trade re-direction effect is affected by the exogenous location of mines. In section 6.3, we look at whether the trade re-direction effect is different for landlocked countries importing from their transit neighbor. We conclude in section 6.4, where we return to our baseline specification and conduct a falsification exercise by comparing the trade re-direction effect of mines versus oil fields.

6.1 The trade re-direction effect of mines

Our baseline specification is a simplified version of equation (5), where we assume $\beta_2 = \beta_4 = \beta_5 = \beta_6 = 0$. Our results are reported in Table 5. For a world sample of bilateral trade (column a) we find the usual determinants of trade: it decreases in distance, but increases in country-pair characteristics that make trade easier, such as a common language, legal origin, a former
colonial relationship, and membership of trade agreements.\textsuperscript{23} For our main variables of interest, \(NM_d\) and \(N\),\textsuperscript{24} we find that a country imports twice as much from its neighbors than from its non-neighbors (1.068*100%), but this effect is smaller, the larger is the number of mines in the destination country.\textsuperscript{25} Figure 7 summarizes this relationship. The figure plots the marginal effect of being neighbors on trade, as a function of the number of mines in the destination country. As we increase the number of mines, the marginal effect of \(N\) decreases. Countries with 33 mines or more (\(\exp 3.5\)) (i.e. those listed in Table 1) do not import significantly more from their neighbors than from any other country. In the extreme case of the US, which has the largest number of mines in the sample, we even find a negative marginal effect of \(N\). Our results hold if we exclude this extreme case (column b of Table 5). Since countries with a larger number of active mines will have a larger and better stock of mine-related infrastructure, this is prima facie evidence in favor of our hypothesis - that mine-related infrastructure has a mine-to-coast trajectory, and thus re-directs trade towards overseas countries and away from regional trading partner.

If our hypothesis is right, we should also observe that mines only have a trade re-direction effect in developing countries. This is because mine-related infrastructure will be much less likely to have a mine-to-coast trajectory in developed countries. When we split the sample in OECD and non-OECD destinations (columns c and d), we find precisely this result. OECD destinations do not import significantly more from neighbors, and this does not depend on the number of mines. Also the effect of distance is smaller. This could imply that economically developed OECD countries are well enough connected with all trading partners through good roads, rail and ports. On the contrary, we do find a trade re-direction effect for non-OECD and African destinations, although this is not significant for the average country in Africa. Because the interaction is between a dummy and a continuous variable, however, the coefficient, its variance, 

\textsuperscript{23}An indicator for ACP treatment of imports into the European Union (or preceding associations), which also includes many African former colonies, affects trade negatively. Head et al. (2010) found that the sign of this variable is very sensitive to the specification used. We find that it does increase trade for African countries (column e).

\textsuperscript{24}To simplify the notation, we drop the “od” subscripts from pair-specific variables from now on.

\textsuperscript{25}We have also experimented with changing the dependent variable to non-resource imports instead of total imports. We still find negative and significant effects of mines on trade with neighbors, and a significantly negative effect of the index interaction in the African sample as before. The negative effect is no longer significant for the average non-OECD country, but the neighbor effect still disappears for non-OECD countries with many mines. However, the proposed infrastructure channel applies to both non-resource and resource imports which should each face lower transportation costs. Total trade is therefore our preferred dependent variable.
and the covariance between $NM_d$ and $N$ determine a range for which also the African countries do not import significantly more from neighbors. This occurs if they have more than about 20 mines.

Looking at the illustrative maps of infrastructure in Africa suggests that the trade re-direction relationship may depend explicitly on the position of mines relative to urban centers and existing trade routes. This will be examined next.

### 6.2 Does the location of mines matter?

We now enrich our baseline specification by including the mine impact index $\alpha_d$. In terms of equation (5), we allow for $\beta_2 \neq 0$. The mine impact index is constructed using the geographical location of mines. It measures the extent to which the hypothetical mine-to-coast infrastructure cuts through a country’s cities, and thus its potential to re-direct trade. Thus, the index provides an exogenous source of variation that we can use to test for our hypothesis that mine-to-coast infrastructure is responsible for the trade re-direction effect documented in section 6.1. In Table 6, we add the triple interaction $NM_d\alpha_d$ to our baseline specification.

To interpret the coefficient on the interactions, we proceed in two steps. First, we calculate the marginal effect of $M_d$ on imports from neighbors, and look at how this depends on the value of the index, $\alpha_d$. Second, we calculate the marginal effect of $N$ on imports for a range of $M_d$, and look at how this second marginal effect depends on the value of the index.

By setting $N = 1$, we initially focus on imports from neighbors. Due to the triple interaction between $N$, $M_d$ and $\alpha_d$, the size of the marginal effect of $M_d$, and its significance, will depend

---

26 We do not report controls from now on, although these are always included in the regression.
on the mine impact index $\alpha_d$. Re-writing equation (5) with $\beta_3 = \beta_4 = \beta_5 = 0$ yields:

$$
\ln \text{imp}_{od} = k - \ln \tau_{od} + a_o + a_d + \\
+ \beta_1 N_{od} M_d + \beta_2 N_{od} M_d \alpha_d + \beta_3 N_{od} + v_{od}.
$$

(11)

For trade between neighbors, the marginal effect of $M_d$ equals:

$$
\frac{\partial \ln \text{imp}_{od}}{\partial M_d} \bigg|_{N_{od}=1} = \hat{\beta}_1 + \hat{\beta}_2 \alpha_d
$$

(12)

And its standard error follows as:

$$
s.e. = \sqrt{\text{Var} \hat{\beta}_1 + \alpha_d^2 \text{Var} \hat{\beta}_2 + 2 \alpha_d \text{Cov}(\hat{\beta}_1, \hat{\beta}_2)}
$$

(13)

Figures 8, 9, and 10 display the marginal effect of $M_d$ on imports from neighbors for a sample of all, non-OECD and African destinations respectively, with dashed 95% confidence bands. A * denotes values significant at 90% confidence. Whereas in the world sample the index $\alpha_d$ does not change the marginal effect of $M_d$ (reflecting the small $\beta_2$ coefficient in Table 6), we find that for non-OECD destinations and African destinations, the marginal effect is only significant and negative for countries with a high value of the index ($\alpha_d = 1$). In other words, a larger number of mines re-direct trade away from neighbors only in countries where the hypothetical mine-to-coast transport infrastructure has a high potential for re-directing trade. This implies that, for example, remote Chilean mines (which have a below-average $\pi_d$ score of 0.06) have much less influence on the direction of trade than South African mines do (which have an above-average

\footnote{Consider the various components of the triple interaction $N_{od} M_d \alpha_d$. Terms $N_{od}$ and $N_{od} M_d$ are included in equation 11, and so are terms $M_d$, $\alpha_d$ and $M_d \alpha_d$ (since they are absorbed by the destination fixed effect). We have also experimented with including the term $N_{od} \alpha_d$ in our regressions. When we do so, our results do not change, with the only exception that the negative coefficient on $N_{od} M_d \alpha_d$ for the Africa sample becomes non-significant (and the coefficient on $N_{od} \alpha_d$ is also negative and non significant). Nevertheless, the marginal effect graphs reveal a declining neighbor effect on trade as the number of mines increases, which is worse for countries with a high index value. We prefer not to include this term for the following two reasons. On one hand, there is no clear theoretical reason to include it. In fact, to do so would be equivalent to hypothesizing that the geographical location of mines - in the very specific sense implied by the index $\alpha_d$ - matters, per se - that is, independently on the number of mines - for how much a country trades with its neighbors. We consider this to be unrealistic. Also, this term may soak up much of the variation in $M_d \alpha_d$ in our Africa sample, and this may explain why the coefficient on $N_{od} M_d \alpha_d$ is less precisely estimated when we include it.}
score of 0.75), since Chilean mines are much farther from import routes.

In figures 11 and 12 we take a different look at the same regressions. We now take the derivative of \( \ln \text{imp} \) with respect to \( N \) (as we did for figure 7) and calculate this marginal effect as it depends on \( M_d \) (with asterisks now denoting 95\% confidence). However, because of the interaction with \( \alpha_d \), we can now draw two different lines, one for \( \alpha_d = 0 \) and one for \( \alpha_d = 1 \). For a zero score of \( M_d \) we automatically also have a zero score for the mine impact index, and trade between neighbors is unaffected. However, as the number of mines increases along the x-axis trade is increasingly directed away from neighbors. Figure 11 suggests that the trade re-direction effect is stronger (given by a steeper line) for countries where the mine-to-coast infrastructure has a high potential for re-directing trade (\( \alpha_d = 1 \)). For a value of about 55 mines or more (= \( \exp 4 \)), we find that countries do not trade more with neighbors than with non-neighbors if \( \alpha_d = 0 \). But if \( \alpha_d = 1 \), we find that also countries with more than 27 mines (= \( \exp 3.3 \)) do not trade more with neighbors. The reason is that in these countries, the mines are positioned in such way that the associated mine-to-coast transport infrastructure improves existing trade routes between cities and ports, causing a large decline in trade costs with overseas countries, relative to trade costs with neighbors.

In figure 12 we find a different pattern for African destinations. A relatively small number of 6 mines (= \( \exp 1.8 \)) causes the marginal effect of \( N \) to become insignificant, but only if combined with a high index score (the dashed line). The fact that the latter effects is more apparent for Africa could provide an explanation for limited intra-African trade. The upward sloping line for \( \alpha_d = 0 \), which we investigate next, could be due to trade between landlocked countries and their transit neighbor, a feature that is relatively common in Africa.

6.3 Landlocked countries importing from transit neighbors

Next, we enrich our baseline specification by looking at the effect of mines on the direction of trade in landlocked countries. While we would ideally like to estimate equation (5) in full, the number of landlocked countries is too small to provide us with sufficient variation in the mine
impact index, \( \alpha_d \). We thus return to a more parsimonious specification where \( \beta_2 = 0 \), and allow for \( \beta_4, \beta_6 \neq 0 \) in this section.

If mine-to-coast infrastructure is the mechanism behind the trade re-direction effect of mines, then this effect should disappear for landlocked countries importing from their transit neighbor. This is because for these specific neighbors, a larger stock of mine-to-coast infrastructure should be good news, not bad news. For example, Uganda’s railway crosses Kenya to reach the sea: but then the railway should decrease the cost of importing from Kenya, as well as from overseas countries. Thus, landlocked countries with a larger number of mines should still import proportionately less from “normal” neighbors, but they should import proportionately more from transit neighbors. Since it is hard to think of an alternative story for why this should be true, we believe this would be strong evidence in favor of our hypothesis.

In Table 7 we add the two interactions \( NTL_dM_d \) and \( NT \) to our baseline specification. We define \( T \) as a dummy equal to one if two neighboring countries are in a transit relation, and by \( L_d \) a destination landlocked dummy. Thus, if \( NTL_d = 1 \), we are looking at the case of a landlocked destination country importing from its transit neighbor. As before, we interpret the coefficients on the two interactions graphically. Figures 13 and 14 summarize the findings of Table 7 for a sample of non-OECD and African destinations respectively. The solid line in these figures represents the marginal effect of \( N \) on trade, as in Figure 7, but for destination countries that are not both landlocked and in a transit relationship with the origin country. Again, we find that a higher number of mines re-direct trade away from neighbors, to the extent that the positive marginal effect of neighbor may disappear for a high enough number of mines. The dashed line graphs the marginal effect of \( N \) on imports by landlocked countries from their transit neighbors. As expected, the more mines these landlocked countries have, the more they import from their transit neighbor. The difference between the solid and the dashed line is remarkable for non-OECD destinations, but is even starker for African destinations.

Comparing Tables 5 and 7 we see that the value of \( M_d \) for which the marginal effect of \( N \) becomes insignificant drops for all samples, once we take into account that some neighbors are

\footnote{In addition to the fact that not many countries are landlocked, we don’t have information for the mine impact index for a few of them.}
transit neighbors and therefore benefit from the destination country having a high number of mines.

6.4 Mines versus oil fields

In the previous three sections, we have used the number of mines as a proxy for mine-to-coast infrastructure. A potential problem with this proxy is that resource exports could also have asymmetric income effects on trade, over and above the symmetric income effects which are controlled for by origin and destination dummies (such as an increase in GDP). For example, if developing countries spend their resource income on luxury goods which they purchase on world markets rather than on neighboring markets, this would lead to a trade re-direction effect very similar to the one we find. Alternatively, we could be picking up the fact that countries with more mines import lots of mine-related machinery, which they also tend to purchase on world markets. While this alternative channel could not explain why the location of mines matter alongside their number (as shown in section 6.2 and 6.3), we use this section to further address this issue.

A natural falsification exercise is to investigate whether oil and gas fields have a similar trade re-direction effect to that of mines. While the income channel should still be at play for oil and gas fields, the infrastructure channel should not. To see why, recall that the infrastructure channel relies on the assumption that the mine-to-coast infrastructure can be used not only to export the minerals, but also to import a broad set of commodities. But while metals and other non-hydrocarbon minerals are mostly transported through roads and railways, oil and gas are mostly transported through pipelines. Clearly, the former may also be used for imports, while the latter cannot. Thus, if the trade re-direction effect is due to income, it should be there for both mines and oil and gas fields. If it is due to mine-to-coast infrastructure, on the contrary, it should be there for mines only.

We extend our regressions in section 6.2 with a measure of oil and gas fields. We use data from Horn (2003), who reports 878 on- and offshore oil and gas fields with a minimum pre-extraction

\[29\text{Pipelines may have an effect through the construction of maintenance and access roads, but we expect this to be small.}\]
size of 500 million barrels of oil equivalent (MMBOE), including year of discovery from 1868-2003, geographic coordinates and field size measures. This data set builds on previous data sets (e.g. Halbouty et al. 1970), and attempts to include every giant oilfield discovered around the world. Oil, condensate and gas are summed, with a factor of 1/.006 applied to convert gas trillion cubic feet to oil equivalent million barrels. We define \( OG_d \) as the log of the number of onshore fields plus one (since offshore fields should not affect overland infrastructure) and recalculate the index dummy \( \alpha_d^{OG} \) measuring the likelihood of fields affecting connections between cities and ports, similarly as we did for mines. The top-20 countries with oil and gas fields are reported in Table 8 together with the index value \( \pi_d^{OG} \). As before, we collapse the index into a dummy equal to one for values of \( \pi_d^{OG} \) larger than average, which is larger than 0.33.

Results are reported in Table 9, where the main regressions of Table 6 are augmented with the neighbor dummy interacted with \( OG_d \) and an interaction of the latter with \( \alpha_d^{OG} \). We still pick up a negative effect of mines on trade with neighbors in the World sample, the non-US sample and in Africa if \( \alpha_d = 1 \), while the effect for the non-OECD sample has become less significant. Importantly, we do not find a negative effect of oil and gas fields on trade with neighbors.\(^{30}\) We conclude from this falsification exercise that number of mines leads to a smaller trade re-direction effect, and that the main channel is mine-to-coast infrastructure rather than any asymmetric income effects.

We provide various robustness checks in Appendix ?? (available on line). In particular, we try to control for the size of countries, run a two-step regression to estimate both the external and internal margin of trade, and re-run our regressions after dropping all countries that are reported as having zero mines. Our main results turn out to be robust to all of these alternative specifications.

\(^{30}\)Since the data on oil and gas fields also includes the field’s pre-extraction size in millions of barrels of oil equivalent, we also experimented with redefining \( OG_d \) as the log of one plus the volume of reserves in the country. Also, we changed the calculation of the midpoint of oil and gas fields such that the midpoint is proportionally closer to larger fields. This led to qualitatively identical results. However, pre-extraction field size is probably only a rough measure of current field size.
7 Welfare

So far, we have not discussed the welfare implications of our findings. Although we find evidence for trade re-direction as a result of mine-to-coast infrastructure, this does automatically imply that such infrastructure must have a negative welfare effect.

First, our results do now allow us to rule out that, thanks to mine-to-coast infrastructure, countries with more mines import more from all countries. This is because all of our specifications include destination fixed effects, which absorb any effect that the infrastructure may have on average imports. Thus, even if mine-to-coast infrastructure results in a reduction in transport costs that is biased in favor of overseas countries, it may still reduce transport costs on imports from neighbors as well. For example, some neighboring countries may also be able to take advantage of a line connecting the interior to a port, if some of their exports are best routed through the latter.\footnote{For example, country $o_1$ in figure 4, panel I, could channel its export to $d$ through port $P$, and thus also benefit from a better connection between $P$ and $M$.}

Next, even if the mine-to-coast infrastructure reduced imports from neighbors in absolute terms, this needs not be bad for the country where the infrastructure is built. The opening up of new mines will typically relax the budget constraint faced by the government, particularly in cash-starved developing countries. Thus, the mine-to-coast infrastructure may simply add to the country’s pre-existing transport network, implying a reduction in overall transport costs. Furthermore, even if the mine-to-coast infrastructure bites into the government’s infrastructure budget, we cannot rule out that its construction is welfare maximizing, given the importance of resource exports for developing countries.

The fact that we cannot draw precise welfare implications from our results, however, does not imply that such results are not important from a welfare perspective. There are several reasons to believe that the mine-to-coast infrastructure may have a negative welfare effect, both on neighboring countries and on the country where it is built.

For the former, any positive welfare implication must come from the possibility of lower transport costs, if they also use the mine-to-coast infrastructure to trade with the country where it is built. However this route may not be economical, or even accessible, to many of them,
for which the welfare impact of mine-to-coast infrastructure would then have to be negative.\footnote{In the example used in footnote 31, the overland connection between $o_1$ and $d$ may still be the cheapest \textit{even after} the establishment of a better connection between $P$ and $M$. In that case, the improved connection between $P$ and $M$ would play to $o_1$’s disadvantage.} Furthermore, even neighbors that use the mine-to-coast infrastructure may, as a result of such infrastructure, face much tougher competition from overseas countries. Since the latter may include highly efficient industrialized countries, such an enhanced level of competition may be very detrimental for a burgeoning regional industry.

Cheaper imports from overseas countries may also be detrimental for the domestic industry of the country where the mine-to-coast infrastructure is built, since this will face both tougher competition at home, and no additional benefit in terms of expanded regional markets. This effect should be bigger, the more the mine-to-coast infrastructure bites into the government’s infrastructure budget, and is thus associated with a deterioration in regional infrastructure.

Ultimately, the importance of these effects is likely to depend on the kind of government optimization that has led to the construction of the mine-to-coast infrastructure. There is more than one reason to suspect that such optimization may not be welfare-maximizing. “Contemporary” reasons include, first, the fact that the trade re-direction effect of mine-to-coast infrastructure may not be immediately evident to governments, or that these may have their own political agenda that favors the realization of quick profit from the export of natural resources. Second, there may be difficult co-ordination issues between countries in the construction of regional infrastructure, whereas the mine-to-coast infrastructure faces fewer problems of this sort.

Even more important, however, may be the historical reasons underlying the existence of the mine-to-coast infrastructure. Specifically, much of this infrastructure was built in colonial times, when the maximization of the welfare of colonies was typically not their government’s primary goal. Although our results are not conclusive evidence in favor of dependency theories, they are consistent with the argument that colonial investment in interior-to-coast transport infrastructure has had a long-run adverse effect on the regional integration of developing countries. It is an important task for future research to try and establish the causal effect of this and other related colonial policies on contemporary economic performance and welfare.
8 Conclusions

An old but influential critique of colonialism holds colonial policies responsible for bringing long-lasting damage to the regional trade of former colonies. Interior-to-coast transport infrastructure is singled out as one of these policies. By biasing the structure of transport costs in favor of overseas countries, it is claimed, this type of infrastructure disproportionately favored trade with overseas countries, to the detriment of regional trade.

We have presented first econometric evidence that current mine-to-coast infrastructure - much of which was inherited from colonial times - matters for the current pattern of trade of developing countries, and can help explain their low level of regional integration. Developing countries with a larger number of mines import proportionately less from regional trade partners. Three separate facts suggest that this trade re-direction effect is likely to be due to mine-to-coast infrastructure. First, the effect is stronger when the location of mines is such that the associated mine-to-coast infrastructure has a high potential for re-directing trade. Second, the trade re-direction effect is inverted for landlocked countries importing from their transit neighbor. This is consistent with the fact that the mine-to-coast infrastructure will have to cut through the transit neighbor, and will thus bias transport costs not against it, but in its favor. Finally, the trade re-direction effect disappears if we use the number of oil and gas fields instead of mines. Arguably, this is because oil and gas, differently from other mineral resources, are transported through pipelines, which do not have the capacity to bias a country’s general transport costs.

Although it is hard to draw precise welfare implications from our results, there are a number of well-known reasons why little regional integration may be detrimental to the domestic industry of the country where the interior-to-coast infrastructure is built, and of its neighbors. More in general, our results lend support to the idea that colonial investment in infrastructure - which was clearly not undertaken with the maximization of colonial welfare as a primary goal - has had a long-run effect on contemporary trade patterns. We believe this may have important implications for the debate on the economic legacy of colonialism.

One important related question is why the interior-to-coast infrastructure persisted over time, if it was inefficient. We believe there are at least three complementary explanations. The first is
that there are very high fixed costs to producing new transport infrastructure, which may make it hard to re-orient the structure of a country’s transport network. In addition, the construction of regional transport infrastructure may involve difficult coordination issues among neighboring countries. The second explanation is based on institutions. According to Acemoglu and Robinson (2012), colonizers mostly left behind bad political institutions, whereby a ruling elite does not have an incentive to provide the good economic institutions that would spur sustained economic growth. A balanced transport network may well be among these under-provided institutions, particularly given that mine-to-coast transport infrastructure will already serve very well the elite’s revenue-collecting needs. Finally, mine-to-coast transport infrastructure may be favored by overseas donors, whose trade it disproportionately favors. This may be particularly true in the case of recent Chinese aid to Africa, which is typically tied to the negotiations of trade deals, and paid out in the form of large infrastructural projects. We believe these hypotheses offer fascinating avenues for future research.
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Appendices

A Maps

Figure 1: African Colonial Railways, 1960s. Source: Center of African Studies, University of Edinburgh (1969).
The state of African railways in 1990

Figure 2: African railways, 1990s.

B Ghana: a case study

Figure 3: Ghana, transportation system, 2001. Source: Pedersen (2001).

Until the second half of 19th century, Ghana’s transportation system\(^{33}\) consisted of a network of narrow trails used for head carriage, and a large number of small ports in fierce competition with one another.\(^{34}\) As the British established full control over Ghana in 1901, investments to upgrade the interior-to-coast infrastructure were rapidly undertaken. The need to establish military control over contested parts of the interior had primary importance in the specific case of Ghana,\(^{35}\) but the wish to export mineral and agricultural resources was also very important. The Western Railway connecting the port of Sekondi to the inland city of Kumasi was completed in 1904. Its main economic goal was to export gold from the mines around Tarkwa and cocoa

\(^{33}\)This case study is based on Taaffe et al. (1960) and Pedersen (2001).

\(^{34}\)These ports, which belonged to different European colonizers, exported slaves, gold, and later also palm oil, rubber and timber.

\(^{35}\)The region around Kumasi was contested between the British and the Ashanti, whereas parts of the North-East were contested between the British and the French.
from the area around Kumasi, and to import mining equipment and food for the growing local population. In 1944, it was extended westward, to tap the manganese and bauxite deposits of Awaso. Similarly, the Eastern Railway connecting the port of Accra to Kumasi (completed in 1923) and the Central Railway connecting the two lines (completed in 1956) had the primary economic goal of exporting cocoa, produced in the area to the North and North-West of Accra. As a result of the railways, Accra and Sekondi - with their newly-built port terminals at Takoradi (1928), and Tema (1962) - completely displaced the other smaller ports on the Ghanaian coast.

As the railways developed, so did the road network. In the South, the roads were initially feeder roads that worked for the railways. Later, trunk roads were constructed, that competed with the railways for essentially the same trade flows. Not surprisingly, most of the trunk roads had a trajectory that followed closely that of the railways. One exception was the road from Accra to the Eastern city of Hohoe, that was built to prevent the cocoa production of that region to be exported through the neighboring French port of Lome’. In the North, where it did not face competition from the railways, the road network developed much faster. Although the main rationale for the construction of the Kumasi-Tamale and Hohoe-Yendi trunk roads was political,\textsuperscript{36} these roads also facilitated the transportation of food from the North to the mining and plantation economy of the South. From the 1950s onwards, the road network became the most important component of the Ghanaian transportation system.

After decolonization, the Ghanaian transportation system underwent a period of physical deterioration and declining rail and road traffic. This reached its lowest point in 1983. After that year, the government and international donors started a road rehabilitation program that, by the late 1990s, brought the system back to the levels of efficiency of the early 1970s. Overall, the structure of the national transportation system underwent very little change between 1960 and 2000.

At the beginning of the 21st century, almost all of Ghanaian foreign trade is handled by the Takoradi and Tema ports, whereas very little trade is handled by the country’s various overland entry points. The country’s main exports - gold, bauxite, manganese, cocoa and timber\textsuperscript{37} - are

\textsuperscript{36} The former was instrumental to establishing administrative control over Northern Ghana, whereas the latter was associated with the political desire to forge a link between Ghana and British Togoland.

\textsuperscript{37} In recent years, the export of offshore oil has become an important component of Ghanaian trade.
transported through the old colonial railways and roads from the interior to the sea. Ghana imports liquid and dry bulk commodities, but also containerized goods for a large overall value.\textsuperscript{38} A large portion of these find its final destination in the Accra and Sekondi area, but a substantial portion is transported through the interior along the old colonial roads, after having been uploaded on trucks.\textsuperscript{39}

In summary, Ghana is an example of a country where a rich endowment of mineral and agricultural resources resulted in a colonial system of transport infrastructure that displays a clear interior-to-coast pattern. Such system survived almost unchanged in the decades after independence, and still completely determines the direction followed by the country’s foreign trade flows. Because of its interior-to-coast pattern, the Ghanaian transportation system is likely to bias the country’s transport costs in favor of overseas trading partners, and to the detriment of regional trading partners. This, in turn, may have important consequences for the possibility of economic integration in this region.

C Figures

\textsuperscript{38}To avoid returning empty containers, cocoa and timber exports are also increasingly containerized
\textsuperscript{39}Because of distortive custom regulations as well as a much higher volume of imports relative to exports, most manufactured goods do not travel overland on containers, but are loaded on trucks at the port of arrival.
Panel I: coastal $d$

Panel II: landlocked $d$

Figure 4: Mine-related transport infrastructure, coastal and landlocked destination

Panel I: $IP < CP$

Panel II: $IP > CP$

Figure 5: Construction of the mine impact index, coastal countries
Figure 6: Construction of the mine impact index, landlocked countries

Figure 7: Marginal effect of $N$ on imports, World sample (reg. 5a)
Figure 8: Marginal effect of $M_d$ on imports from neighbors, World sample (reg. 6a)

Figure 9: Marginal effect of $M_d$ on imports from neighbors, non-OECD sample (reg. 6d)

Figure 10: Marginal effect of $M_d$ on imports from neighbors, African sample (reg. 6e)
Figure 11: Marginal effect of $N$ on imports, non-OECD sample (reg. 6d)

Figure 12: Marginal effect of $N$ on imports, Africa sample (reg. 6e)

Figure 13: Marginal effect of $N$ on imports, non-OECD sample (reg. 7d)

Figure 14: Marginal effect of $N$ on imports, Africa sample (reg. 7e)
D Tables

Table 1: Imports as a share of total imports

<table>
<thead>
<tr>
<th>destination:</th>
<th>origin:</th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>OECD</td>
<td>neighbors</td>
<td>29%</td>
<td>20%</td>
<td>0%</td>
<td>74%</td>
</tr>
<tr>
<td>Africa</td>
<td>neighbors</td>
<td>14%</td>
<td>22%</td>
<td>0%</td>
<td>89%</td>
</tr>
<tr>
<td>ROW</td>
<td>neighbors</td>
<td>17%</td>
<td>20%</td>
<td>0%</td>
<td>90%</td>
</tr>
<tr>
<td>Africa, non-neighbors</td>
<td></td>
<td>11%</td>
<td>12%</td>
<td>0%</td>
<td>57%</td>
</tr>
</tbody>
</table>

1 ROW is the world minus OECD and Africa. Means are means across countries for 2006 bilateral trade volumes in dollars. Missing and zero bilateral trade flows are treated as zero. I.e., 29% implies that the average OECD country imports a volume of its known import flows from neighboring countries that represents 29% of all of its known imports.

Table 2: Imports as a share of total imports

<table>
<thead>
<tr>
<th>destination:</th>
<th>origin:</th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>OECD</td>
<td>neighbors</td>
<td>29%</td>
<td>20%</td>
<td>0%</td>
<td>74%</td>
</tr>
<tr>
<td>non-OECD</td>
<td>neighbors</td>
<td>16%</td>
<td>21%</td>
<td>0%</td>
<td>90%</td>
</tr>
<tr>
<td>Africa</td>
<td>neighbors</td>
<td>14%</td>
<td>22%</td>
<td>0%</td>
<td>89%</td>
</tr>
<tr>
<td>non-Africa</td>
<td>neighbors</td>
<td>19%</td>
<td>21%</td>
<td>0%</td>
<td>90%</td>
</tr>
<tr>
<td>non-Africa, non-OECD</td>
<td>neighbors</td>
<td>17%</td>
<td>20%</td>
<td>0%</td>
<td>90%</td>
</tr>
<tr>
<td>Africa</td>
<td>Africa, non-neighbors</td>
<td>11%</td>
<td>12%</td>
<td>0%</td>
<td>57%</td>
</tr>
<tr>
<td>World</td>
<td>neighbors</td>
<td>18%</td>
<td>21%</td>
<td>0%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Note: Means are means across countries within the given sample for bilateral trade volumes in dollars. Missing and zero bilateral trade flows are treated as zero. I.e., 29% implies that the average OECD country imports a volume of its known import flows from neighboring countries that represents 29% of all of its known imports. The OECD mean is significantly higher than all other means. The mean of the share of imports by African countries from non-neighboring African countries is significantly lower than all other means except the mean of the share of imports by African countries from neighbors. The other means are not significantly different at 95% confidence.
Table 3: Top mining countries and mine impact index $\pi_d$

<table>
<thead>
<tr>
<th>Country</th>
<th>Mines</th>
<th>$\pi_d$</th>
<th>Country</th>
<th>Mines</th>
<th>$\pi_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>14090</td>
<td>0.29</td>
<td>China</td>
<td>93</td>
<td>0.56</td>
</tr>
<tr>
<td>Mexico</td>
<td>713</td>
<td>0.30</td>
<td>Panama</td>
<td>85</td>
<td>0.82</td>
</tr>
<tr>
<td>Brazil</td>
<td>610</td>
<td>0.79</td>
<td>South Korea</td>
<td>84</td>
<td>0.57</td>
</tr>
<tr>
<td>Peru</td>
<td>528</td>
<td>0.66</td>
<td>India</td>
<td>80</td>
<td>0.41</td>
</tr>
<tr>
<td>Argentina</td>
<td>416</td>
<td>0.60</td>
<td>France</td>
<td>75</td>
<td>0.38</td>
</tr>
<tr>
<td>Canada</td>
<td>358</td>
<td>0.13</td>
<td>Philippines</td>
<td>57</td>
<td>0.05</td>
</tr>
<tr>
<td>Guyana</td>
<td>344</td>
<td>0.55</td>
<td>Guatemala</td>
<td>54</td>
<td>0.96</td>
</tr>
<tr>
<td>Colombia</td>
<td>337</td>
<td>0.34</td>
<td>Honduras</td>
<td>51</td>
<td>0.31</td>
</tr>
<tr>
<td>Russia</td>
<td>314</td>
<td>0.27</td>
<td>Zimbabwe</td>
<td>50</td>
<td>0.46</td>
</tr>
<tr>
<td>Australia</td>
<td>303</td>
<td>0.18</td>
<td>Spain</td>
<td>46</td>
<td>0.56</td>
</tr>
<tr>
<td>Venezuela</td>
<td>254</td>
<td>0.35</td>
<td>Dominican R.</td>
<td>40</td>
<td>0.59</td>
</tr>
<tr>
<td>South Africa</td>
<td>241</td>
<td>0.75</td>
<td>Turkey</td>
<td>37</td>
<td>0.52</td>
</tr>
<tr>
<td>Uruguay</td>
<td>209</td>
<td>0.88</td>
<td>Laos</td>
<td>35</td>
<td>0.31</td>
</tr>
<tr>
<td>Jamaica</td>
<td>165</td>
<td>0.51</td>
<td>Egypt</td>
<td>35</td>
<td>0.14</td>
</tr>
<tr>
<td>Bolivia</td>
<td>161</td>
<td>0.08</td>
<td>Thailand</td>
<td>35</td>
<td>0.40</td>
</tr>
<tr>
<td>Chile</td>
<td>159</td>
<td>0.06</td>
<td>Italy</td>
<td>35</td>
<td>0.05</td>
</tr>
<tr>
<td>Japan</td>
<td>129</td>
<td>0.07</td>
<td>Sweden</td>
<td>35</td>
<td>0.06</td>
</tr>
<tr>
<td>Cuba</td>
<td>129</td>
<td>0.09</td>
<td>Finland</td>
<td>32</td>
<td>0.36</td>
</tr>
<tr>
<td>New Zealand</td>
<td>118</td>
<td>0.00</td>
<td>Germany</td>
<td>31</td>
<td>0.77</td>
</tr>
<tr>
<td>Ecuador</td>
<td>108</td>
<td>0.79</td>
<td>Papua NG</td>
<td>26</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Note: $\pi_d \in [0, 1]$ is an index capturing the extent to which the mine-to-coast infrastructure overlaps with the location of $d$'s consumers, and thus reduces their cost of importing from overseas.
<table>
<thead>
<tr>
<th>Region</th>
<th>Mean $M_d$</th>
<th>Mean $\pi_d$</th>
<th>Mean $\alpha_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-landlocked</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World</td>
<td>118.73</td>
<td>0.45</td>
<td>0.53</td>
</tr>
<tr>
<td>World ex-US</td>
<td>38.90</td>
<td>0.45</td>
<td>0.54</td>
</tr>
<tr>
<td>OECD</td>
<td>672.38</td>
<td>0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>non-OECD</td>
<td>31.31</td>
<td>0.48</td>
<td>0.58</td>
</tr>
<tr>
<td>Africa</td>
<td>10.56</td>
<td>0.64</td>
<td>0.88</td>
</tr>
<tr>
<td><strong>Landlocked</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>World</td>
<td>9.05</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>World ex-US</td>
<td>9.05</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>OECD</td>
<td>2.50</td>
<td>0.46</td>
<td>0.75</td>
</tr>
<tr>
<td>non-OECD</td>
<td>10.32</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td>Africa</td>
<td>5.67</td>
<td>0.56</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Note: $M_d$ equals the log of the number of mines in each country, plus one; $\pi_d \in [0,1]$ is an index capturing the extent to which the mine-to-coast infrastructure overlaps with the location of $d$’s consumers, and thus reduces their cost of importing from overseas; $\alpha_d$ is a dummy equal to 1 if $\pi_d$ is larger than its average of 0.46.
<table>
<thead>
<tr>
<th>Dep. Var. = ln trade</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>World</td>
<td>non-US</td>
<td>OECD</td>
<td>non-OECD</td>
<td>Africa</td>
</tr>
<tr>
<td>$NM_d$</td>
<td>-0.222***</td>
<td>-0.224***</td>
<td>-0.135</td>
<td>-0.148***</td>
<td>-0.144</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(0.052)</td>
<td>(0.097)</td>
<td>(0.053)</td>
<td>(0.184)</td>
</tr>
<tr>
<td>$N$</td>
<td>1.068***</td>
<td>1.059***</td>
<td>0.184</td>
<td>0.990***</td>
<td>1.258***</td>
</tr>
<tr>
<td></td>
<td>(0.156)</td>
<td>(0.157)</td>
<td>(0.337)</td>
<td>(0.164)</td>
<td>(0.314)</td>
</tr>
<tr>
<td>ln distance</td>
<td>-1.545***</td>
<td>-1.551***</td>
<td>-1.332***</td>
<td>-1.585***</td>
<td>-1.759***</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.027)</td>
<td>(0.070)</td>
<td>(0.030)</td>
<td>(0.093)</td>
</tr>
<tr>
<td>Shared language</td>
<td>0.875***</td>
<td>0.888***</td>
<td>0.253**</td>
<td>0.895***</td>
<td>0.786***</td>
</tr>
<tr>
<td></td>
<td>(0.054)</td>
<td>(0.054)</td>
<td>(0.123)</td>
<td>(0.059)</td>
<td>(0.103)</td>
</tr>
<tr>
<td>Shared legal</td>
<td>0.341***</td>
<td>0.347***</td>
<td>0.485***</td>
<td>0.320***</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.037)</td>
<td>(0.074)</td>
<td>(0.041)</td>
<td>(0.082)</td>
</tr>
<tr>
<td>ColHist</td>
<td>0.856***</td>
<td>0.860***</td>
<td>0.902***</td>
<td>0.946***</td>
<td>1.283***</td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(0.102)</td>
<td>(0.152)</td>
<td>(0.123)</td>
<td>(0.236)</td>
</tr>
<tr>
<td>RTA</td>
<td>0.531***</td>
<td>0.517***</td>
<td>-0.105</td>
<td>0.867***</td>
<td>0.393***</td>
</tr>
<tr>
<td></td>
<td>(0.058)</td>
<td>(0.058)</td>
<td>(0.129)</td>
<td>(0.072)</td>
<td>(0.151)</td>
</tr>
<tr>
<td>Both WTO</td>
<td>0.340***</td>
<td>0.346***</td>
<td>2.596***</td>
<td>0.335**</td>
<td>-0.194</td>
</tr>
<tr>
<td></td>
<td>(0.128)</td>
<td>(0.128)</td>
<td>(0.536)</td>
<td>(0.132)</td>
<td>(0.240)</td>
</tr>
<tr>
<td>Shared currency</td>
<td>0.234</td>
<td>0.248*</td>
<td>-0.351**</td>
<td>1.102***</td>
<td>1.283***</td>
</tr>
<tr>
<td></td>
<td>(0.145)</td>
<td>(0.146)</td>
<td>(0.158)</td>
<td>(0.194)</td>
<td>(0.268)</td>
</tr>
<tr>
<td>ACP</td>
<td>-0.216***</td>
<td>-0.220***</td>
<td>-0.349***</td>
<td>0.337*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td>(0.071)</td>
<td>(0.073)</td>
<td>(0.195)</td>
<td></td>
</tr>
</tbody>
</table>

$\partial \ln imp/\partial N = 0$ for $M_d \geq 3.7$ 3.6 0 4.4 3.6

<table>
<thead>
<tr>
<th>Observations</th>
<th>23,122</th>
<th>22,933</th>
<th>5,063</th>
<th>18,059</th>
<th>5,571</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-squared</td>
<td>0.730</td>
<td>0.727</td>
<td>0.805</td>
<td>0.697</td>
<td>0.679</td>
</tr>
</tbody>
</table>

Note: $N =$ neighbour; $NM_d =$ Neighbour * mines in the destination country. Origin and destination fixed effect included. Robust standard errors in parentheses: *** p<0.01, ** p<0.05, * p<0.1. non-US sample excludes the US as a destination. OECD sample is OECD destinations only and non-OECD excludes OECD countries as destinations. Africa sample refers to bilateral trade flows for which the destination is Africa.
### Table 6: Bias in the direction of trade and mine impact dummy

<table>
<thead>
<tr>
<th>Dep. Var. = ln trade</th>
<th>(a) World</th>
<th>(b) non-US</th>
<th>(c) OECD</th>
<th>(d) non-OECD</th>
<th>(e) Africa</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NM_d$</td>
<td>-0.227***</td>
<td>-0.231***</td>
<td>-0.138</td>
<td>-0.119*</td>
<td>0.259</td>
</tr>
<tr>
<td></td>
<td>(0.059)</td>
<td>(0.062)</td>
<td>(0.095)</td>
<td>(0.067)</td>
<td>(0.287)</td>
</tr>
<tr>
<td>$NM_d\alpha_d$</td>
<td>0.012</td>
<td>0.015</td>
<td>0.030</td>
<td>-0.055</td>
<td>-0.662**</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.070)</td>
<td>(0.136)</td>
<td>(0.075)</td>
<td>(0.292)</td>
</tr>
<tr>
<td>$N$</td>
<td>1.066***</td>
<td>1.057***</td>
<td>0.158</td>
<td>0.995***</td>
<td>1.380***</td>
</tr>
<tr>
<td></td>
<td>(0.156)</td>
<td>(0.157)</td>
<td>(0.363)</td>
<td>(0.164)</td>
<td>(0.305)</td>
</tr>
</tbody>
</table>

$\partial \ln \text{imp}/\partial N = 0$

for $\alpha_d = 1$ & $M_d \geq$

<table>
<thead>
<tr>
<th>Observations</th>
<th>23122</th>
<th>22933</th>
<th>5063</th>
<th>18059</th>
<th>5571</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-squared</td>
<td>0.730</td>
<td>0.727</td>
<td>0.805</td>
<td>0.697</td>
<td>0.680</td>
</tr>
</tbody>
</table>

Note: $N =$ neighbour; $NM_d =$ Neighbour * mines in the destination country; $NM_d\alpha_d = NM_d$ * mine impact index in the destination country. Origin and destination fixed effects are included, and so are the controls listed in Table 5. Robust standard errors in parentheses: *** p < 0.01, ** p < 0.05, * p < 0.1. non-US sample excludes the US as a destination. OECD sample is OECD destinations only and non-OECD excludes OECD countries as destinations. Africa sample refers to bilateral trade flows for which the destination is Africa.
Table 7: Larger bias in the direction of trade for non-transit countries

<table>
<thead>
<tr>
<th>Dep. Var. = ln trade</th>
<th>(a) World</th>
<th>(b) non-US</th>
<th>(c) OECD</th>
<th>(d) non-OECD</th>
<th>(e) Africa</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM_d</td>
<td>-0.218***</td>
<td>-0.220***</td>
<td>-0.135</td>
<td>-0.146***</td>
<td>-0.259</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.052)</td>
<td>(0.097)</td>
<td>(0.052)</td>
<td>(0.179)</td>
</tr>
<tr>
<td>N</td>
<td>0.960***</td>
<td>0.951***</td>
<td>0.205</td>
<td>0.869***</td>
<td>1.310***</td>
</tr>
<tr>
<td></td>
<td>(0.157)</td>
<td>(0.159)</td>
<td>(0.343)</td>
<td>(0.164)</td>
<td>(0.315)</td>
</tr>
<tr>
<td>NTL_dM_d</td>
<td>0.415</td>
<td>0.414</td>
<td>0.253</td>
<td>0.478*</td>
<td>1.662***</td>
</tr>
<tr>
<td></td>
<td>(0.265)</td>
<td>(0.266)</td>
<td>(0.188)</td>
<td>(0.256)</td>
<td>(0.395)</td>
</tr>
<tr>
<td>NT</td>
<td>0.683*</td>
<td>0.685*</td>
<td>-0.495*</td>
<td>0.759*</td>
<td>-0.202</td>
</tr>
<tr>
<td></td>
<td>(0.396)</td>
<td>(0.397)</td>
<td>(0.261)</td>
<td>(0.445)</td>
<td>(0.726)</td>
</tr>
</tbody>
</table>

\[ \frac{\partial \ln imp}{\partial N} = 0 \]

for non-transit & \(M_d \geq 3.3 \& z \leq 3.6\)

<table>
<thead>
<tr>
<th>Observations</th>
<th>23122</th>
<th>22933</th>
<th>5063</th>
<th>18059</th>
<th>5571</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-squared</td>
<td>0.730</td>
<td>0.727</td>
<td>0.805</td>
<td>0.697</td>
<td>0.680</td>
</tr>
</tbody>
</table>

Note: \(N = \) neighbor; \(NM_d = \) neighbor * mines in the destination country; \(NTL_dM_d = \) neighbor and transit * a dummy equal to one for landlocked destination countries * mines in the destination country; \(NT = \) neighbor and transit. Origin and destination fixed effects are included, and so are the controls listed in Table 5. Robust standard errors in parentheses: *** \(p < 0.01\), ** \(p < 0.05\), * \(p < 0.1\). non-US sample excludes the US as a destination. OECD sample is OECD destinations only and non-OECD excludes OECD countries as destinations. Africa sample refers to bilateral trade flows for which the destination is Africa.

Table 8: Top countries with onshore oil and gas fields

<table>
<thead>
<tr>
<th>Country</th>
<th>onshore fields</th>
<th>(\pi_d^{OG})</th>
<th>Country</th>
<th>onshore fields</th>
<th>(\pi_d^{OG})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russia</td>
<td>143</td>
<td>0.11</td>
<td>Canada</td>
<td>13</td>
<td>0.05</td>
</tr>
<tr>
<td>United States</td>
<td>78</td>
<td>0.24</td>
<td>Nigeria</td>
<td>13</td>
<td>0.02</td>
</tr>
<tr>
<td>Iran</td>
<td>53</td>
<td>0.03</td>
<td>Algeria</td>
<td>12</td>
<td>0.48</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>41</td>
<td>0.11</td>
<td>Uzbekistan</td>
<td>11</td>
<td>0.55</td>
</tr>
<tr>
<td>Iraq</td>
<td>26</td>
<td>0.63</td>
<td>Oman</td>
<td>10</td>
<td>0.19</td>
</tr>
<tr>
<td>Libya</td>
<td>23</td>
<td>0.20</td>
<td>United Arab Emirates</td>
<td>10</td>
<td>0.07</td>
</tr>
<tr>
<td>China</td>
<td>21</td>
<td>0.51</td>
<td>Kazakhstan</td>
<td>9</td>
<td>0.17</td>
</tr>
<tr>
<td>Venezuela</td>
<td>20</td>
<td>0.55</td>
<td>Kuwait</td>
<td>8</td>
<td>0.76</td>
</tr>
<tr>
<td>Mexico</td>
<td>15</td>
<td>0.01</td>
<td>Indonesia</td>
<td>8</td>
<td>0.30</td>
</tr>
<tr>
<td>Turkmenistan</td>
<td>14</td>
<td>0.76</td>
<td>Colombia</td>
<td>7</td>
<td>0.42</td>
</tr>
</tbody>
</table>
Table 9: Mines and oil and gas fields

<table>
<thead>
<tr>
<th>Dep. Var. = ln trade</th>
<th>(a) World</th>
<th>(b) non-US</th>
<th>(c) OECD</th>
<th>(d) non-OECD</th>
<th>(e) Africa</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NM_d$</td>
<td>-0.231***</td>
<td>-0.233***</td>
<td>-0.218</td>
<td>-0.088</td>
<td>0.244</td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.072)</td>
<td>(0.184)</td>
<td>(0.077)</td>
<td>(0.290)</td>
</tr>
<tr>
<td>$NM_d\alpha_d$</td>
<td>0.034</td>
<td>0.037</td>
<td>0.104</td>
<td>-0.053</td>
<td>-0.616**</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.075)</td>
<td>(0.168)</td>
<td>(0.080)</td>
<td>(0.293)</td>
</tr>
<tr>
<td>$NOG_d$</td>
<td>0.038</td>
<td>0.041</td>
<td>0.219</td>
<td>-0.059</td>
<td>-0.139</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.091)</td>
<td>(0.392)</td>
<td>(0.092)</td>
<td>(0.200)</td>
</tr>
<tr>
<td>$NOG_d\alpha_d^{OG}$</td>
<td>-0.199</td>
<td>-0.200</td>
<td>-0.537</td>
<td>-0.136</td>
<td>-0.282</td>
</tr>
<tr>
<td></td>
<td>(0.146)</td>
<td>(0.146)</td>
<td>(0.607)</td>
<td>(0.146)</td>
<td>(0.385)</td>
</tr>
<tr>
<td>$N$</td>
<td>1.090***</td>
<td>1.078***</td>
<td>0.271</td>
<td>1.038***</td>
<td>1.455***</td>
</tr>
<tr>
<td></td>
<td>(0.159)</td>
<td>(0.160)</td>
<td>(0.418)</td>
<td>(0.169)</td>
<td>(0.336)</td>
</tr>
</tbody>
</table>

Observations: 23122 22933 5063 18059 5571
R-squared: 0.730 0.727 0.805 0.697 0.680

Note: $N$ = neighbour; $NM_d$ = Neighbour * mines in the destination country; $NM_d\alpha_d = NM_d \times$ mine impact index in the destination country; $NOG_d =$ Neighbour * oil and gas fields in the destination country; $NOG_d\alpha_d^{OG} = N)G_d^\times$ oil and gas field impact index in the destination country. Origin and destination fixed effects are included, and so are the controls listed in Table 5. Robust standard errors in parentheses: *** $p<0.01$, ** $p<0.05$, * $p<0.1$. non-US sample excludes the US as a destination. OECD sample is OECD destinations only and non-OECD excludes OECD countries as destinations. Africa sample refers to bilateral trade flows for which the destination is Africa.