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Abstract: We examine the sources of macroeconomic economic fluctuations by estimating a variety of 
medium-scale dynamic stochastic general equilibrium (DSGE) models within a unified framework that 
incorporates regime switching both in shock variances and in the inflation target. Our general framework 
includes a number of different model features studied in the literature. We propose an efficient 
methodology for estimating regime-switching DSGE models. The model that best fits the U.S. time-series 
data is the one with synchronized shifts in shock variances across two regimes and the fit does not rely on 
strong nominal rigidities. We find little evidence of changes in the inflation target. We identify three types 
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markup, and the capital depreciation rate. 
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SOURCES OF MACROECONOMIC FLUCTUATIONS 1I. IntrodutionWe examine the soures of maroeonomi �utuations by estimating a number ofregime-swithing models using modern Bayesian tehniques in a uni�ed dynami sto-hasti general equilibrium (DSGE) framework. The standard approah to analyzingbusiness-yle �utuations is the use of onstant-parameter medium-sale DSGE mod-els (Altig, Christiano, Eihenbaum, and Linde, 2004; Christiano, Eihenbaum, andEvans, 2005; Levin, Onatski, Williams, and Williams, 2006; Smets and Wouters, 2007;Del Negro, Shorfheide, Smets, and Wouters, 2007). In this paper we generalize thestandard approah by allowing time variations in shok varianes and in the entralbank's in�ation target aording to Markov-swithing proesses. These time variationsappear to be present in the U.S. maroeonomi time series. An important question ishow signi�ant the time variations are when we �t the data to relatively large DSGEmodels with rih dynami strutures and shok proesses that are eonomially inter-pretable. If the answer is positive, the next equation is in what dimension the timevariations matter. To answer these questions, we estimate a number of alternativemodels nested in this general framework using the Bayesian method and we omparethe �t of these models to the time series data in the postwar U.S. eonomy. The best-�t model is then used to identify shoks that are important in driving maroeonomi�utuations.Our approah yields several new results. We �nd strong empirial evidene in favorof the DSGE model with two regimes in shok varianes, where regime shifts in thevarianes are synhronized. The models with onstant parameters (i.e., no regimeshifts), with independent regime shifts in shok varianes, or with more than tworegimes do not �t to the data as well. In our preferred model (i.e., the best-�t model)with two synhronized shok regimes, the high-volatility regime was frequently observedin the period from the early 1970s through the mid-1980s, while the low-volatilityregime prevailed in most of the period from the mid-1980s through 2007. This �ndingis broadly onsistent with the well-known fat that the U.S. eonomy experiened ageneral redution in maroeonomi volatilities during the latter sample period (Stokand Watson, 2003).The �t of our preferred regime-swithing DSGE model does not reply on strongnominal rigidities. In partiular, our estimates imply that the durations of the prieand nominal wage ontrats last no more than 2 quarters of a year�muh shorter thanthose reported in the onstant-parameter DSGE models in previous studies (Smets andWouters, 2007). This �nding highlights the sensitivity of the estimates of some key



SOURCES OF MACROECONOMIC FLUCTUATIONS 2strutural parameters obtained in models with no regime swithing to spei�ations ofthe shok proesses. When we allow the shok varianes to swith regimes, the modelrelies less on nominal rigidities to �t to the data.Neither does the �t of our preferred model reply on regime shifts in the in�ation tar-get. Allowing the in�ation target to shift between two regimes�either synhronizedwith or independent of the shok regime swithing�does not improve the model's mar-ginal data density. This �nding is robust to a variety of model spei�ations and it isonsistent with the onlusion from other works about hanges in monetary poliy ingeneral (Stok and Watson, 2003; Canova and Gambetti, 2004; Cogley and Sargent,2005; Primieri, 2005; Sims and Zha, 2006; Justiniano and Primieri, 2008). We fouson studying hanges in the in�ation target instead of hanges in monetary poliy'sresponse to in�ation for both oneptual and omputational reasons. When agentstake into aount hanges in monetary poliy's response to in�ation in forming theirexpetations, a solution method to the model is nonstandard (Liu, Waggoner, and Zha,2009). Indeed, it would be omputationally infeasible for us to estimate a large set ofDSGE models like what we do in the urrent paper sine the solution would require aniterative algorithm that an be time-onsuming in Monte Carlo simulations. Further-more, indeterminay is more prevalent in this kind of regime-swithing model than inthe standard DSGE model (Farmer, Waggoner, and Zha, 2009). For these reasons, wefollow Shorfheide (2005) and Ireland (2005) and fous on examining hanges in thein�ation target to give the model the best hane to detet hanges in monetary poliy.Although we an apply the standard method to solving our regime-swithing DSGEmodels (as shown in Setion V), we have nonetheless pushed the limits of our ompu-tational and analytial apaity beause of a large set of regime-swithing models wehave estimated.In the best-�t model, we identify three types of shoks that are important for maroe-onomi �utuations. These are a shok to the growth rate of the total fator produ-tivity (TFP), a shok to wage markups, and a shok to the apital depreiation rate.Taken together, these three shoks aount for about 70−80% of the varianes of aggre-gate output, investment, and in�ation at business yle frequenies. Other shoks suhas monetary poliy shoks, investment-spei� tehnology shoks, and prie markupshoks are not as important. The TFP shoks and the wage markup shoks should befamiliar to a student of the DSGE literature, but the apital depreiation shok is new.We provide some eonomi interpretations of the depreiation shok in Setion VII.3.



SOURCES OF MACROECONOMIC FLUCTUATIONS 3In what follows, we brie�y disuss our ontributions in relation to the literaturein Setion II. We then present, in Setion III, the general regime-swithing DSGEframework. In Setion IV, we present the system of equilibrium onditions and disussour solution methods. In Setion V, we desribe the data and our empirial approah.As a methodologial ontribution, we propose an e�ient methodology for estimatingregime-swithing DSGE models; we summarize and disuss several modern methodsfor obtaining aurate estimates of marginal data densities for relatively large DSGEmodels. In Setion VI, we ompare the �t of a number of models nested by our generalDSGE framework, identify the best-�t model, and report posterior estimates of theparameters in this model. In Setion VII, we disuss the eonomi impliations ofour estimates in the best-�t model and identify the key soures of shoks that drivemaroeonomi �utuations. We onlude in Setion VIII.II. Related literatureThe debate in the literature on the soures of maroeonomi �utuations givesemphasis to whether shifts in monetary poliy are the main soures of maroeonomivolatilities (Clarida, Galí, and Gertler, 2000; Lubik and Shorfheide, 2004; Stok andWatson, 2003; Sims and Zha, 2006; Bianhi, 2008; Gambetti, Pappa, and Canova,2008) or whether shoks in investment-spei� tehnology are more important thanother shoks in driving maroeonomi �utuations (Fisher, 2006; Smets and Wouters,2007; Justiniano and Primieri, 2008). Muh of the disagreement stems from the use ofdi�erent frameworks and di�erent empirial methods. Part of the literature fouses onredued-form eonometri models, part of it on small-sale DSGE models, and part of iton medium-sale DSGE models. Some models assume homogeneity in shok varianes;others assume that shok varianes are time-varying. Some models are estimated withdi�erent subsamples to re�et shifts in poliy or in shok varianes; other models areestimated with the entire sample. Given these di�erenes in the model frameworkand in the empirial approah, it is di�ult to draw a �rm onlusion about thesoures of maroeonomi �utuations. The goal of the urrent paper is to providea systemati examination of the soures of maroeonomi �utuations in one uni�edDSGE framework that allows for regime shifts in shok varianes and in monetarypoliy.Our approah di�ers from that employed in the literature in several aspets. First,we aim at fully haraterizing the unertainty aross di�erent models by examiningdi�erent versions of the DSGE model for robust analysis to substantiate our onlusion.



SOURCES OF MACROECONOMIC FLUCTUATIONS 4Although estimating a large set of models has not been performed in the literature, wethink it is neessary to examine the robustness of a onlusion like ours about potentialsoures of maroeonomi �utuations.Seond, our approah does not require splitting the sample to examine hanges inmonetary poliy, although it nests sampling-splitting as a speial ase. Unlike Simsand Zha (2006) where the number of VAR parameters is relatively large and the in-�ation target is impliit, our way of modeling poliy hanges takes the in�ation targetexpliitly and gives a tightly parameterized model that has the best hane to detetthe importane of poliy hanges, if it exists, in generating business-yle �utuations.Third and methodologially, for fairly large DSGE models, espeially for regime-swithing DSGE models, the posterior distribution tends to be very non-Gaussian,making it very hallenging to searh for the global peak. We improve on earlier workssuh as Cogley and Sargent (2005) and Justiniano and Primieri (2006) by obtaining theestimate of parameters at the posterior mode for eah model. We show that eonomiimpliations an be seriously distorted if the estimates are based on a lower posteriorpeak.Fourth, there is a strand of literature that emphasizes hanges in the in�ation targetas a representation of important shifts in the ondut of U.S. monetary poliy (for ex-ample, Favero and Rovelli (2003); Ereg and Levin (2003); Shorfheide (2005); Ireland(2005). Unlike the earlier works, we study a variety of fairly large DSGE models toavoid potential mis-spei�ations.Finally, we use three new methods for omputing marginal data densities in modelomparison. Sine these methods are based on di�erent statistial foundations, it isessential that all these methods give a numerially similar result to ensure that theestimate of a marginal data density is unbiased and aurate (Sims, Waggoner, andZha, 2008). III. The ModelThe model eonomy is populated by a ontinuum of households, eah endowed witha unit of di�erentiated labor skill indexed by i ∈ [0, 1]; and a ontinuum of �rms, eahproduing a di�erentiated good indexed by j ∈ [0, 1]. The monetary authority followsa feedbak interest rate rule, under whih the nominal interest rate is set to respond toits own lag and deviations of in�ation and output from their targets. The poliy regime
st represented by the time-varying in�ation target swithes between a �nite number ofregimes ontained in the set S, with the Markov transition probabilities summarized



SOURCES OF MACROECONOMIC FLUCTUATIONS 5by the matrix Q = [qij ], where qij = Prob(st+1 = i|st = j) for i, j ∈ S. The eonomyis bu�eted by several soures of shoks. The variane of eah shok swithes betweena �nite number of regimes denoted by s∗t ∈ S∗ with the transition matrix Q∗ = [q∗ij ].III.1. The aggregation setor. The aggregation setor produes a omposite laborskill denoted by Lt to be used in the prodution of eah type of intermediate goods and aomposite �nal good denoted by Yt to be onsumed by eah household. The produtionof the omposite skill requires a ontinuum of di�erentiated labor skills {Lt(i)}i∈[0,1]as inputs, and the prodution of the omposite �nal good requires a ontinuum ofdi�erentiated intermediate goods {Yt(j)}j∈[0,1] as inputs. The aggregation tehnologiesare given by
Lt =

[
∫ 1

0

Lt(i)
1

µwt di

]µwt

, Yt =

[
∫ 1

0

Yt(j)
1

µpt dj

]µpt

, (1)where µwt and µpt determine the elastiity of substitution between the skills and be-tween the goods, respetively. Following Smets and Wouters (2007), we assume that
lnµwt = (1− ρw) lnµw + ρw lnµw,t−1 + σwtεwt − φwσw,t−1εw,t−1 (2)and that
lnµpt = (1− ρp) lnµp + ρp lnµp,t−1 + σptεpt − φpσp,t−1εp,t−1, (3)where, for j ∈ {w, p}, ρj ∈ (−1, 1) is the AR(1) oe�ient, φj is the MA(1) oe�ient,

σjt ≡ σj(s
∗

t ) is the regime-swithing standard deviation, and εjt is an i.i.d. white noiseproess with a zero mean and a unit variane. We interpret µwt and µpt as the wagemarkup and prie markup shoks.The representative �rm in the aggregation setor faes perfetly ompetitive marketsfor the omposite skill and the omposite good. The demand funtions for labor skill
i and for good j resulting from the optimizing behavior in the aggregation setor aregiven by

Ld
t (i) =

[

Wt(i)

W̄t

]

−
µwt

µwt−1

Lt, Y d
t (j) =

[

Pt(j)

P̄t

]

−
µpt

µpt−1

Yt, (4)where the wage rate W̄t of the omposite skill is related to the wage rates {Wt(i)}i∈[0,1]of the di�erentiated skills by W̄t =
[

∫ 1

0
Wt(i)

1/(1−µwt)di
]1−µwt and the prie P̄t of theomposite good is related to the pries {Pt(j)}j∈[0,1] of the di�erentiated goods by

P̄t =
[

∫ 1

0
Pt(j)

1/(1−µpt)dj
]1−µpt .



SOURCES OF MACROECONOMIC FLUCTUATIONS 6III.2. The intermediate good setor. The prodution of a type j good requireslabor and apital inputs. The prodution funtion is given by
Yt(j) = Kf

t (j)
α1 [ZtL

f
t (j)]

α2 , (5)where Kf
t (j) and Lf

t (j) are the inputs of apital and the omposite skill and the variable
Zt denotes a neutral tehnology shok, whih follows the stohasti proess

Zt = λt
zzt, ln zt = (1− ρz) ln z + ρz ln zt−1 + σztεzt, (6)where ρz ∈ (−1, 1) measures the persistene, σzt ≡ σz(s

∗

t ) denotes the regime-swithingstandard deviation, and εzt is an i.i.d. white noise proess with a zero mean and aunit variane. The parameters α1 and α2 measure the ost shares the apital andlabor inputs. Following Chari, Kehoe, and MGrattan (2000), we introdue some realrigidity by assuming the existene of some �rm-spei� fators (suh as land), so that
α1 + α2 ≤ 1.Eah �rm in the intermediate-good setor is a prie-taker in the input market anda monopolisti ompetitor in the produt market where it sets a prie for its produt,taking the demand shedule in (4) as given. We follow Calvo (1983) and assume thatpriing deisions are staggered aross �rms. The probability that a �rm annot adjustits prie is given by ξp. Following Woodford (2003), Christiano, Eihenbaum, andEvans (2005), and Smets and Wouters (2007), we allow a fration of �rms that annotre-optimize their priing deisions to index their pries to the overall prie in�ationrealized in the past period. Spei�ally, if the �rm j annot set a new prie, its prieis automatially updated aording to

Pt(j) = π
γp
t−1π

1−γpPt−1(j), (7)where πt = P̄t/P̄t−1 is the in�ation rate between t − 1 and t, π is the steady-statein�ation rate, and γp measures the degree of indexation.A �rm that an renew its prie ontrat hooses Pt(j) to maximize its expeteddisounted dividend �ows given by
Et

∞
∑

i=0

ξipDt,t+i[Pt(j)χ
p
t,t+iY

d
t+i(j)− Vt+i(j)], (8)where Dt,t+i is the period-t present value of a dollar in a future state in period t + i,

Vt+i(j) is the ost funtion, and the term χp
t,t+i omes from the prie-updating rule (7)and is given by

χp
t,t+i =

{

Πi
k=1π

γp
t+k−1π

1−γp if i ≥ 1

1 if i = 0.
(9)



SOURCES OF MACROECONOMIC FLUCTUATIONS 7In maximizing its pro�t, the �rm takes as given the demand shedule Y d
t+i(j) =

(

Pt(j)χ
p
t,t+i

P̄t+i

)−
µp,t+i

µp,t+i−1

Yt+i. The �rst order ondition for the pro�t-maximizing problemyields the optimal priing rule
Et

∞
∑

i=0

ξipDt,t+iY
d
t+i(j)

1

µp,t+i − 1

[

µp,t+iΦt+i(j)− Pt(j)χ
p
t,t+i

]

= 0, (10)where Φt+i(j) = ∂Vt+i(j)/∂Y
d
t+i(j) denotes the marginal ost funtion. In the abseneof markup shoks, µpt would be a onstant and (10) implies that the optimal prie isa markup over an average of the marginal osts for the periods in whih the prie willremain e�etive. Clearly, if ξp = 0 for all t, that is, if pries are perfetly �exible, thenthe optimal prie would be a markup over the ontemporaneous marginal ost.Cost-minimizing implies that the marginal ost funtion is given by

Φt(j) =

[

α̃(P̄trkt)
α1

(

W̄t

Zt

)α2
]

1

α1+α2

Yt(j)
1

α1+α2
−1
, (11)where α̃ ≡ α−α1

1 α−α2

2 and rkt denotes the real rental rate of apital input. The ondi-tional fator demand funtions imply that
W̄t

P̄trkt
=

α2

α1

Kf
t (j)

Lf
t (j)

, ∀j ∈ [0, 1]. (12)III.3. Households. There is a ontinuum of households, eah endowed with a di�eren-tiated labor skill indexed by h ∈ [0, 1]. Household h derives utility from onsumptionand leisure. We assume that there exists �nanial instruments that provide perfetinsurane for the households in di�erent wage-setting ohorts, so that the householdsmake idential onsumption and investment deisions despite that their wage inomesmay di�er due to staggered wage setting.1 In what follows, we impose this assumptionand omit the household index for onsumption and investment.The utility funtion for household h ∈ [0, 1] is given by
E

∞
∑

t=0

βtAt

{

ln(Ct − bCt−1)−
Ψ

1 + η
Lt(h)

1+η

}

, (13)1To obtain omplete risk-sharing among households in di�erent wage-setting ohorts does not relyon the existene of suh (impliit) �nanial arrangements. As shown by Huang, Liu, and Phaneuf(2004), the same equilibrium dynamis an be obtained in a model with a representative household(and thus omplete insurane) onsisting of a large number of worker members. The workers supplytheir homogenous labor skill to a large number of employment agenies, who transform the homogenousskill into di�erentiated skills and set nominal wages in a staggered fashion.



SOURCES OF MACROECONOMIC FLUCTUATIONS 8where β ∈ (0, 1) is a subjetive disount fator, Ct denotes onsumption, Lt(h) denoteshours worked, η > 0 is the inverse Frish elastiity of labor hours, and b measures theimportane of habit formation. The variable At denotes a preferene shok, whihfollows the stationary proess
lnAt = (1− ρa) lnA+ ρa lnAt−1 + σatεat, (14)where ρa ∈ (−1, 1) is the persistene parameter, σat ≡ σa(s

∗

t ) is the regime-swithingstandard deviation, and εat is an i.i.d. white noise proess with a zero mean and a unitvariane.In eah period t, the household faes the budget onstraint
P̄tCt +

P̄t

Qt
[It + a(ut)Kt−1] + EtDt,t+1Bt+1 ≤

Wt(h)L
d
t (h) + P̄trktutKt−1 +Πt +Bt + Tt. (15)In the budget onstraint, It denotes investment, Bt+1 is a nominal state-ontingentbond that represents a laim to one dollar in a partiular event in period t + 1, andthis laim osts Dt,t+1 dollars in period t; Wt(h) is the nominal wage for h's labor skill,

Kt−1 is the beginning-of-period apital stok, ut is the utilization rate of apital, Πtis the pro�t share, and Tt is a lump-sum transfer from the government. The funtion
a(ut) aptures the ost of variable apital utilization. Following Altig, Christiano,Eihenbaum, and Linde (2004) and Christiano, Eihenbaum, and Evans (2005), weassume that a(u) is inreasing and onvex. The term Qt denotes the investment-spei� tehnologial hange. Following Greenwood, Herowitz, and Krusell (1997),we assume that Qt ontains a deterministi trend and a stohasti omponent. Inpartiular,

Qt = λt
qqt, (16)where λq is the growth rate of the investment-spei� tehnologial hange and qt is aninvestment-spei� tehnology shok, whih follows a stationary proess given by

ln qt = (1− ρq) ln q + ρq ln qt−1 + σqtεqt, (17)where ρq ∈ (−1, 1) is the persistene parameter, σqt ≡ σq(s
∗

t ) is the regime-swithingstandard deviation, and εqt is an i.i.d. white noise proess with a zero mean anda unit variane. The importane of investment-spei� tehnologial hange is alsodoumented in Fisher (2006) and Fernandez-Villaverde and Rubio-Ramirez (2007).The apital stok evolves aording to the law of motion
Kt = (1− δt)Kt−1 + [1− S(It/It−1)] It, (18)



SOURCES OF MACROECONOMIC FLUCTUATIONS 9where the funtion S(·) represents the adjustment ost in apital aumulation. We as-sume that S(·) is onvex and satis�es S(λqλ∗) = S ′(λqλ
∗) = 0, where λ∗ = (λα1

q λα2

z )
1

1−α1is the steady-state growth rate of output and onsumption. The term δt denotes thedepreiation rate of the apital stok and follows the stationary stohasti proess
ln δt = (1− ρd) ln δ + ρd ln δt−1 + σdtεdt, (19)where ρe ∈ (−1, 1) is the persistene parameter, σdt ≡ σd(s

∗

t ) is the regime-swithingstandard deviaiton, and εdt is the white noise innovation with a zero mean and aunit variane. We introdue this time variation in the depreiation rate to apturethe di�erene between eonomi depreiation (re�eting in part an unobserved qualityimprovement in equipment) and physial depreiation.The household takes pries and all wages but its own as given and hooses Ct, It, Kt,
ut, Bt+1, and Wt(h) to maximize (13) subjet to (15) - (18), the borrowing onstraint
Bt+1 ≥ −B for some large positive number B, and the labor demand shedule Ld

t (h)desribed in (4).The wage-setting deisions are staggered aross households. In eah period, a fration
ξw of households annot re-optimize their wage deisions and, among those who annotre-optimize, a fration γw of them index their nominal wages to the prie in�ationrealized in the past period. In partiular, if the household h annot set a new nominalwage, its wage is automatially updated aording to

Wt(h) = πγw
t−1π

1−γwλ∗

t−1,tWt−1(h), (20)where λ∗

t−1,t ≡
λ∗

t

λ∗

t−1

, with λ∗

t ≡ (Qα1

t Zα2

t )
1

1−α1 denoting the trend growth rate of aggre-gate output (and the real wage). If a household h ∈ [0, 1] an re-optimize its nominalwage-setting deision, it hooses W (h) to maximize the utility subjet to the bud-get onstraint (15) and the labor demand shedule in (4). The optimal wage-settingdeision implies that
Et

∞
∑

i=0

ξiwDt,t+iL
d
t+i(h)

1

µw,t+i − 1
[µw,t+iMRSt+i(h)−Wt(h)χ

w
t,t+i] = 0, (21)where MRSt(h) denotes the marginal rate of substitution between leisure and inomefor household h and χw

t,t+i is de�ned as
χw
t,t+i ≡

{

Πi
k=1π

γw
t+k−1π

1−γwλ∗

t,t+i if i ≥ 1

1 if i = 0.
, (22)where λ∗

t,t+i ≡
λ∗

t+i

λ∗

t
. In the absene of wage-markup shoks, µwt would be a onstantand (21) implies that the optimal wage is a onstant markup over a weighted average



SOURCES OF MACROECONOMIC FLUCTUATIONS 10of the marginal rate of substitution for the periods in whih the nominal wage remainse�etive. If ξw = 0, then the nominal wage adjustments are �exible and (21) impliesthat the nominal wage is a markup over the ontemporaneous marginal rate of sub-stitution. We derive the rest of the household's optimizing onditions in a tehnialappendix available upon request.III.4. The government and monetary poliy. The government follows a Riardian�sal poliy, with its spending �naned by lump-sum taxes so that P̄tGt = Tt, where
Gt denotes the government spending in �nal onsumption units. Denote by G̃t ≡

Gt

λ∗

tthe detrended government spending, where
λ∗

t ≡ (Zα2

t Qα1

t )
1

1−α1 . (23)We assume that G̃t follows the stationary stohasti proess
ln G̃t = (1− ρg) ln G̃ + ρg ln G̃t−1 + σgtεgt + ρgzσztεzt, (24)where we follow Smets and Wouters (2007) and assume that the government spendingshok responds to produtivity shoks.Monetary poliy is desribed by a feedbak interest rate rule that allows the possi-bility of regime swithing in the in�ation target. The interest rate rule is given by

Rt = κRρr
t−1

[

(

πt

π∗(st)

)φπ
(

Yt

λ∗

t

)φy

]1−ρr

eσrtεrt, (25)where Rt = [EtDt,t+1]
−1 denotes the nominal interest rate and π∗(st) denotes theregime-dependent in�ation target. The onstant terms κ, ρr, φπ, and φy are poliyparameters. The term εrt denotes the monetary poliy shok, whih follows an i.i.d.normal proess with a zero mean and a unit variane. The term σrt ≡ σr(s

∗

t ) is theregime-swithing standard deviation of the monetary poliy shok. We assume thatthe 8 shoks εwt, εpt, εzt, εqt, εdt, εat, εrt, and εgt are mutually independent.III.5. Market learing and equilibrium. In equilibrium, markets for bond, om-posite labor, apital stok, and omposite goods all lear. Bond market learing impliesthat Bt = 0 for all t. Labor market learing implies that ∫ 1

0
Lf
t (j)dj = Lt. Capitalmarket learing implies that ∫ 1

0
Kf

t (j)dj = utKt−1. Composite goods market learingimplies that
Ct +

1

Qt
[It + a(ut)Kt−1] +Gt = Yt, (26)



SOURCES OF MACROECONOMIC FLUCTUATIONS 11where aggregate output is related to aggregate primary fators through the aggregateprodution funtion
GptYt = (utKt−1)

α1(ZtLt)
α2 , (27)with Gpt ≡

∫ 1

0

(

Pt(j)

P̄t

)

−
µpt

µpt−1

1

α1+α2 dj measuring the prie dispersion.Given �sal and monetary poliy, an equilibrium in this eonomy onsists of priesand alloations suh that (i) taking pries and all nominal wages but its own as given,eah household's alloation and nominal wage solve its utility maximization problem;(ii) taking wages and all pries but its own as given, eah �rm's alloation and priesolve its pro�t maximization problem; (iii) markets lear for bond, omposite labor,apital stok, and �nal goods.IV. Equilibrium DynamisIV.1. Stationary equilibrium and the deterministi steady state. We fous ona stationary equilibrium with balaned growth. On a balaned growth path, output,onsumption, investment, apital stok, and the real wage all grow at onstant rates,while hours remain onstant. Further, in the presene of investment-spei� tehno-logial hange, investment and apital grow at a faster rate. To indue stationarity, wetransform variables so that
Ỹt =

Yt

λ∗

t

, C̃t =
Ct

λ∗

t

, w̃t =
Wt

P̄tλ∗

t

, Ĩt =
It

Qtλ∗

t

, K̃t =
Kt

Qtλ∗

t

,where λ∗

t is the underlying trend for output, onsumption, and the real wage given by(23).Along the balaned growth path, as noted by Greenwood, Herowitz, and Krusell(1997), the real rental prie of apital keeps falling sine the apital-output ratio keepsrising. The rate at whih the rental prie is falling is given by λq. Thus, the transformedvariable r̃kt = rktQt, that is, the rental prie in onsumption unit, is stationary. Further,the marginal utility of onsumption is delining, so we de�ne Ũct = Uctλ
∗

t to induestationarity.The steady state in the model is the stationary equilibrium in whih all shoks areshut o�, inluding the �regime shoks� to the in�ation target. To derive the steadystate, we represent the �nite Markov swithing proess with a vetor AR(1) proess(Hamilton, 1994). Spei�ally, the in�ation target an be written as
π∗(st) = [π∗(1), π∗(2)]est, (28)



SOURCES OF MACROECONOMIC FLUCTUATIONS 12where π∗(j) is the in�ation target in regime j ∈ {1, 2} and
est =

[

1{st = 1}

1{st = 2}

]

, (29)with 1{st = j} = 1 if st = j and 0 otherwise. As shown in Hamilton (1994), therandom vetor est follows an AR(1) proess:
est = Qest−1

+ vt, (30)where Q is the transition matrix of the Markov swithing proess and the innovationvetor has the property that Et−1vt = 0. In the steady state, vt = 0 so that (30)de�nes the ergodi probabilities for the Markov proess and, from (28), the steady-state in�ation π is the ergodi mean of the in�ation target. Given π, the derivationsfor the rest of the steady-state equilibrium onditions are straightforward.IV.2. Linearized equilibrium dynamis. To solve for the equilibrium dynamis,we log-linearize the equilibrium onditions around the deterministi steady state. Weuse a hatted variable x̂t to denote the log-deviations of the stationary variable Xt fromits steady-state value (i.e., x̂t = ln(Xt/X)).Linearizing the optimal priing deision rule implies that2
π̂t − γpπ̂t−1 =

κp

1 + ᾱθp
(µ̂pt + m̂ct) + βEt[π̂t+1 − γpπ̂t], (31)where θp ≡

µp

µp−1
, κp ≡

(1−βξp)(1−ξp)
ξp

, ᾱ ≡ 1−α1−α2

α1+α2
, and

m̂ct =
1

α1 + α2
[α1r̂kt + α2ŵt] + ᾱŷt. (32)This is the standard prie Phillips-urve relation generalized to allow for partial dy-nami indexation. In the speial ase without indexation (i.e., γp = 0), this relationredues to the standard forward-looking Phillips urve relation, under whih the priein�ation depends on the urrent-period real marginal ost and the expeted future in-�ation. In the presene of dynami indexation, the prie in�ation also depends on itsown lag.Linearizing the optimal wage-setting deision rule implies that

ŵt−ŵt−1+π̂t−γwπ̂t−1 =
κw

1 + ηθw
(µ̂wt+m̂rst−ŵt)+βEt[ŵt+1−ŵt+π̂t+1−γwπ̂t], (33)where ŵt denotes the log-deviations of the real wage, m̂rst = ηl̂t − Ûct denotes themarginal rate of substitution between leisure and onsumption, θw ≡ µw

µw−1
, and κw ≡2Derivations of the linearized equilibrium onditions are available upon request.
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(1−βξw)(1−ξw)

ξw
is a onstant. To help understand the eonomis of this equation, werewrite this relation in terms of the nominal wage in�ation:
π̂w
t − γwπ̂t−1 =

κw

1 + ηθw
(µ̂wt + m̂rst − ŵt) + βEt(π̂

w
t+1 − γwπ̂t)

+
1

1− α1
[α1(∆ẑt − βEt∆ẑt+1) + α2(∆q̂t − βEt∆q̂t+1)]. (34)where π̂w

t = ŵt − ŵt−1 + π̂t +∆λ̂∗

t denotes the nominal wage in�ation. This nominal-wage Phillips urve relation parallels that of the prie-Phillips urve and has similarinterpretations.The rest of the linearized equilibrium onditions are summarized below:
q̂kt = S ′′(λI)λ

2
I

{

∆ît − βEt∆ît+1

+
1

1− α1
[α2(∆ẑt − βEt∆ẑt+1) + ∆q̂t − βEt∆q̂t+1]

}

, (35)
q̂kt = Et

{

∆ât+1 +∆Ûc,t+1 −
1

1− α1
[α2∆ẑt+1 +∆q̂t+1]

+
β

λI

[

(1− δ)q̂k,t+1 − δδ̂t+1 + r̃kr̂k,t+1

]

}

, (36)
r̂kt = σuût, (37)
0 = Et

[

∆ât+1 +∆Ûc,t+1 −
1

1− α1
[α2∆ẑt+1 + α1∆q̂t+1] + R̂t − π̂t+1

]

, (38)
k̂t =

1− δ

λI

[

k̂t−1 −
1

1− α1

(α2∆ẑt +∆q̂t)

]

−
δ

λI

δ̂t +

(

1−
1− δ

λI

)

ît, (39)
ŷt = cy ĉt + iy ît + uyût + gy ĝt, (40)
ŷt = α1

[

k̂t−1 + ût −
1

1− α1
(α2∆ẑt +∆q̂t)

]

+ α2 l̂t, (41)
ŵt = r̂kt + k̂t−1 + ût −

1

1− α1

(α2∆ẑt +∆q̂t)− l̂t, (42)where (35) is the linearized investment deision equation with q̂kt denoting the shadowvalue of existing apital (i.e., Tobin's Q) and the∆ denoting the �rst-di�erene operator(so that ∆xt = xt − xt−1); (36) is the linearized apital Euler equation; (37) is thelinearized apaity utilization deision equation with σu ≡ a′′(1)
a′(1)

denoting the urvaturethe funtion a(u) evaluated at the steady state; (38) is the linearized bond Eulerequation; (39) is the linearized law of motion for the apital stok; (40) is the linearizedaggregate resoure onstraint, with the steady-state ratios given by cy = C̃
Ỹ
, iy = Ĩ

Ỹ
,

uy = r̃kK̃

Ỹ λI
, and gy = G̃

Ỹ
; (41) is the linearized aggregate prodution funtion; and (42)is the linearized fator demand relation.



SOURCES OF MACROECONOMIC FLUCTUATIONS 14Finally, the linearized interest rate rule is given by
R̂t = ρrR̂t−1 + (1− ρr) [φπ(π̂t − π̂∗(st)) + φyŷt] + σrtεrt, (43)where the term π̂∗(st) ≡ log π∗(st)− log π denotes the deviations of the in�ation targetfrom its ergodi mean. V. Estimation ApproahWe estimate the parameters in our model using the Bayesian method. We desribe ageneral empirial strategy so that the method an be applied to other regimes-swithingDSGE models. As shown in the appendies, our model ontains twenty seven variables.Adding the �ve lagged variables ŷt−1, ĉt−1, ît−1, ŵt−1, and q̂t−1 to the list gives a totalof thirty three variables. We denote all these state variables by the vetor ft where ftis so arranged that the �rst eight variables are ŷt, ĉt, ît, ŵt, q̂t, π̂t, ℓ̂t, and R̂t and the last�ve variables are ŷt−1, ĉt−1, ît−1, ŵt−1, and q̂t−1.We apply the relation (28) to the poliy rule (43), where the vetor est de�ned in (29)follows a vetor AR(1) proess desribed in (30). Expanding the log-linearized systemwith the additional variables represented by est maintains the log-linear form in whihall oe�ients are onstant (i.e., independent of regime hanges). A standard solutiontehnique, suh as the method proposed by Sims (2002), an be diretly utilized tosolve our DSGE model. The solution leads to the following VAR(1) form of stateequations

ft = c(st, st−1) + Fft−1 + C(s∗t )ǫt, (44)where ǫt = [ǫrt, ǫpt, ǫwt, ǫgt, ǫzt, ǫat, ǫdt, ǫqt]
′, and c(st) is a vetor funtion of the in-�ation targets π∗(st) and π∗(st−1) and the elements in the transition matrix Q, and

C(s∗t ) is a matrix funtion of σrt(s
∗

t ), σpt(s
∗

t ), σwt(s
∗

t ), σgt(s
∗

t ), σzt(s
∗

t ), σat(s
∗

t ), σdt(s
∗

t ),and σqt(s
∗

t ).It follows from (44) that the solution to our DSGE model depends on the ompositeregime (st, st−1, s
∗

t ). If s∗t is assumed to be the same as (st, st−1) (see Shorfheide(2005)), then the omposite regime ollapses to st. To simplify our notation and keepanalytial expressions tratable, we use st to represent a omposite regime that inludes
(st, st−1, s

∗

t ) as a speial ase for the rest of this setion.Our estimation is based on the 1959:I-2007:IV quarterly time-series observations on8 U.S. aggregate variables:3 real per apita GDP (Y Data
t ), real per apita onsumption3We did not inlude the sample after 2007 beause it is beyond the sope of this paper to addressthe urrent �nanial risis and the e�et of monetary poliy at the lower zero bound.
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t ), real per apita investment (IDatat ), real wage (wData

t ), the investment-spei�tehnology (i.e., the biased tehnology Qt), the quarterly GDP-de�ator in�ation rate(πDatat ), per apita hours (LData
t ), and the (annualized) federal funds rate (FFRData

t ).Note that IDatat orresponds to It
Qt

in the model (i.e., investment measured in units ofonsumption goods); a detailed desription of the data is in Appendix A. These dataare represented by the following vetor of observable variables:
yt =

[

∆ lnY Data
t ,∆ lnCData

t ,∆ ln IDatat ,∆ lnwData
t , ln πDatat ,∆ lnQData

t , lnLData
t , FFRData

t

400

]

′

.The observable vetor is onneted to the model (state) variables through the mea-surement equations
yt = a+Hft,where

a =
[

lnλ∗, lnλ∗, lnλ∗, lnλ∗, ln π, lnλq, lnL, lnR
]

′

. (45)Given the aforementioned regime-swithing state spae form, one an estimate themodel following the general estimation methodology of Sims, Waggoner, and Zha(2008).4V.1. Three methods for omputing marginal data densities. To evaluate themodel's �t to the data and ompare it to the �t of other models, one wishes to omputethe marginal data density implied by the model. To keep the notation simple, let θrepresent a vetor of all model parameters exept the transition matrix and Q be aolletion of all free parameters in the transition matrix. The marginal data density isde�ned as
p(YT ) =

∫

p(YT | θ,Q)p(θ) dθdQ, (46)where the likelihood funtion p(YT | θ,Q) an be evaluated reursively. For manyempirial models, the modi�ed harmoni mean (MHM) method of Gelfand and Dey(1994) is a widely used method to ompute the marginal data density. The MHMmethod used to approximate (46) numerially is based on a theorem that states
p(YT )

−1 =

∫

Θ

h(θ,Q)

p(YT | θ,Q)p(θ,Q)
p(θ,Q | YT )dθdQ, (47)where Θ is the support of the posterior probability density and h(θ,Q), often alled aweighting funtion, is any probability density whose support is ontained in Θ. Denote

m(θ,Q) =
h(θ,Q)

p(YT | θ,Q)p(θ,Q)
.4The method details are also provided in an independent tehnial appendix to this artile, whihis available on http://home.earthlink.net/ tzha01/workingPapers/wp.html.



SOURCES OF MACROECONOMIC FLUCTUATIONS 16A numerial evaluation of the integral on the right hand side of (47) an be aom-plished in priniple through the Monte Carlo (MC) integration
p̂(YT )

−1 =
1

N

N
∑

i=1

m(θ(i), Q(i)), (48)where (θ(i), Q(i)) is the ith draw of (θ,Q) from the posterior distribution p(θ,Q | YT ).If m(θ,Q) is bounded above, the rate of onvergene from this MC approximation islikely to be pratial.Geweke (1999) proposes a Gaussian funtion for h(·) onstruted from the posteriorsimulator. The likelihood and posterior density funtions for our medium-sale DSGEmodel turn out to be quite non-Gaussian and there exist zeros of the posterior pdf in theinterior points of the parameter spae. In this ase, the standard MHM proedure tendsto be unreliable as the MCMC draws are likely to be dominated by a few draws as thenumber of draws inrease. Sims, Waggoner, and Zha (2008) proposes a trunated non-Gaussian weighting funtion for h(·) to remedy the problem. This weighting funtionseems to work well for the non-Gaussian posterior density.In addition to the method of Sims, Waggoner, and Zha (2008), we use the unpub-lished method developed by Ulrih Müeller at Prineton University. To summarizeMüeller's method for omputing the marginal data density, we introdue the follow-ing notation. Let θ be an n × 1 vetor of random variables, p(θ) be the target pdf,whose probability density is of unknown form, and p∗(θ) be the target kernel where
p(θ) = c∗p∗(θ). Thus, our objetive is to obtain an aurate estimate of the positiveonstant c∗. Let h(θ) be an approximate or weighting pdf and c be a positive realnumber. De�ne the funtion f(c) as follows:
f(c) = Eh

[

1

{

cp∗(θ)

h(θ)
< 1

}(

1−
cp∗(θ)

h(θ)

)]

−

Eg

[

1

{

h(θ)

cp∗(θ)
< 1

}(

1−
h(θ)

cp∗(θ)

)]

.One an show that this funtion has the following properties:
• f(c) is monotonially dereasing in c;
• f(0) = 1 and f(∞) = −1.Given these properties, one an use a bisetion method to �nd an estimate of c∗ where

f(c∗) = 0.A third method we use is bridge sampling of Meng and Wong (1996). The bridge-sampling method has been often regarded as one of the most reliable methods for



SOURCES OF MACROECONOMIC FLUCTUATIONS 17omputing the Bayes fator. Sine these three methods are developed from di�erentmathematial relationships, we reommend using all these methods to ensure that theestimated value of the marginal data density is numerially similar aross methods.Beause the posterior density funtion is very non-Gaussian and ompliated inshape, it is all the more important to �nd the posterior mode via an optimizationroutine. The estimate of the mode not only represents the most likely value (andthus the posterior estimate) but also serves as a ruial starting point for initializingdi�erent hains of MCMC draws.For various DSGE models studied in this paper, �nding the mode has proven tobe a omputationally hallenging task. The optimization method we use ombinesthe blok-wise BFGS algorithm developed by Sims, Waggoner, and Zha (2008) andvarious onstrained optimization routines ontained in the ommerial IMSL pakage.The blok-wise BFGS algorithm, following the idea of Gibbs sampling and EM algo-rithm, breaks the set of model parameters into subsets and uses Christopher A. Sims's
csminwel program to maximize the likelihood of one set of the model's parametersonditional on the other sets.5 Maximization is iterated at eah subset until it on-verges. Then the optimization iterates between the blok-wise BFGS algorithm andthe IMSL routines until it onverges. The onvergene riterion is the square root ofmahine epsilon.Thus far we have desribed the optimization proess for only one starting point.6Our experiene is that without suh a thorough searh, one an be easily misled to amuh lower posterior value (e.g., a few hundreds lower in log value than the posteriorpeak). We thus use a set of luster omputing tools desribed in Ramahandran,Urazov, Waggoner, and Zha (2007) to searh for the posterior mode. We begin with agrid of 100 starting points; after onvergene, we perturb eah maximum point in bothsmall and large steps to generate additional 20 new starting points and restart theoptimization proess again; the posterior estimates attain the highest posterior densityvalue. The other onverged points typially have muh lower likelihood values by atleast a magnitude of hundreds of log values. For eah DSGE model, the peak value ofthe posterior kernel and the mode estimates are reported.5The csminwel program an be found on http://sims.princeton.edu/yftp/optimize/.6For the no-swithing (onstant-parameter) DSGE model, it takes a ouple of hours to �nd theposterior peak. While the model with two-regime shok varianes takes about 20 hours to onverge,the model with two-regime in�ation targets and two-regime two-regime shok varianes takes fourtimes longer.



SOURCES OF MACROECONOMIC FLUCTUATIONS 18V.2. Priors. We set three parameters a priori. We set the steady-state governmentspending to output ratio at gy = 0.18. We follow Justiniano and Primieri (2006)and �x the persistene of the government spending shok proess at ρg = 0.99. Asnoted by Smets and Wouters (2007), all these government parameter are di�ult toestimate unless government spending is inluded in the set of measurement equations.Finally, we normalize and �x the steady-state hours worked at L = 0.2. We estimateall the remaining parameters. Tables 3 and 4 summarize the prior distributions for thestrutural parameters and the shok parameters.Our priors are hosen to be more �exible and less tight than those in the previousliterature. Spei�ally, instead of speifying the mean and the standard deviation, weuse the 90% probability interval to bak out the hyperparameter values of the priordistribution.7 The intervals are generally set wide enough to allow the possibility ofmultiple posterior peaks (Del Negro and Shorfheide, 2008). Our approah is also ne-essary to deal with skewed distributions and allow for some reasonable hyperparametervalues in ertain distributions (suh as the Inverse-Gamma) where the �rst two mo-ments may not exist. The probability intervals reported in Table 3 over the alibratedvalue of eah parameter.We begin with the preferene parameters b, η, and β. Our prior for the habit-persistene parameter b follows the Beta distribution. We hoose the 2 hyper-parametersof the Beta distribution suh that the lower bound for b (0.05) has a umulative prob-ability of 5% and the upper bound (0.948) has a umulative probability of 95%. This
90% probability interval for b overs the values used by most eonomists (for exam-ple, Boldrin, Christiano, and Fisher (2001) and Christiano, Eihenbaum, and Evans(2005)). Our prior for the inverse Frish elastiity η follows the Gamma distribution.We hoose the 2 hyper-parameters of the Gamma distribution suh that the lowerbound (0.2) and the upper bound (10.0) of η orrespond to the 90% probability in-terval. This prior range for η implies that the Frish elastiity lies between 0.1 and
5, a range broad enough to over the values based on both miroeonomi evidene(Penavel, 1986) and maroeonomi studies (Rupert, Rogerson, and Wright, 2000).Our prior for the transformed subjetive disount fator χβ ≡ 100( 1

β
− 1) follows theGamma distribution, with the hyper-parameters appropriately hosen suh that thebounds for the 90% probability interval of χβ are 0.2 and 4.0. The implied value of βlies in the range between 0.9615 and 0.998, whih nests the values obtained by Smets7The program for baking out the hyperparameter values of a given prior an be found inhttp://home.earthlink.net/ tzha02/ProgramCode/programCode.html.



SOURCES OF MACROECONOMIC FLUCTUATIONS 19and Wouters (2007) (β = 0.9975) and Altig, Christiano, Eihenbaum, and Linde (2004)(β = 0.9926).Next, we disuss the prior distributions for the tehnology parameters α1, α2, λq, λ∗,
σu, S ′′, and δ. Our priors for the labor share and apital share both follow the Betadistribution with the restrition α1+α2 ≤ 1 so that the prodution tehnology requires�rm-spei� fators (Chari, Kehoe, and MGrattan, 2000). Spei�ally, the bounds forthe α1 values in the 90% probability interval are 0.15 and 0.35 and those for α2 are
0.35 and 0.75. With the restrition α1 + α2 ≤ 1, however, the joint 90% probabilityregion would be somewhat di�erent. We assume that the priors for the (transformed)trend growth rates of the investment-spei� tehnology and the neutral tehnologyboth follow the Gamma distribution, with the 5% and 95% bounds given by 0.1 and
1.5 respetively. These values imply that, with 90% probability, the prior values for thetrend growth rates λq and λ∗ lie in the range between 1.001 and 1.015 (orrespondingto annual rates of 0.4% and 6%, respetively). We assume that the priors for theapaity utilization parameter σu and the investment adjustment ost parameter S ′′both follow the Gamma distribution, with the lower bounds given by 0.5 and 0.1 andthe upper bounds given by 3.0 and 5.0, respetively. These 90% probability rangesover the values obtained, for example, by Christiano, Eihenbaum, and Evans (2005)and Smets and Wouters (2007). We assume that the prior for the average annualizeddepreiation rate follows the Beta distribution with the 90% probability range lyingbetween 0.05 and 0.20.Third, we disuss the prior distributions for the parameters that haraterize prieand nominal wage setting in the model. These inlude the average prie markup µp,the average wage markup µw, the Calvo probabilities of non-adjustment in priing ξpand in wage-setting ξw, and the indexation parameters γp and γw. The priors for thenet markups µp − 1 and µw − 1 both follow the Gamma distribution with the 90%probability range overing the values between 0.01 and 0.5. This range overs most ofthe alibrated values of the markup parameters used in the literature (e.g., Basu andFernald (2002), Rotemberg and Woodford (1997), Huang and Liu (2002)). The priorsfor the prie and wage duration parameters ξp and ξw both follow the Beta distributionwith the 90% probability range between 0.1 and 0.75. Under this prior distribution,the nominal ontrat durations vary, with 90% probability, between 1.1 quarters and 4quarters. This range overs the values of the frequenies of prie and wage adjustmentsused in the literature (e.g., Bils and Klenow (2004), Taylor (1999)). The priors for theindexation parameters γp and γw both follow the uniform distribution with the 90%



SOURCES OF MACROECONOMIC FLUCTUATIONS 20probability range lying between 0.05 and 0.95. In this sense, we have loose priors onthese indexation parameters, the range of whih overs those used in most studies (e.g.,Christiano, Eihenbaum, and Evans (2005), Smets and Wouters (2007), and Woodford(2003)).Finally, we disuss the oe�ients in the monetary poliy rule, inluding ρr, φπ, and
φy. The prior for the interest-rate smoothing parameter ρr follows the Beta distributionwith the 90% probability range between 0.05 and 0.948. The prior for the in�ationoe�ient φπ follows the Gamma distribution with the 90% probability range between
0.5 and 5.0. The prior for the output oe�ient φy follows the Gamma distributionwith the 90% probability range between 0.05 and 3.0. This range inludes the valuesobtained by Clarida, Galí, and Gertler (2000) and others. These prior values allowfor an indeterminay region. When the equilibrium is indeterminate, we follow Boivinand Giannoni (2006) and use the MSV solution. In our estimation, however, there ispratially little probability for the parameters to be in the indeterminate region.Our priors for the AR(1) oe�ients for the neutral and biased tehnology shoks
ρq and ρz are uniformly distributed in the [0, 1] interval. The AR(1) oe�ients for allother shoks and the MA(1) oe�ients for the prie and wage markup shoks followthe Beta distribution with the 5%-95% probability range given by [0.05, 0.948]. Theprior for the parameter ρgz follows the Gamma distribution with the 90% probabilityrange given by [0.2, 3.0]. The standard deviations of eah of the 8 shoks follow theInverse Gamma distribution with the 90% probability range given by [0.0005, 1.0]. Thisprobability range implies a more agnosti prior than Smets and Wouters (2007) andJustiniano and Primieri (2006). Suh an agnosti prior is needed to allow for possiblelarge hanges in shok varianes aross regimes, as found in Sims and Zha (2006).We have experimented with di�erent priors. In one alternative prior, we follow theliterature and make a prior on the persistene parameters in shok proesses muhtighter towards zero, suh as the Beta(1, 2) probability density. Our onlusions holdtrue for these priors as well. VI. Empirial ResultsIn this setion, we report our main empirial �ndings. We ompare in Setion VI.1the empirial �t of a variety of models nested by our general regime-swithing DSGEframework. We then report in Setion VI.2 the estimation results in our best-�t modeland highlight the di�erene of these estimates from some alternative models.



SOURCES OF MACROECONOMIC FLUCTUATIONS 21VI.1. Model Fit. The �rst set of results to disuss is measures of model �t, withthe omparison based on maximum log posterior densities adjusted by the Shwarzriterion.8 Table 1 reports Shwarz riteria for di�erent versions of our DSGE model(the olumn �Baseline�) and for models with the restrition that all the persisteneparameters in both prie markup and wage markup proesses are set to zero (theolumn �Restrited�).Table 1 shows that the model with regime shifts in shok varianes only (DSGE-2v)is the best-�t model, muh better than the onstant-parameter DSGE model (DSGE-on). The Shwarz riterion for the baseline DSGE-2v model is 5963.03, omparedto 5859.71 for the DSGE-on model. When we allow the in�ation target to swithregimes while holding the shok varianes onstant (DSGE-2), the model's �t doesnot improve upon the onstant-parameter DSGE model. When we allow both thein�ation target and shok varianes to swith regimes with the same Markov proess(i.e., regime swithing is synhronized), the model (DSGE-2v) does better than theone with regime swithing in the in�ation target alone, but it does not improve uponthe baseline DSGE-2v model with regime shifts in the shok varianes only. Whenwe relax the assumption that swithes in the shok regime and those in the in�ationtarget regime are synhronized and ompute the Shwarz riterion for the model withthe target regime and the shok regime independent of eah other (DSGE-22v), we�nd that the model's �t does not improve relative to either the DSGE-2v model withsynhronized regime shifts in the in�ation target and the shok varianes or the baselineDSGE-2v model with synhronized regime shifts in shok varianes only. We have alsoexamined the possibility of 3 shok regimes instead of 2. We �nd that the 3-regimemodel (DSGE-3v) does not improve upon the baseline 2-regime model (DSGE-2v).We have also estimated models with shok varianes following independent Markovswithing proesses. This senario approximates stohasti volatility models, whereeah shok variane has its own independent stohasti proess (Tauhen, 1986; Sims,Waggoner, and Zha, 2008). In addition, we have grouped a subset of shok varianeshaving the same Markov proesses. None of these models �ts to the data better thanour baseline DSGE-2v model. For example, when we allow regimes assoiated withthe varianes of the two tehnology shoks to be independent of the regime swithingproesses of the other shok varianes (DSGE-2v2v), we obtain a Shwarz riterion of
5958.18, whih is lower than that of the baseline DSGE-2v model (5963.03). In short,8The Shwarz riterion is similar to the Laplae approximation used by Smets and Wouters (2007).



SOURCES OF MACROECONOMIC FLUCTUATIONS 22the data favor the parsimoniously-parameterized model with shok varianes swithingregimes simultaneously.The last olumn in Table 1 shows that the model with regime hanges in shok vari-anes only ontinues to dominate all the other models, when the persistene parametersin both prie and wage markup shok proesses are restrited to zero. In partiular,the model with the target swithing regimes (DSGE-2) does not improve upon theonstant-parameter model. Of ourse, all these restrited models �t to the data muhworse than the orresponding baseline models, implying that persistent shok proessesare important in �tting the data.Finally, we have estimated a number of models with persistene parameters in othershok proesses set to zero and with habit and indexation parameters set to zero.The model with synhronized regimes in shok varianes ontinue to outperform othermodels in �tting the data.The relative performane of the alternative DSGE models in �tting the data does nothange when we look at the marginal data density (MDD). Table 2 reports the MDDfor eah of the alternative models. The table shows that the model with simultaneousregime shifts in shok varianes (DSGE-2v) is the best-�t model not only in termsof the Shwarz riterion, but also in terms of the marginal data density. In partiu-lar, the DSGE-2v model's MDD is 5832.38, muh higher than that of the DSGE-onmodel (whose MDD is 5741.24). The model with regime swithing in the in�ationtarget alone (DSGE-2) slightly outperforms the onstant parameter model, but sub-stantially under-performs the DSGE-2v model. With regime shifts in shok varianes,introduing regime shifts in the in�ation target synhronized with regime shifts inshok varianes (DSGE-2v) or allowing the in�ation target to follow a Markov swith-ing proess independent of shok regimes (DSGE-22v) does not improve the marginaldata density relative to the DSGE-2v model.9VI.2. Estimates of Strutural Parameters. We �rst disuss our best-�t model�DSGE-2v.� The model is similar to that in Smets and Wouters (2007) with six notableexeptions. First, we introdue a soure of real rigidity in the form of �rm-spei�fators, whih replaes the kinked demand urves onsidered by Smets and Wouters(2007). Seond, we introdue trend growth in the investment-spei� tehnologialhange to better apture the data, in whih the relative prie of investment goods9The good �t represented by DSGE-2v omes entirely from signi�ant shifts in shok varianes.The estimated in�ation targets are 2.18% for one regime and 1.70% for the other regime and thedi�erene between these two targets are statistially insigni�ant.



SOURCES OF MACROECONOMIC FLUCTUATIONS 23(e.g., equipment and software) has been delining for most of the postwar period,while in Smets and Wouters (2007) the investment-spei� tehnologial hanges haveno trend omponent. We use the observed time series of biased tehnologial hangesin our estimation, while Smets and Wouters (2007) treat these hanges as a latentvariable. Third, we introdue the depreiation shok that ats as a wedge in theapital-aumulation Euler equation. Fourth, the preferene shok in our model entersall intertemporal deisions, inluding hoies of the nominal bond, the apital stok,and investment, while Smets andWouters (2007) introdue a �risk-premium shok� thatenters the bond Euler equation only and does not a�et other intertemporal deisions.Fifth, in the interest rate rule, we assume that the nominal interest rate respondsto deviations of in�ation from its target and detrended output, while in Smets andWouters (2007) the interest rate rule targets in�ation, output gap, and the growth rateof output gap. Finally, we allow for heterosadastiity of strutural shoks to obtainthe aurate estimate of the role of a partiular shok in explaining maroeonomi�utuations. All these distintions may explain some of the di�erenes between ourestimated results and theirs.Tables 3 and 4 report the estimates of the model parameters. The data are informa-tive about many strutural parameters. Among the three preferene parameters, theestimate for habit persistene (b) is 0.91 with the tight error bands. The estimate for
η is 2.89, implying a Frish elastiity of 0.35 and onsistent with most miroeonomistudies. The probability interval indiates that η an be as high as 8.38. The estimatefor the subjetive disount fator β is 0.998 (the same as the value obtained by Smetsand Wouters (2007)) with the tight probability interval [0.996, 0.999].Among the tehnology parameters, the estimate for α1 (0.153) with the upper er-ror band (0.216) lose to the estimate obtained by Smets and Wouters (2007) (0.19).Beause of the onstraint α1+α2 ≤ 1, the estimate for α2 is (0.835). These posterior es-timates suggest that the data prefer a model spei�ation with (near) onstant-returnsprodution tehnology. The estimated trend growth rate for the investment-spei�tehnologial hange (λq) is 4% per annum, slightly higher than the alibrated valueobtained by Greenwood, Herowitz, and Krusell (1997) beause we inlude the datain the late 1990s until 2007 when the investment-spei� tehnologial improvementwas the fastest in the sample. The estimate for the trend growth rate of the neutraltehnologial hange (λ∗) is 0.95% per annum. There is a large amount of unertaintyabout these trend estimates as shown in the last two olumns of Table 3. The ur-vature parameter in the utilization funtion (σu) is estimated at 2.26, substantially



SOURCES OF MACROECONOMIC FLUCTUATIONS 24lower than the value obtained by Justiniano and Primieri (2006) (7.13), but higherthan the values estimated by Altig, Christiano, Eihenbaum, and Linde (2004) (2.02)and by Smets and Wouters (2007) (1.174). The error bands show a large amount ofunertainty around the estimate of this parameter. The investment adjustment ostparameter (S ′′) is estimated to be 2.0, lower than those obtained in the literature.Unlike most studies in the literature that �x the value of the apital depreiation ratea priori, we allow the depreiation rate δ to follow a stationary stohasti proess andestimate the parameter in the proess. The estimated average annum depreiation rateis 13.4%, whih is remarkably lose to the standard alibration value in the real busi-ness yle literature, but the error bands are very wide, implying the great unertaintyabout this estimate.Among the priing and wage setting parameters, the estimated average prie markup(µp) is about 1.0, whih is onsistent with the studies by Hall (1988), Basu and Fernald(1997), and Rotemberg and Woodford (1999), who argue that the pure eonomi pro�tis lose to zero. It is also similar to the estimate obtained by Altig, Christiano, Eihen-baum, and Linde (2004), but muh smaller than the value estimated by Justiniano andPrimieri (2006). Our estimate for the average wage markup (µw) is 1.06, whih is lowerthan the alibrated value (Huang and Liu, 2002) and the estimated value (Justinianoand Primieri, 2006), but is similar to the value used by Christiano, Eihenbaum, andEvans (2005). The unertainty about the wage markup parameter, judged by the .90probability bands, is muh larger than that about the prie markup parameter. Theestimated prie and wage stikiness parameters (ξp = 0.412 and ξw = 0.213) imply that,on average, prie ontrats last for less than 2 quarters and nominal wage ontratshave an even shorter duration, whih is slightly more than 1 quarter. Our estimatednominal ontrat duration is onsistent with the miroeonomi studies suh as Bilsand Klenow (2004). The estimated dynami indexation is unimportant for prie set-ting (γp = 0.178) but very important for nominal wage setting (γw = 1.0). The .90probability intervals indiate that while the prie indexation is tightly estimated, theunertainty about the nominal wage indexation is extremely large.As shown in Tables 3, the estimated wage stikiness parameter lies below the lowerbound of the .90 probability interval. This phenomenon ours beause the posteriordistribution around the mode for this parameter is on the thin ridge and beause thereare many loal peaks that give a signi�ant probability to regions ontaining the valuesabove the estimated wage stikiness parameter. While it is impossible to graph thisphenomenon in a high dimensional parameter spae like ours, we display in Figure 1



SOURCES OF MACROECONOMIC FLUCTUATIONS 25the joint distribution of the wage stikiness parameter and the average wage markupparameter after integrating out all other parameters. As one an see, the multipleloal peaks give muh of the probability to the values of the wage stikiness param-eters greater than the estimate at the posterior mode. Beause the two-dimensionaldistribution displayed in Figure 1 integrates out all other parameters, the distributionis already skewed toward the values of the wage stikiness parameters greater than 0.2.Nonetheless, the piture demonstrates learly the nature of thin ridges and multipleloal peaks inherent in the posterior distribution.The estimates of poliy parameters suggest that interest-rate smoothing is important;the estimate of ρr is 0.82 with a narrow probability interval. The poliy responseto deviations of in�ation from its target in the interest rule (φπ) is 1.655 with thelower probability bound still signi�antly above 1.0. Poliy does not respond muh todetrended output and the parameter (φy) is tightly estimated. The in�ation target(π∗) is estimated at 2.28% per annum.The estimated results for shok proesses are reported in Table 4. The AR(1) o-e�ients for all shoks exept the preferene shok (ρa) are above 0.9, although thelower probability bounds for some oe�ients are substantially below (0.9). The pref-erene shok is almost i.i.d.. The MA(1) oe�ients in the prie markup and wagemarkup proesses (φp and φw) are both sizable. The estimates are 0.698 and 0.749 andthe orresponding .90 probability intervals support these high values. The governmentspending shok responds to the neutral tehnology shok; the response oe�ient (ρgz)is 0.894 with a wide probability interval. Although the prior distributions for all theshok varianes are the same, the posterior estimates are very disperse. The depre-iation shok (σd) and the wage markup shok (σw) have the largest varianes; themonetary poliy shok (σr) and the two types of tehnology shoks (σz and σq) havethe smallest varianes. The .90 probability intervals indiate that the marginal poste-rior distribution of a shok variane is skewed to the right. This shape is expeted asthe variane is bounded below by zero below and has no upward bound.As shown in Table 4, the estimated shok varianes in the seond regime are sub-stantially smaller than those in the �rst regime. The estimated transition probabilitiesare summarized by the matrix
Q̂ =

[

0.8072 0.0598

0.1928 0.9402

]

, (49)where the elements in eah olumn sum to one. The seond regime (i.e., the regimewith low shok varianes) is more persistent and, as shown in Figure 2, overs most



SOURCES OF MACROECONOMIC FLUCTUATIONS 26of the period sine Greenspan beame Chairman of the Federal Reserve Board. Thisresult is even stronger when one take into aount the error bands, where the lowerbound of q22 is higher than the upper bound of q11.Figure 3 plots the marginal posterior distribution of some key parameters. The loalpeaks shown in the marginal distribution of the in�ation target are the diret outomeof the integrated e�et of the non-Gaussian joint posterior distribution of all parametersthat has thin ridges and multiple peaks. Most of the probability, however, onentratesbetween 2% and 4%. The marginal distribution of the response oe�ient to in�ation inthe Taylor indiates that there is pratially no probability for indeterminate equilibriafor our model.The marginal distribution of the prie-stikiness parameter implies that the prierigidity is muh smaller than what is obtained in the previous literature. The posteriormode is near the lower tail of the marginal distribution. The joint distribution, asillustrated in Figure 1, has a thin ridge and many loal peaks. After integrating outall other parameters, the marginal distribution of the wage-stikiness parameter showsa loal peak around 0.7. The majority of the probability, however, lies below the value
0.6.There are two reasons why we obtain estimates that imply shorter durations of prieand wage ontrats than those obtained in the literature suh as Altig, Christiano,Eihenbaum, and Linde (2004) and Smets and Wouters (2007). First, our estimatessuggest that the prie markup is very small, implying that the demand urve for dif-ferentiated goods is very �at. Thus, a small inrease in the relative prie an lead tolarge delines in relative output demand. Even if �rms an re-optimize their priingdeisions very frequently, they hoose not to adjust their relative pries too muh. Inthis sense, the small average markup and thus the large demand elastiity beome asoure of strategi omplementarity in �rms' priing deisions. Seond, unlike Altig,Christiano, Eihenbaum, and Linde (2004) who use a minimum-distane estimator thatmathes the model's impulse responses to those in the data, we use full-informationmaximum likelihood estimation. This di�erene is important beause Altig, Chris-tiano, Eihenbaum, and Linde (2004) �nd that, while a shok to neutral tehnologyleads to rapid adjustments in pries, a shok to monetary poliy leads to small andgradual prie adjustments. Under their estimation approah, mathing the impulseresponses following the monetary poliy shok is important so that prie adjustmentshave to be small and gradual. Our estimation approah di�ers from theirs and we �ndthat the most important shoks are those to neutral tehnology, apital depreiation,



SOURCES OF MACROECONOMIC FLUCTUATIONS 27and wage markup, all of whih lead to rapid adjustments in pries. Consequently, ourestimated durations of nominal ontrats are shorter than those in the literature.The last row of Figure 3 displays the marginal posterior distributions of the invest-ment tehnology trend and the wage indexation. The distribution of the investmenttehnology trend puts a signi�ant amount of probability around 4%, onsistent withthe data on the relative prie of investment. The distribution of the wage indexa-tion parameter is most interesting. While the estimate is at 1.0, there is onsiderableunertainty around the wage indexation parameter so that the estimate of 1.0 is veryimpreise. This result implies that our estimation does not neessarily support a strongwage indexation. VII. Eonomi ImpliationsWe now disuss the eonomi impliations of our best-�t model. We �rst examine,in Setion VII.1, the role of the various shoks in driving maroeonomi �utuationsthrough variane deompositions. We then present, in Setion VII.2, impulse responsesof several key aggregate variables to eah of the shoks that we identify as importantfor maroeonomi �utuations. Finally, we provide some eonomi interpretations ofthe key soures of shoks and in partiular, the apital depreiation shok.VII.1. Variane deompositions. Tables 5 and 6 report variane deompositions inforeast errors of output, investment, hours, the real wage, and in�ation under thetwo shok regimes at di�erent foreasting horizons for our best-�t model. As we havedisussed in Setion VI.2, the wage markup shok and the depreiation shok have thelargest varianes among all eight strutural shoks. The neutral tehnology shok isof onsiderable interest beause of the debate in the reent literature on its dynamie�ets on the labor market variables (e.g., Galí (1999), Christiano, Eihenbaum, andVigfusson (2003), Uhlig (2004), and Liu and Phaneuf (2007)).As we an see, apital depreiation shoks, neutral tehnology shoks, and wagemarkup shoks play an important role in driving business yle �utuations underboth regimes. Taken together, these three types of shoks aount for 70 − 80% ofthe �utuations in output, investment, hours, and in�ation under eah regime for theforeast horizons beyond eight quarters. Monetary poliy shok aounts for a sizablefration of in�ation �utuations under the �rst regime but otherwise it is unimportant.The prie markup shok ontributes to about 15 − 30% of the real wage �utuationsunder both regimes. It is also somewhat important for in�ation �utuations under theseond regime. The remaining three shoks, inluding the government spending shok,



SOURCES OF MACROECONOMIC FLUCTUATIONS 28the preferene shok, and the biased tehnology shok are unimportant in explainingmaroeonomi �utuations.VII.2. Impulse responses. To gain intuition about the model's transmission meh-anisms, we analyze impulse responses of seleted variables following some of the stru-tural shoks. In partiular, we fous on the dynami e�ets of a wage markup shok,a neutral tehnology shok, and a depreiation shok on output, investment, the realwage, the in�ation rate, hours, and the nominal interest rate. These shoks, as we dis-uss in the previous setion, are the most important driving soures of maroeonomi�utuations. Sine the impulse responses display the same patterns for both shokregimes exept the saling e�et, we report the impulse responses only for the seondregime.Figure 4 displays the impulse responses following a one-standard-deviation shokto the apital depreiation rate. The inrease in the depreiation rate redues thevalue of apital aumulation and raises utilization and the rental prie of apital;thus investment falls. Sine the expeted stok of apital wealth delines, the negativewealth e�et leads to a fall in onsumption as well. Consequently, aggregate outputfalls. The deline in output leads to a deline in hours. The deline in hours and inonsumption lowers the marginal rate of substitution between labor and onsumption,so that the households' desired wage falls. Thus, the equilibrium real wage delinesas well. The fall in the real wage redues the �rms' marginal ost so that in�ationdelines. Through the Taylor rule, the nominal interest rate delines as well. As the
.90 probability error bands show, all the responses are statistially signi�ant.Figure 5 reports the impulse responses following a one-standard-deviation shok tothe investment-spei� tehnology. The biased shok raises the e�ieny of investment,investment goods today beome heaper, and urrent onsumption beomes more ex-pensive. This type of shok, unlike the depreiation shok or the neutral tehnologyshok, shifts resoures from onsumption to investment. Consequently, investmentrises and onsumption delines. Hours delines initially due to the ostly adjustmentin investment as well as the habit formation. After the seond quarter, the inrease indemand for investment gradually leads to a rise in hours and the real wage. The risein labor hours helps produe more output. Utilization and the rental prie of apitalrise as well. All the responses are well estimated, judged by the .90 probability errorbands. In ontrast to the responses to the depreiation shok, the biased tehnologyshok generates opposite movements in output and onsumption in the short run and



SOURCES OF MACROECONOMIC FLUCTUATIONS 29onsequently its impat on the maroeonomy is muh smaller (by omparing the salesin Figure 4 and those in Figure 5).Both the apital depreiation shok and the investment-spei� tehnology shokenter the intertemporal apital aumulation deision. But we �nd that this biasedtehnology shok is muh less important for maroeonomi �utuations than the de-preiation shok. This �nding is di�erent from that in Justiniano, Primieri, and Tam-balotti (2008), mainly beause we use diret observations on the biased tehnologyshok in our estimation while they do not.Figure 6 displays the impulse responses following a one-standard-deviation shok tothe neutral tehnology (i.e., the total fator produtivity, or TFP). The positive neutraltehnology shok raises output, onsumption, investment, utilization of apital, and thereal wage. All these responses are statistially signi�ant for the most part. The shokshould lower in�ation and, through the Taylor rule, the nominal interest rate. But theerror bands are wide so that the estimates are insigni�ant.The neutral tehnology shok leads to a statistially signi�ant deline in hoursworked. The deline in hours here, however, is not a diret onsequene of priestikiness. Even with muh more frequent prie adjustments, we �nd that the positiveneutral tehnology shok leads to a deline in hours (not reported). Instead, theinvestment adjustment ost (as well as the habit formation to a less extent) plays animportant role in generating the deline in hours. If the investment adjustment ostparameter is small, we �nd that the model generates an inrease in hours followingthe neutral tehnology shok (not reported), regardless of whether pries are stiky ornot. Thus, our �nding does not support the view that the ontrationary e�et of aneutral tehnology shok arises from the prie stikiness. It is onsistent with Franisand Ramey (2005), who argue that a real business yle model with habit persisteneand investment adjustment ost an generate a deline in hours following a positiveneutral tehnology shok.Figure 7 reports the impulse responses following a one-standard-deviation shok tothe wage markup. An inrease in the wage markup raises the households' desired realwage. The households who an adjust their nominal wage raise their nominal wage.The inrease in the nominal wage raises the �rms' marginal ost so that in�ation risesand real aggregate demand falls. It follows that aggregate output, investment, andhours deline. Consequently, the rental prie of apital and utilization rise. Throughthe interest-rate rule, the rise in in�ation leads to an inrease in the nominal interestrate. All these responses are statistially signi�ant.



SOURCES OF MACROECONOMIC FLUCTUATIONS 30VII.3. What is a shok to apital depreiation? The variane deompositionsindiate that the TFP shok, the wage markup shok, and the depreiation shok arethe most important soures of maroeonomi �utuations. The TFP shok and thewage markup shok should be familiar to many researhers, but the apital depreiationshok is new. Given its importane in aounting for the maroeonomi �utuationsin our model, it is useful to provide eonomi interpretations of the depreiation shok.Like the TFP shok or any other shoks in this lass of models, the depreiationshok is of redued form that aptures some �deeper� soures of disturbanes and pos-sibly miroeonomi fritions that distort intertemporal apital aumulation deisions.Greenwood, Herowitz, and Krusell (1997) draw a mapping between investment-spei�tehnologial hanges and eonomi depreiation (as opposed to physial depreiation)of apital. They note that the eonomi depreiation rate rises when the equipmentprie relative to the onsumption prie is expeted to deline in the future. As theequipment prie is expeted to fall, existing apital is worth less and investors haveinentive to postpone investment to future periods, leading to a ontration in urrenteonomi ativity, as does our depreiation shok.Our depreiation shok also losely resembles the apital quality shok in Justiniano,Primieri, and Tambalotti (2008) and Gertler and Kiyotaki (2010), who interpret theirapital quality shok as representing some exogenous hanges in the value of apital.One possible miroeonomi interpretation is that a large number of goods are produedusing good-spei� apital. In eah period, as a fration of goods beomes obsoleterandomly, the apital used for produing those obsolete goods beomes worthless. Inaggregate, the law of motion for apital would feature a depreiation shok or similarlya apital quality shok to re�et the eonomi obsolesene of apital.Thus, we view the depreiation shok as a stand in for eonomi obsolesene ofapital. Unlike other intertemporal wedges suh as the investment-spei� tehnologyshok (or biased tehnology shok), the depreiation shok in our model generatespositive omovement between onsumption, investment, hours, and the real wage. Ourempirial results in general suggest that the depreiation shok, along with the standardTFP shok and wage markup shok, is an important driving soure of business yle�utuations in the U.S. eonomy.VIII. ConlusionWe have studied a variety of fairly large DSGE models within a uni�ed framework toreexamine the soures of observed maroeonomi �utuations in the post-WWII U.S.



SOURCES OF MACROECONOMIC FLUCTUATIONS 31eonomy. Our eonometri estimation suggests that heterosedastiity in shok distur-banes are important and that hanges in shok varianes take plae simultaneouslyrather than independently. Three types of shoks stand out as the most importantsoures of maroeonomi volatilities: a depreiation shok that funtions as an in-tertemporal wedge in apital aumulation, a total fator produtivity shok that atsas an e�ieny wedge, and a wage markup shok that serves as an intratemporal laborsupply wedge. We do not �nd evidene of hanges in the in�ation target, nor do we�nd support for strong nominal rigidities in pries and nominal wages. These �ndingsare robust aross a large set of regime-swithing models.Appendix A. Detailed Data DesriptionAll data are either taken diretly from the Haver Analytis Database or onstrutedby Patrik Higgins at the Federal Reserve Bank of Atlanta. The onstrution methodsdeveloped or used by Patrik Higgins, available on request, will be brie�y desribedbelow.The model estimation is based on quarterly time-series observations on 8 U.S. aggre-gate variables during the sample period 1959:Q1�2007:Q4. The 8 variables are real perapita GDP (Y Data
t ), real per apita onsumption (CData

t ), real per apita investment(IDatat ) in apital goods, real wage (wData
t ), the quarterly GDP-de�ator in�ation rate(πDatat ), per apita hours (LData

t ), the federal funds rate (FFRData
t ), and the inverse ofthe relative prie of investment (QData

t ).These series are derived from the original data in the Haver Analytis Database(with the relevant data odes provided) or from the onstruted data.
• Y Data

t = GDPHPOP25-64 .
• CData

t = (CN�USECON + CS�USECON)∗100/JGDPPOP25-64 .
• IDatat = (CD�USECON + F�USECON)∗100/JGDPPOP25-64 .
• wData

t = LXNFC�USECON/100JGDP .
• πDatat = JGDPtJGDPt−1

.
• LData

t = LXNFH�USECONPOP25-64 .
• FFRData

t = FFED�USECON
400

.
• QData

t = JGDPTornPrieInv4707CV .The original data, the onstruted data, and their soures are desribed as follows.POP25-64: ivilian noninstitutional population with ages 25-64 by eliminatingbreaks in population from 10-year ensuses and post 2000 Amerian CommunitySurveys using �error of losure� method. This fairly simple method was used by



SOURCES OF MACROECONOMIC FLUCTUATIONS 32the Census Bureau to get a smooth population monthly population series. Thissmooth series redues the unusual in�uene of drasti demographi hanges.GDPH: real gross domesti produt (2000 dollars). Soure: BEA.CN�USECON: nominal personal onsumption expenditures: nondurable goods.Soure: BEACS�USECON: nominal onsumption expenditures: servies. Soure: BEA.CD�USECON: nominal personal onsumption expenditures: durable goods.Soure: BEA.F�USECON: nominal private �xed investment. Soure: BEA.JGDP: gross domesti produt: hain prie index (2000=100). Soure: BEA.LXNFC�USECON: nonfarm business setor: ompensation per hour (1992=100).Soure: BLS.LXNFH�USECON: nonfarm business setor: hours of all persons (1992=100).Soure: BLS.FFED�USECON: annualized federal funds e�etive rate. Soure: FRB.TornPrieInv4707CV: investment de�ator. The Tornquist proedure is usedto onstrut this de�ator as a weighted aggregate index from the four quality-adjusted prie indexes: private nonresidential strutures investment, privateresidential investment, private nonresidential equipment & software investment,and personal onsumption expenditures on durable goods. Eah prie index is aweighted one from a number of individual prie series within this ategories. Foreah individual prie series from 1947 to 1983, we use Gordon (1990)'s quality-adjusted prie index. Following Cummins and Violante (2002), we estimate aneonometri model of Gordon's prie series as a funtion of a time trend and afew NIPA indiators (inluding the urrent and lagged values of the orrespond-ing NIPA prie series); the estimated oe�ients are then used to extrapolatethe quality-adjusted prie index for eah individual prie series for the samplefrom 1984 to 2007. These onstruted prie series are annual. Denton (1971)'smethod is used to interpolate these annual series on a quarterly frequeny. TheTornquist proedure is then used to onstrut eah quality-adjusted prie indexfrom the appropriate interpolated quarterly prie series.



SOURCES OF MACROECONOMIC FLUCTUATIONS 33Table 1. Shwarz Criterion for the Set of DSGE ModelsModel Baseline RestritedDSGE-on 5859.71 5811.14DSGE-2v 5963.03 5920.01DSGE-2 5853.13 5805.27DSGE-2v 5960.71 5907.00DSGE-22v 5958.78 5913.85DSGE-2v2v 5958.18 5912.22DSGE-3v 5950.73 5926.91Note: Column 1 lists the models studied: the DSGE model with all parameters thatare onstant aross time (DSGE-on), the DSGE model with two regimes in shokvarianes (DSGE-2v), the DSGE model with two regimes in the in�ation target only(DSGE-2), the DSGE model with two ommon regimes for both shok varianes andthe in�ation target (DSGE-2v), and the DSGE model with two independent Markovproesses, one ontrolling two regimes in shok varianes and the other ontrollingtwo regimes in the in�ation target (DSGE-22v), the DSGE model with twoindependent Markov proesses, one ontrolling two regimes in varianes of twotehnology shoks and the other ontrolling two regimes in varianes of all the othershoks (DSGE-2v2v), and the DSGE model with three regimes in shok varianes(DSGE-3v). Column 2 reports the posterior densities at the posterior mode, adjustedby Shwarz riterion. Column 3 displays the posterior densities evaluated at theposterior modes for models with the persistene parameters in both the prie andwage markup proesses set to zero.Table 2. Comprehensive Measures of Model FitsModel Marginal Data DensityDSGE-on 5741.24DSGE-2v 5832.38DSGE-2 5739.32DSGE-2v 5832.60DSGE-22v 5830.84DSGE-2v2v 5826.95DSGE-3v 5813.91



SOURCES OF MACROECONOMIC FLUCTUATIONS 34Table 3. Prior and Posterior Distributions of Strutural Parameters forthe model �DSGE-2v.� Prior PosteriorParameter Distribution 5% 95% Mode 5% 95%

b Beta 0.05 0.948 0.907 0.8898 0.9533

α1 Beta 0.15 0.35 0.163 0.1701 0.2162

α2 Beta 0.35 0.75 0.835 0.7348 0.8101

η Gamma 0.2 10.0 2.888 2.7151 8.3848

100(λq − 1) Gamma 0.1 1.5 1.000 0.7663 1.5001

100(λ∗ − 1) Gamma 0.1 1.5 0.237 0.0876 0.4414

100 (β−1 − 1) Beta 0.2 4.0 0.175 0.0518 0.3915

σu Gamma 0.5 3.0 2.263 1.3343 5.5196

S ′′ Gamma 0.5 5.0 2.000 1.2086 3.6145

µp − 1 Gamma 0.01 0.50 0.000 0.0001 0.0032

µw − 1 Gamma 0.01 0.50 0.060 0.0166 0.4151

4δ Beta 0.05 0.2 0.134 0.0956 0.5928

ξp Beta 0.1 0.75 0.412 0.2312 0.6202

γp Beta 0.05 0.95 0.178 0.0261 0.3390

ξw Beta 0.1 0.75 0.213 0.2482 0.6779

γw Beta 0.05 0.95 1.000 0.2275 0.9724

ρr Beta 0.05 0.948 0.816 0.7923 0.8726

φπ Gamma 0.5 5.0 1.655 1.4119 2.2899

φy Gamma 0.05 3.0 0.043 0.0241 0.1168

400 logπ∗ Gamma 1.0 8.0 2.283 1.2228 6.1118Note: �5%� and �95%� demarate the bounds of the 90% probability interval.�DSGE-2v� denotes the model with two regimes in shok varianes.



SOURCES OF MACROECONOMIC FLUCTUATIONS 35Table 4. Prior and Posterior Distributions of Shok Parameters for themodel �DSGE-2v.� Prior PosteriorParameter Distribution 5% 95% Mode 5% 95%

ρp Beta 0.05 0.948 0.949 0.8524 0.9642

φp Beta 0.05 0.948 0.698 0.5009 0.8439

ρw Beta 0.05 0.948 0.999 0.8047 0.9973

φw Beta 0.05 0.948 0.749 0.6597 0.9307

ρgz Gamma 0.2 3.0 0.894 0.4555 1.3748

ρa Beta 0.05 0.948 0.107 0.0471 0.4010

ρq Beta 0.05 0.95 0.994 0.9875 0.9973

ρz Beta 0.05 0.95 0.992 0.9832 0.9984

ρd Beta 0.05 0.948 0.934 0.9172 0.9820

σr(1) Inverse Gamma 0.0005 1.0 0.004 0.0038 0.0066

σr(2) Inverse Gamma 0.0005 1.0 0.001 0.0012 0.0016

σp(1) Inverse Gamma 0.0005 1.0 0.039 0.0312 0.1426

σp(2) Inverse Gamma 0.0005 1.0 0.028 0.0211 0.0819

σw(1) Inverse Gamma 0.0005 1.0 0.255 0.2708 2.9007

σw(2) Inverse Gamma 0.0005 1.0 0.144 0.1452 1.6253

σg(1) Inverse Gamma 0.0005 1.0 0.041 0.0332 0.0566

σg(2) Inverse Gamma 0.0005 1.0 0.021 0.0192 0.0247

σz(1) Inverse Gamma 0.0005 1.0 0.010 0.0099 0.0167

σz(2) Inverse Gamma 0.0005 1.0 0.006 0.0064 0.0083

σa(1) Inverse Gamma 0.0005 1.0 0.043 0.0375 0.1371

σa(2) Inverse Gamma 0.0005 1.0 0.037 0.0337 0.0819

σq(1) Inverse Gamma 0.0005 1.0 0.007 0.0064 0.0109

σq(2) Inverse Gamma 0.0005 1.0 0.002 0.0026 0.0034

σd(1) Inverse Gamma 0.0005 1.0 0.193 0.1442 1.0925

σd(2) Inverse Gamma 0.0005 1.0 0.099 0.0702 0.4989

q11 Dirihlet 0.589 0.991 0.807 0.6045 0.8749

q22 Dirihlet 0.589 0.991 0.940 0.9063 0.9769Note: �5%� and �95%� demarate the bounds of the 90% probability interval.�DSGE-2v� denotes the model with two regimes in shok varianes.



SOURCES OF MACROECONOMIC FLUCTUATIONS 36Table 5. Foreast Error Variane Deomposition: Regime IHorizon MP PM WM GS Nteh Pref Bteh DepOutput4Q 5.1443 4.1486 21.7621 12.8076 21.7050 1.4694 0.2106 32.75258Q 2.6618 4.1472 36.6626 6.3157 23.4311 0.5821 0.3289 25.870716Q 1.2227 2.9278 49.3857 3.4905 25.7249 0.2658 0.3942 16.588520Q 0.9756 2.5166 52.4044 2.9881 26.1211 0.2121 0.4119 14.3702Investment4Q 8.2082 5.7979 14.4682 0.7438 4.7909 0.5182 1.5667 63.90618Q 4.6292 6.2905 22.8817 1.1375 7.1533 0.7034 2.2140 54.990416Q 3.2021 5.9545 30.5410 1.2310 10.2411 0.6839 3.6330 44.513420Q 3.0318 5.7789 32.0371 1.1764 11.1034 0.6478 4.2787 41.9460Hours4Q 6.2409 4.6560 33.5268 18.7046 3.9659 2.0046 0.0815 30.81988Q 3.4031 4.8188 58.8519 10.9127 1.8040 0.9368 0.1388 19.133916Q 1.7212 3.0812 76.6957 6.8522 0.9926 0.4698 0.1114 10.076120Q 1.3929 2.5430 79.8568 6.0511 0.8162 0.3841 0.0938 8.8619Real wage4Q 6.2726 14.9794 24.5772 0.2213 34.1127 1.1717 0.2982 18.36688Q 5.6839 19.8200 12.8581 0.1161 31.7275 0.5643 0.2978 28.932116Q 3.3235 20.6873 6.9996 0.1603 36.8344 0.3290 0.3967 31.269120Q 2.8272 19.7771 5.9603 0.1726 39.2705 0.2857 0.4580 31.2486In�ation4Q 17.1586 11.2160 34.3253 1.1835 0.1755 1.1923 0.5994 34.14938Q 17.1334 9.3782 36.9222 1.1124 0.1509 1.0689 0.7772 33.456816Q 14.3407 7.9953 40.9412 0.9402 0.1589 0.9094 0.7557 33.958520Q 12.8011 7.2902 42.2714 0.8484 0.2053 0.8251 0.6802 35.0783Note: Columns 2− 9 orrespond to the shoks: the monetary poliy shok (MP), theprie markup shok (PM), the wage markup shok (WM), the government spendingshok (GS), the neutral tehnology shok (Nteh), the preferene shok (Pref), thebiased tehnology shok (Bteh), and the depreiation shok (Dep).



SOURCES OF MACROECONOMIC FLUCTUATIONS 37Table 6. Foreast Error Variane Deomposition: Regime IIHorizon MP PM WM GS Nteh Pref Bteh DepOutput4Q 1.4623 6.8572 22.2957 10.9572 27.1732 3.5101 0.0921 27.65228Q 0.7325 6.6368 36.3663 5.2312 28.4007 1.3462 0.1392 21.147016Q 0.3285 4.5746 47.8282 2.8228 30.4437 0.6002 0.1629 13.239020Q 0.2611 3.9167 50.5532 2.4070 30.7917 0.4770 0.1696 11.4238Investment4Q 2.6142 10.7376 16.6082 0.7130 6.7202 1.3870 0.7675 60.45248Q 1.3975 11.0425 24.8966 1.0335 9.5109 1.7845 1.0280 49.306516Q 0.9411 10.1760 32.3509 1.0888 13.2559 1.6891 1.6423 38.855920Q 0.8887 9.8499 33.8462 1.0379 14.3342 1.5957 1.9291 36.5185Hours4Q 1.8550 8.0476 35.9182 16.7333 5.1919 5.0074 0.0373 27.20938Q 0.9744 8.0232 60.7354 9.4043 2.2750 2.2543 0.0611 16.272416Q 0.4847 5.0454 77.8436 5.8075 1.2310 1.1118 0.0482 8.427720Q 0.3918 4.1596 80.9619 5.1229 1.0112 0.9081 0.0406 7.4039Real wage4Q 1.5771 21.9006 22.2722 0.1675 37.7754 2.4758 0.1153 13.71618Q 1.4263 28.9214 11.6296 0.0877 35.0659 1.1900 0.1150 21.564116Q 0.8150 29.4979 6.1863 0.1183 39.7808 0.6781 0.1496 22.774020Q 0.6917 28.1379 5.2561 0.1271 42.3184 0.5875 0.1724 22.7089In�ation4Q 5.3155 20.2044 38.3260 1.1035 0.2395 3.1041 0.2856 31.42148Q 5.3827 17.1324 41.8078 1.0518 0.2089 2.8220 0.3755 31.218916Q 4.4593 14.4569 45.8850 0.8799 0.2176 2.3764 0.3614 31.363420Q 3.9610 13.1172 47.1437 0.7901 0.2798 2.1456 0.3237 32.2388
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TECHNICAL APPENDIX
SOURCES OF MACROECONOMIC FLUCTUATIONS: A

REGIME-SWITCHING DSGE APPROACH
(NOT INTENDED FOR PUBLICATION)

ZHENG LIU, DANIEL F. WAGGONER, AND TAO ZHA

In this appendix, we derive the optimizing decisions, describe the stationary equilib-

rium, and derive the log-linearized equilibrium conditions in the paper entitled “Sources

of Macroeconomic Fluctuations: A Regime-Switching DSGE Approach” by Liu, Wag-

goner, and Zha.

I. The optimizing decisions

I.1. Households’ optimizing decisions. Each household chooses consumption, in-

vestment, new capital stock, capacity utilization, and next-period bond to solve the

following utility maximizing problem:

Max{Ct,It,Kt,ut,Bt+1} E

∞
∑

t=0

βtAt

{

log(Ct − bCt−1) −
ψ

1 + η
Ldt+i(h)

1+η

}

(1)

subject to

P̄tCt+
P̄t
Qt

(It+a(ut)Kt−1)+EtDt,t+1Bt+1 ≤Wt(h)L
d
t (h)+P̄trktutKt−1+Πt+Bt+Tt, (2)

Kt = (1 − δt)Kt−1 +

[

1 − S

(

It
It−1

)]

It, (3)
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TECHNICAL APPENDIX 2

Denote by µt the Lagrangian multiplier for the budget constraint (2) and by µkt the

Lagrangian multiplier for the capital accumulation equation (3). The first order con-

ditions for the utility-maximizing problem are given by

AtUct = µtP̄t, (4)

Dt,t+1 = β
µt+1

µt
, (5)

µtP̄t
Qt

= µkt {1 − S(λIt) − S ′(λIt)λIt} + βEtµk,t+1S
′(λI,t+1)(λI,t+1)

2 (6)

µkt = βEt

[

µk,t+1(1 − δt+1) + µt+1P̄t+1rk,t+1ut+1 −
µt+1P̄t+1

Qt+1
a(ut+1)

]

, (7)

rkt =
a′(ut)

Qt

, (8)

where λIt ≡ It/It−1.

Let qkt ≡ Qt
µkt

µtP̄t
denote the shadow price of capital stock (in units of investment

goods). Then, (4) and (6) imply that

1

Qt

=
qkt
Qt

{1 − S(λIt) − S ′(λIt)λIt} + βEt

qk,t+1

Qt+1

At+1Uc,t+1

AtUct
S ′(λI,t+1)(λI,t+1)

2. (9)

Thus, in the absence of adjustment cost or in the steady-state equilibrium where

S(λI) = S ′(λI) = 0, we have qkt = 1. One can interpret qkt as Tobin’s Q.

By eliminating the Lagrangian multipliers µt and µkt, the capital Euler equation (7)

can be rewritten as

qkt
Qt

= βEt

At+1Uc,t+1

AtUct

[

(1 − δt+1)
qk,t+1

Qt+1
+ rk,t+1ut+1 −

a(ut+1)

Qt+1

]

. (10)

The cost of acquiring a marginal unit of capital is qkt/Qt today (in consumption unit).

The benefit of having this extra unit of capital consists of the expected discounted

future resale value and the rental value net of utilization cost.

By eliminating the Lagrangian multiplier µt, the first-order condition with respect

to bond holding can be written as

Dt,t+1 = β
At+1Uc,t+1

AtUct

P̄t
P̄t+1

. (11)

Denote by Rt = [EtDt,t+1]
−1 the interest rate for a one-period risk-free nominal bond.

Then we have
1

Rt

= βEt

[

At+1Uc,t+1

AtUct

P̄t
P̄t+1

]

. (12)

In each period t, a fraction ξw of households re-optimize their nominal wage setting

decisions. Those households who can re-optimize wage setting chooses the nominal
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wage Wt(h) to maximize

Et

∞
∑

i=0

βiξiwAt+i[log(Ct+i − bCt+i−1) −
ψ

1 + η
Ldt+i(h)

1+η] + (13)

µt+i[Wt(h)χ
w
t,t+iL

d
t+i(h) +mt+i], (14)

where the labor demand schedule is given by

Ldt+i(h) =

(

Wt(h)χ
w
t,t+i

W̄t+i

)−θwt

Lt+i, θwt =
µwt

µwt − 1
, (15)

the term mt is given by

mt = P̄trktutKt−1 + Πt +Bt + Tt − P̄tCt −
P̄t
Qt

(It + a(ut)Kt−1) − EtDt,t+1Bt+1,

and the term χwt,t+i is given by

χwt,t+i ≡

{

Πi
k=1π

γw

t+k−1π
1−γwλ∗t,t+i if i ≥ 1

1 if i = 0,
(16)

where λ∗t,t+i ≡
λ∗t+i

λ∗t
.

The first-order condition for the wage-setting problem is given by

Et

∞
∑

i=0

(βξw)i
{

−At+iψL
d
t+i(h)

η ∂L
d
t+i(h)

∂Wt(h)
+ µt+i(1 − θw,t+i)χ

w
t,t+iL

d
t+i(h)

}

= 0, (17)

where

∂Ldt+i(h)

∂Wt(h)
= −θw,t+i

Ldt+i(h)

Wt(h)
= −

µw,t+i
µw,t+i − 1

Ldt+i(h)

Wt(h)
.

Factoring out the common terms and rearranging, we obtain

Et

∞
∑

i=0

(βξw)i
µt+i
µt

Ldt+i(h)
1

µw,t+i − 1

{

µw,t+i
ψAt+iL

d
t+i(h)

η

µt+i
− χwt,t+iWt(h)

}

= 0.

Let MRSt(h) ≡
ψAtL

d
t (h)η

µt
denote the marginal rate of substitution between leisure and

income. Then, using (11), we can rewrite the first-order condition for wage setting as

Et

∞
∑

i=0

ξiwDt,t+iL
d
t+i(h)

1

µw,t+i − 1

{

µw,t+iMRSt+i(h) − χwt,t+iWt(h)
}

= 0. (18)
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I.2. Firms’ optimizing decisions. Pricing decisions are staggered across firms. In

each period, a fraction ξp of firms can re-optimize their pricing decisions and the other

fraction 1 − ξp of firms mechanically update their prices according to the rule

Pt(j) = π
γp

t−1π
1−γpPt−1(j), (19)

If a firm can re-optimize, it chooses Pt(j) to solve

MaxPt(j) Et

∞
∑

i=0

ξipDt,t+i[Pt(j)χ
p
t,t+iY

d
t+i(j) − Vt+i(j)], (20)

subject to

Y d
t+i(j) =

(

Pt(j)χ
p
t,t+i

P̄t+i

)−
µp,t+i

µp,t+i−1

Yt+i, (21)

where Vt+i(j) is the cost function and the term χpt,t+i comes from the price-updating

rule (19) and is given by

χpt,t+i =

{

Πi
k=1π

γp

t+k−1π
1−γp if i ≥ 1

1 if i = 0.
(22)

The first order condition for the profit-maximizing problem yields the optimal pricing

rule

Et

∞
∑

i=0

ξipDt,t+iY
d
t+i(j)

1

µp,t+i − 1

[

µp,t+iΦt+i(j) − Pt(j)χ
p
t,t+i

]

= 0, (23)

where Φt+i(j) = ∂Vt+i(j)/∂Y
d
t+i(j) denotes the marginal cost function. In the absence

of markup shocks, µpt would be a constant and (23) implies that the optimal price is

a markup over an average of the marginal costs for the periods in which the price will

remain effective. Clearly, if ξp = 0 for all t, that is, if prices are perfectly flexible, then

the optimal price would be a markup over the contemporaneous marginal cost.

Cost-minimizing implies that the marginal cost function is given by

Φt(j) =

[

α̃(P̄trkt)
α1

(

W̄t

Zt

)α2
]

1

α1+α2

Yt(j)
1

α1+α2
−1
, (24)

where α̃ ≡ α−α1

1 α−α2

2 and rkt denotes the real rental rate of capital input. The condi-

tional factor demand functions are given by

W̄t = Φt(j)α2
Yt(j)

Lft (j)
, (25)

P̄trkt = Φt(j)α1
Yt(j)

Kf
t (j)

. (26)
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It follows that

W̄t

P̄trkt
=
α2

α1

Kf
t (j)

Lft (j)
, ∀j ∈ [0, 1]. (27)

I.3. Market clearing. In equilibrium, markets for bond, composite labor, capital

stock, and composite goods all clear. Bond market clearing implies that Bt = 0 for all

t. Labor market clearing implies that
∫ 1

0
Lft (j)dj = Lt. Capital market clearing implies

that
∫ 1

0
Kf
t (j)dj = utKt−1. Composite goods market clearing implies that

Ct +
1

Qt

[It + a(ut)Kt−1] +Gt = Yt, (28)

where aggregate output is related to aggregate primary factors through the aggregate

production function

GptYt = (utKt−1)
α1(ZtLt)

α2 , (29)

with Gpt ≡
∫ 1

0

(

Pt(j)
P̄t

)−
µpt

µpt−1

1

α1+α2 dj measuring the price dispersion.

II. Stationary equilibrium conditions

Since both the neutral technology and the investment-specific technology are growing

over time, we transform the appropriate variables to induce stationarity. In particular,

we denote by X̃t the stationary counterpart of the variableXt and we make the following

transformations:

Ỹt =
Yt
λ∗t
, C̃t =

Ct
λ∗t
, Ĩt =

It
Qtλ∗t

, G̃t =
Gt

λ∗t
, K̃t =

Kt

Qtλ∗t
,

w̃t =
W̄t

P̄tλ∗t
, r̃kt = rktQt, Ũct = Uctλ

∗
t ,

where the underlying trend for output is given by

λ∗t ≡ (Zα2

t Q
α1

t )
1

1−α1 .

II.1. Stationary pricing decisions. In terms of the stationary variables, we can

rewrite the optimal pricing decision (23) as

Et

∞
∑

i=0

(βξp)
iAt+iŨc,t+iỸ

d
t+i(j)

1

µp,t+i − 1
[µp,t+iφt+i(j) − p∗tZ

p
t,t+i] = 0. (30)

In this equation, Ỹ d
t+i(j) =

Y d
t+i(j)

λ∗t+i
denotes the detrended output demand; p∗t ≡ Pt(j)

P̄t

denotes the relative price for optimizing firms, which does not have a j index since all
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optimizing firms make identical pricing decisions in a symmetric equilibrium; the term

Zp
t,t+i is defined as

Zp
t,t+i =

χpt,t+i
∏i

k=1 πt+k
(31)

and finally, the term φt+i(j) ≡
Φt+i(j)

P̄t+i
denotes the real unit cost function, which is given

by

φt+i(j) =

[

α̃

(

r̃k,t+i
Qt+i

)α1
(

w̃t+i
λ∗t+i
Zt+i

)α2
]

1

α1+α2

Y d
t+i(j)

1

α1+α2
−1

= [α̃ (r̃k,t+i)
α1 (w̃t+i)

α2 ]
1

α1+α2 Ỹ d
t+i(j)

1

α1+α2
−1
. (32)

The demand schedule Ỹ d
t+i(j) for the optimizing firm j is related to the relative price

and aggregate output through

Ỹ d
t+i(j) =

[

Pt(j)χ
p
t,t+i

P̄t+i

]−θp,t+i

Ỹt+i

=

[

p∗t
P̄t
P̄t+i

χpt,t+i

]−θp,t+i

Ỹt+i

= [p∗tZ
p
t,t+i]

−θp,t+iỸt+i. (33)

Combining (32) and (33), we have

φt+i(j) = φ̃t+i[p
∗
tZ

p
t,t+i]

−θp,t+iᾱ(Ỹt+i)
ᾱ, (34)

where ᾱ ≡ 1−α1−α2

α1+α2
and

φ̃t+i ≡ [α̃ (r̃k,t+i)
α1 (w̃t+i)

α2 ]
1

α1+α2 . (35)

Given these relations, we can rewrite the optimal pricing rule (30) in terms of sta-

tionary variables

Et

∞
∑

i=0

(βξp)
iAt+iŨc,t+iỸ

d
t+i(j)

µp,t+i − 1
[µp,t+iφ̃t+i[p

∗
tZ

p
t,t+i]

−θp,t+iᾱ(Ỹt+i)
ᾱ − p∗tZ

p
t,t+i] = 0, (36)

where φ̃ is defined in (35).

II.2. Stationary wage setting decision. Using (4) and (11), we can rewrite the

optimal wage-setting decision (18) as

Et

∞
∑

i=0

(βξw)i
At+iUc,t+i
AtUct

P̄t
P̄t+i

Ldt+i(h)
1

µw,t+i − 1
[µw,t+iψ

Ldt+i(h)
η

Uc,t+i
P̄t+i −Wt(h)χ

w
t,t+i] = 0,

(37)
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where the labor demand schedule Ldt+i(h) is related to aggregate variables through

Ldt+i(h) =

[

Wt(h)χ
w
t,t+i

W̄t+i

]−θw,t+i

Lt+i (38)

=

[

w∗
t

W̄t

W̄t+i

χwt,t+i

]−θw,t+i

Lt+i (39)

=

[

w∗
t

w̃tP̄tλ
∗
t

w̃t+iP̄t+iλ∗t+i
χwt,t+i

]−θw,t+i

Lt+i (40)

=

[

w∗
t w̃t
w̃t+i

χwt,t+i
∏i

k=1 πt+kλ
∗
t,t+i

]−θw,t+i

Lt+i (41)

≡

[

w∗
t w̃t
w̃t+i

Zw
t,t+i

]−θw,t+i

Lt+i, (42)

with Zw
t,t+i defined as

Zw
t,t+i =

χwt,t+i
∏i

k=1 πt+kλ
∗
t,t+i

. (43)

Further, we can rewrite the individual optimal nominal wage Wt(h) as

Wt(h) = w∗
t W̄t = w∗

t w̃tP̄tλ
∗
t .

Given these relations, we can rewrite the wage setting rule (37) in terms of the

stationary variables. With some cancelations, we obtain

Et

∞
∑

i=0

i
∏

k=1

(βξw)i
At+iŨc,t+iL

d
t+i(h)

µw,t+i − 1

{

µw,t+iψ

[

w∗
t w̃t
w̃t+i

Zw
t,t+i

]−ηθw,t+i Lηt+i

Ũc,t+i
− w∗

t w̃tZ
w
t,t+i

}

= 0.

(44)

II.3. Other stationary equilibrium conditions. We now rewrite the rest of the

equilibrium conditions in terms of stationary variables.

First, the optimal investment decision equation (9) can be written as

1 = qkt {1 − S(λIt) − S ′(λIt)λIt} + βEtqk,t+1
λ∗tQt

λ∗t+1Qt+1

At+1Ũc,t+1

AtŨct
S ′(λI,t+1)(λI,t+1)

2,

(45)

where

λIt =
It
It−1

=
ĨtQtλ

∗
t

Ĩt−1Qt−1λ∗t−1

. (46)

Second, the capital Euler equation (10) can be written as

qkt = βEt

At+1Ũc,t+1

AtŨct

λ∗tQt

λ∗t+1Qt+1
[(1 − δt+1)qk,t+1 + r̃k,t+1ut+1 − a(ut+1)] . (47)
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Third, the optimal capacity utilization decision (8) is equivalent to

r̃kt = a′(ut). (48)

Fourth, the intertemporal bond Euler equation (12) can be written as

1

Rt

= βEt

[

λ∗t
λ∗t+1

At+1Ũc,t+1

AtŨct

1

πt+1

]

. (49)

Fifth, the law of motion for capital stock in (3) can be written as

K̃t = (1 − δt)
λ∗t−1Qt−1

λ∗tQt

K̃t−1 + [1 − S(λIt)]Ĩt. (50)

Sixth, the aggregate resource constraint is given by

C̃t + Ĩt +
λ∗t−1Qt−1

λ∗tQt

a(ut)K̃t−1 + G̃t = Ỹt. (51)

Seventh, the aggregate production function (29) can be written as

GptỸt =

[

λ∗t−1Qt−1

λ∗tQt

utK̃t−1

]α1

Lα2

t . (52)

Eighth, firms’ cost-minimizing implies that, in the stationary equilibrium, we have

w̃t
r̃kt

=
α2

α1

λ∗t−1Qt−1

λ∗tQt

utK̃t−1

Lt
. (53)

Finally, we rewrite the interest rate rule here for convenience of referencing:

Rt = κRρr

t−1

[

(

πt
π∗(st)

)φπ

Ỹ
φy

t

]1−ρr

eσrtεrt. (54)

III. Steady State

A deterministic steady state is an equilibrium in which all stochastic shocks are shut

off. Our model contains a non-standard “shock”: the Markov regime switching in mon-

etary policy regime and the shock regime. In computing the steady-state equilibrium,

we shut off all shocks, including the regime shocks. Since there is a mapping between

any finite-state Markov switching process and a vector AR(1) process (Hamilton, 1994),

shutting off the regime shocks in the steady state is equivalent to setting the innova-

tions in the AR(1) process to its unconditional mean (which is zero). In such a steady

state, all stationary variables are constant.

In the steady state, p∗ = 1 and Zp = 1, so that the price setting rule (36) reduces to

1

µp
= [α̃r̃α1

k w̃
α2]

1

α1+α2 Ỹ ᾱ. (55)

That is, the real marginal cost is constant and equals the inverse markup.
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Similarly, in the steady state, w∗ = 1 and Zw = 1, so that the wage setting rule (44)

reduces to

w̃ = µw
ψLη

Ũc
, (56)

which says that the real wage is a constant markup over the marginal rate of substitu-

tion between leisure and consumption.

Given that the steady-state markup, and thus the steady-state real marginal cost,

is a constant, the conditional factor demand function (26) for capital input together

with the capital market clearing condition imply that

r̃k =
α1

µp

Ỹ λqλ
∗

K̃
. (57)

The rest of the steady-state equilibrium conditions for the private sector come from

(45) -(53) and are summarized below:

1 = qk, (58)

λqλ
∗

β
= 1 − δ + r̃k, (59)

r̃k = a′(1), (60)

R =
λ∗

β
π, (61)

Ĩ

K̃
= 1 −

1 − δ

λqλ∗
, (62)

Ỹ = C̃ + Ĩ + G̃, (63)

Ỹ =

(

K̃

λqλ∗

)α1

Lα2 , (64)

w̃

r̃k
=

1

λqλ∗
α2

α1

K̃

L
. (65)

IV. Linearized equilibrium conditions

We now describe our procedure to linearize the stationary equilibrium conditions

around the deterministic steady state.
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IV.1. Linearizing the price setting rule. Log-linearizing the price setting rule (36)

around the steady state, we get

Et ln
∞
∑

i=0

(βξp)
i exp

{

ât+i + ûc,t+i + ŷdt+i(h) −
µp

µp − 1
µ̂p,t+i + µ̂p,t+i+

ˆ̃
φt+i − θpᾱ[p̂∗t + Ẑp

t,t+i] + ᾱŷt+i

}

≈ Et ln
∞
∑

i=0

(βξp)
i exp

{

ât+i + ûc,t+i + ŷdt+i(h) −
µp

µp − 1
µ̂p,t+i + p̂∗t + Ẑp

t,t+i

}

,

where

ˆ̃φt+i =
1

α1 + α2
[α1r̂k,t+i + α2ŵt+i]. (66)

Collecting terms to get

Et

∞
∑

i=0

(βξp)
i
{

µ̂p,t+i +
ˆ̃
φt+i − θpᾱ[p̂∗t + Ẑp

t,t+i] + ᾱŷt+i

}

≈ Et

∞
∑

i=0

(βξp)
i
{

p̂∗t + Ẑp
t,t+i

}

.

Further simplifying

1 + θpᾱ

1 − βξp
p̂∗t = Et

∞
∑

i=0

(βξp)
i
{

µ̂p,t+i +
ˆ̃φt+i + ᾱŷt+i − (1 + θpᾱ)Ẑp

t,t+i

}

.

Denote m̂ct+i ≡
ˆ̃φt+i + ᾱŷt+i. Expanding the infinite sum in the above equation, we

get

1 + ᾱθp
1 − βξp

p̂∗t = µ̂pt + m̂ct − (1 + θpᾱ)Ẑp
t,t

+ βξpEt[µ̂p,t+1 + m̂ct+1 − (1 + θpᾱ)Ẑp
t,t+1]

+ (βξp)
2Et[µ̂p,t+2 + m̂ct+2 − (1 + θpᾱ)Ẑp

t,t+2] + . . .

Forwarding this relation one period to get

1 + ᾱθp
1 − βξp

p̂∗t+1 = µ̂p,t+1 + m̂ct+1 − (1 + θpᾱ)Ẑp
t+1,t+1

+ βξpEt+1[µ̂p,t+2 + m̂ct+2 − (1 + θpᾱ)Ẑp
t+1,t+2]

+ (βξp)
2Et+1[µ̂p,t+3 + m̂ct+3 − (1 + θpᾱ)Ẑp

t+1,t+3] + . . .
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Moving the Zp
t,t+i terms to the left, we have

1 + ᾱθp
1 − βξp

p̂∗t + (1 + ᾱθp)Et[Ẑ
p
t,t + βξpẐ

p
t,t+1 + ...] = µ̂pt + m̂ct

+βξpEt[µ̂p,t+1 + m̂ct+1]

+(βξp)
2Et[µ̂p,t+2 + m̂ct+2] + . . .

= µ̂pt + m̂ct

+βξp

[

1 + ᾱθp
1 − βξp

Etp̂
∗
t+1 + (1 + ᾱθp)Et[Ẑ

p
t+1,t+1 + βξpẐ

p
t+1,t+2 + ...]

]

,

Since Ẑp
t,t = 0, we have

1 + ᾱθp
1 − βξp

p̂∗t = µ̂pt + m̂ct + βξp
1 + ᾱθp
1 − βξp

Etp̂
∗
t+1

+ (1 + ᾱθp)βξpEt

∞
∑

i=0

(βξp)
i[Ẑp

t+1,t+i+1 − Ẑp
t,t+i+1]. (67)

Using the definition of Zp
t,t+i in (31), we obtain

Ẑp
t,t+i+1 = −[π̂t+i+1 − γpπ̂t+i + · · · + π̂t+1 − γpπ̂t]

Ẑp
t+1,t+i+1 = −[π̂t+i+1 − γpπ̂t+i + · · · + π̂t+2 − γpπ̂t+1].

Thus,

Ẑp
t+1,t+i+1 − Ẑp

t,t+i+1 = π̂t+1 − γpπ̂t,

and the Zp terms in (67) can be reduced to

∞
∑

i=0

(βξp)
i[Ẑp

t+1,t+i+1 − Ẑp
t,t+i+1] =

1

1 − βξp
[π̂t+1 − γpπ̂t].

Substituting this result into (67), we obtain

p̂∗t =
1 − βξp
1 + ᾱθp

(µ̂pt + m̂ct) + βξpEtp̂
∗
t+1 + βξpEt[π̂t+1 − γptπ̂t]. (68)

This completes log-linearizing the optimal price setting equation. We now log-linearize

the price index relation. In an symmetric equilibrium, the price index relation is given

by

1 = ξp

[

1

πt
π
γp

t−1π
1−γp

]
1

1−µpt

+ (1 − ξp)(p
∗
t )

1

1−µpt , (69)

the linearized version of which is given by

p̂∗t =
ξp

1 − ξp
(π̂t − γpπ̂t−1). (70)
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Using (70) to substitute out the p̂∗t in (68), we obtain

ξp
1 − ξp

[π̂t − γpπ̂t−1]

=
1 − βξp
1 + ᾱθp

(µ̂pt + m̂ct)

+βξp
ξp

1 − ξp
Et[π̂t+1 − γpπ̂t] + βξpEt[π̂t+1 − γpπ̂t],

or

π̂t − γpπ̂t−1 =
κp

1 + ᾱθp
(µ̂pt + m̂ct) + βEt[π̂t+1 − γpπ̂t], (71)

where the real marginal cost is given by

m̂ct =
1

α1 + α2
[α1r̂k,t+i + α2ŵt+i] + ᾱŷt. (72)

and the term κp is given by

κp ≡
(1 − βξp)(1 − ξp)

ξp

This completes the derivation of the price Phillips curve.

IV.2. Linearizing the optimal wage setting rule. Log-linearizing this wage deci-

sion rule, we get

Et ln

∞
∑

i=0

(βξw)i exp

{

ât+i + ûc,t+i + l̂dt+i(h) −
µw

µw − 1
µ̂w,t+i + µ̂w,t+i−

ηθw[ŵ∗
t + ŵt − ŵt+i + Ẑw

t,t+i] + ηl̂t+i − ûc,t+i

}

≈ Et ln

∞
∑

i=0

(βξw)i exp

{

ât+i + ûc,t+i + l̂dt+i(h) −
µw

µw − 1
µ̂w,t+i + ŵ∗

t + ŵt + Ẑw
t,t+i

}

.

Collecting terms to get

Et

∞
∑

i=0

(βξw)i
{

µ̂w,t+i − ηθw[ŵ∗
t + ŵt − ŵt+i + Ẑw

t,t+i] + ηl̂t+i − ûc,t+i

}

≈ Et

∞
∑

i=0

(βξw)i
{

ŵ∗
t + ŵt + Ẑw

t,t+i

}

.

Further simplifying

1 + ηθw
1 − βξw

(ŵ∗
t + ŵt) = Et

∞
∑

i=0

(βξw)i
{

µ̂w,t+i + ηl̂t+i − ûc,t+i + ηθwŵt+i − (1 + ηθw)Ẑw
t,t+i

}

.
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Denote m̂rst+i ≡ ηl̂t+i − ûc,t+i. Expanding the infinite sum in the above equation,

we get

1 + ηθw
1 − βξw

(ŵ∗
t + ŵt) = µ̂wt + m̂rst − ŵt + (1 + ηθw)(ŵt − Ẑw

t,t)

+ βξwEt[µ̂w,t+1 + m̂rst+1 − ŵt+1 + (1 + ηθw)(ŵt+1 − Ẑw
t,t+1)]

+ (βξw)2Et[µ̂w,t+2 + m̂rst+2 − ŵt+2 + (1 + ηθw)(ŵt+2 − Ẑw
t,t+2)] + . . .

Forwarding this relation one period to get

1 + ηθw
1 − βξw

(ŵ∗
t+1 + ŵt+1) = µ̂w,t+1 + m̂rst+1 − ŵt+1 + (1 + ηθw)(ŵt+1 − Ẑw

t+1,t+1)

+ βξwEt+1[µ̂w,t+2 + m̂rst+2 − ŵt+2 + (1 + ηθw)(ŵt+2 − Ẑw
t+1,t+2)]

+ (βξw)2Et+1[µ̂w,t+3 + m̂rst+3 − ŵt+3 + (1 + ηθw)(ŵt+3 − Ẑw
t+1,t+3)] + . . .

Moving the Zw
t,t+i terms to the left, we have

1 + ηθw
1 − βξw

(ŵ∗
t + ŵt) + (1 + ηθw)Et[Ẑ

w
t,t + βξwẐ

w
t,t+1 + ...] = µ̂wt + m̂rst − ŵt + (1 + ηθw)ŵt

+βξwEt[µ̂w,t+1 + m̂rst+1 − ŵt+1 + (1 + ηθw)ŵt+1]

+(βξw)2Et[µ̂w,t+2 + m̂rst+2 − ŵt+2 + (1 + ηθw)ŵt+2] + . . .

= µ̂wt + m̂rst − ŵt + (1 + ηθw)ŵt

+βξwEt

[

1 + ηθw
1 − βξw

(ŵ∗
t+1 + ŵt+1) + (1 + ηθw)[Ẑw

t+1,t+1 + βξwẐ
w
t+1,t+2 + ...]

]

,

Since Ẑw
t,t = 0, we have

1 + ηθw
1 − βξw

(ŵ∗
t + ŵt) = µ̂wt + m̂rst − ŵt + (1 + ηθw)ŵt + βξw

1 + ηθw
1 − βξw

Et(ŵ
∗
t+1 + ŵt+1)

+ (1 + ηθw)βξwEt

∞
∑

i=0

(βξw)i[Ẑw
t+1,t+i+1 − Ẑw

t,t+i+1]. (73)

Using the definition of Zw
t,t+i in (43), we obtain

Ẑw
t,t+i+1 = −[π̂t+i+1 − γwπ̂t+i + · · · + π̂t+1 − γwπ̂t]

Ẑw
t+1,t+i+1 = −[π̂t+i+1 − γwπ̂t+i + · · · + π̂t+2 − γwπ̂t+1].

Thus,

Ẑw
t+1,t+i+1 − Ẑw

t,t+i+1 = π̂t+1 − γwπ̂t,

and the Zw terms in (73) can be reduced to

∞
∑

i=0

(βξw)i[Ẑw
t+1,t+i+1 − Ẑw

t,t+i+1] =
1

1 − βξw
[π̂t+1 − γwπ̂t].
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Substituting this result into (73), we obtain

ŵ∗
t+ŵt =

1 − βξw
1 + ηθw

(µ̂wt+m̂rst−ŵt)+(1−βξw)ŵt+βξwEt(ŵ
∗
t+1+ŵt+1)+βξwEt[π̂t+1−γwπ̂t].

(74)

This completes log-linearizing the wage decision equation. We now log-linearize the

wage index relation. In an symmetric equilibrium, the wage index relation is given by

1 = ξw

[

w̃t−1

w̃t

1

πt
πγw

t−1π
1−γw

]
1

1−µwt

+ (1 − ξw)(w∗
t )

1

1−µwt , (75)

the linearized version of which is given by

ŵ∗
t =

ξw
1 − ξw

(ŵt − ŵt−1 + π̂t − γwπ̂t−1)]. (76)

Using (76) to substitute out the ŵ∗
t in (74), we obtain

ŵt +
ξw

1 − ξw
[ŵt − ŵt−1 + π̂t − γwπ̂t−1]

=
1 − βξw
1 + ηθw

(µ̂wt + m̂rst − ŵt) + (1 − βξw)ŵt

+βξwEt

{

ŵt+1 +
ξw

1 − ξw
[ŵt+1 − ŵt + π̂t+1 − γwπ̂t]

}

+ βξwEt[π̂t+1 − γwπ̂t],

or

ŵt − ŵt−1 + π̂t − γwπ̂t−1 =
κw

1 + ηθw
(µ̂wt + m̂rst − ŵt)+

βEt[ŵt+1 − ŵt + π̂t+1 − γwπ̂t], (77)

where κw ≡ (1−βξw)(1−ξw)
ξw

.

To help understand the economics behind this equation, we define the nominal wage

inflation as

πwt =
W̄t

W̄t−1

=
w̃tP̄tλ

∗
t

w̃t−1P̄t−1λ∗t−1

=
w̃t
w̃t−1

πtλ
∗
t−1,t. (78)

The log-linearized version is given by

π̂wt = ŵt − ŵt−1 + π̂t + ∆λ̂∗t ,

where ∆xt = xt−xt−1 is the first-difference operator and λ̂∗t = 1
1−α1

(α1q̂t+α2ẑt). Thus,

the optimal wage decision (77) is equivalent to

π̂wt − γwπ̂t−1 =
κw

1 + ηθw
(µ̂wt + m̂rst − ŵt) + βEt(π̂

w
t+1 − γwπ̂t)

+
1

1 − α1
[α1(∆ẑt − βEt∆ẑt+1) + α2(∆q̂t − βEt∆q̂t+1)]. (79)
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This nominal-wage Phillips curve relation parallels that of the price-Phillips curve and

has similar interpretations.

IV.3. Linearizing other stationary equilibrium conditions. Taking total differ-

entiation in the investment decision equation (45) and using the steady-state conditions

that S(λI) = S ′(λI) = 0, we obtain

q̂kt = S ′′(λI)λ
2
I

[

λ̂It − βEtλ̂I,t+1

]

, (80)

which, combined with the definition of the investment growth rate

λ̂It = ∆ît +
1

1 − α1
[∆q̂t + α2∆ẑt], (81)

implies the linearized investment decision equation in the text.

Taking total differentiation in the capital Euler equation (47) and using the steady-

state conditions that q̃k = 1, u = 1, a(1) = 0, r̃k = a′(1), and β

λI
(1 − δ + r̃k) = 1, we

obtain

q̂kt = Et

{

∆ât+1 + ∆Ûc,t+1 − ∆λ̂∗t+1 − ∆q̂t+1 +
β

λI

[

(1 − δ)q̂k,t+1 − δδ̂t+1 + r̃kr̂k,t+1

]

}

,

(82)

which, upon substituting the expressions for the ∆λ̂∗t and ∆q̂t, implies the linearized

capital Euler equation in the text.

The linearized capacity utilization decision equation (48) is given by

r̂kt = σuût, (83)

where σu ≡ a′′(1)
a′(1)

is the curvature parameter for the capacity utility function a(u)

evaluated at the steady state.

The linearized intertemporal bond Euler equation (49) is given by

0 = Et

[

∆ât+1 + ∆Ûc,t+1 − ∆λ̂∗t+1 + R̂t − π̂t+1

]

, (84)

which, along with the definition of the exogenous term ∆λ̂∗t+1, implies the linearized

bond Euler equation in the text.

Log-linearize the capital law of motion (50) leads to

k̂t =
1 − δ

λI
[k̂t−1 − ∆λ̂∗t − ∆q̂t] −

δ

λI
δ̂t +

Ĩ

K̃
ît, (85)

which implies the linearized capital law of motion in the text.

To obtain the linearized resource constraint, we take total differentiation of (51) to

obtain

ŷt = cyĉt + iy ît + uyût + gyĝt, (86)
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where cy = C̃

Ỹ
, iy = Ĩ

Ỹ
, uy = r̃kK̃

Ỹ λI
, and gy = G̃

Ỹ
.

Log-linearizing the aggregate production function (52), we get

ŷt = α1[k̂t−1 + ût − ∆λ̂∗t − ∆q̂t] + α2 l̂t

= α1

[

k̂t−1 + ût −
1

1 − α1
(α2∆ẑt + ∆q̂t)

]

+ α2 l̂t. (87)

The linearized version of the factor demand relation (53) is given by

ŵt = r̂kt + k̂t−1 + ût − ∆λ̂∗t − ∆q̂t − l̂t

= r̂kt + k̂t−1 + ût −
1

1 − α1

(α2∆ẑt + ∆q̂t) − l̂t (88)

Finally, linearizing the interest rate rule (54) gives

R̂t = ρrR̂t−1 + (1 − ρr) [φπ(π̂t − π̂∗(st)) + φyŷt] + σrtεrt, (89)

where

π̂∗(st) ≡ log π∗(st) − log π.

Note that, with regime-switching inflation target, we have

π̂∗(st) = 1{st = 1}π̂∗(1) + 1{st = 2}π̂∗(2) = [π̂∗(1), π̂∗(2)]est
,

where

est
=

[

1{st = 1}

1{st = 2}

]

.

It is useful to use the result that the random vector est
follows an AR(1) process:

est
= Qest−1

+ vt,

where Q is the Markov transition matrix of the regime and Et−1vt = 0.

IV.4. Summary of linearized equilibrium conditions. We now summarize the

linearized equilibrium conditions to be used for solving and estimating the model.

These conditions are listed below.
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π̂t − γpπ̂t−1 =
κp

1 + ᾱθp

(µ̂pt + m̂ct) + βEt[π̂t+1 − γpπ̂t], (90)

ŵt − ŵt−1 + π̂t − γwπ̂t−1 =
κw

1 + ηθw

(µ̂wt + m̂rst − ŵt) +

βEt[ŵt+1 − ŵt + π̂t+1 − γwπ̂t]. (91)

q̂kt = S′′(λI)λ
2
I

{

∆ît +
1

1 − α1

(∆q̂t + α2∆ẑt)

−βEt

[

∆ît+1 +
1

1 − α1

(∆q̂t+1 + α2∆ẑt+1)

]}

(92)

q̂kt = Et

{

∆ât+1 + ∆Ûc,t+1 −
1

1 − α1

[α2∆ẑt+1 + ∆q̂t+1]

+
β

λI

[

(1 − δ)q̂k,t+1 − δδ̂t+1 + r̃k r̂k,t+1

]

}

, (93)

r̂kt = σuût, (94)

0 = Et

[

∆ât+1 + ∆Ûc,t+1 −
1

1 − α1

[α2∆ẑt+1 + α1∆q̂t+1] + R̂t − π̂t+1

]

, (95)

k̂t =
1 − δ

λI

[

k̂t−1 −
1

1 − α1

(α2∆ẑt + ∆q̂t)

]

−
δ

λI

δ̂t +

(

1 −
1 − δ

λI

)

ît, (96)

ŷt = cy ĉt + iy ît + uyût + gyĝt, (97)

ŷt = α1

[

k̂t−1 + ût −
1

1 − α1

(α2∆ẑt + ∆q̂t)

]

+ α2 l̂t, (98)

ŵt = r̂kt + k̂t−1 + ût −
1

1 − α1

(α2∆ẑt + ∆q̂t) − l̂t, (99)

R̂t = ρrR̂t−1 + (1 − ρr)
[

φπ(π̂t − π̂∗(st)) + φy ŷt

]

+ σrtεrt, (100)

where

m̂ct =
1

α1 + α2

[α1r̂kt + α2ŵt] + ᾱŷt, (101)

m̂rst = ηl̂t − Ûct, (102)

Ûct =
βb(1 − ρa)

λ∗ − βb
ât −

λ∗

(λ∗ − b)(λ∗ − βb)
[λ∗ĉt − b(ĉt−1 − ∆λ̂∗

t )]

+
βb

(λ∗ − b)(λ∗ − βb)
[λ∗Et(ĉt+1 + ∆λ̂∗

t+1) − bĉt], (103)

π̂∗(st) = [π̂∗(1), π̂∗(2)]est
, est

= Qest−1
+ vt, (104)

(105)

and the steady-state variables are given by

r̃k =
λI

β
− (1 − δ), (106)

uy ≡
r̃kK̃

Ỹ λI

=
α1

µp

, (107)

iy = [λI − (1 − δ)]
α1

µpr̃k

, (108)

cy = 1 − iy − gy, (109)
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with λI ≡ (λqλ
α2

z )
1

1−α1 , λ∗ ≡ (λα2

z λ
α1

q )
1

1−α1 , ∆λ̂∗t ≡ 1
1−α1

(α1∆q̂t + α2∆ẑt), and gy cali-

brated to match the average ratio of government spending to real GDP.

Recall that θp ≡
µp

µp−1
, ∆xt = xt − xt−1, κp ≡

(1−βξp)(1−ξp)

ξp
, ᾱ ≡ 1−α1−α2

α1+α2
, θw ≡ µw

µw−1
,

κw ≡ (1−βξw)(1−ξw)
ξw

, and π̂wt = ŵt − ŵt−1 + π̂t + ∆λ̂∗t ,

To compute the equilibrium, we eliminate ût by using (97), leaving 10 equations

(90)-(96) and (98)-(100) with 10 variables π̂t, ŵt, ît, q̂kt, r̂kt, ĉt, k̂t, ŷt, l̂t, and R̂t. Out

of these 10 variables, we have 7 observable variables, that is, all but q̂kt, r̂kt, and k̂t, for

our estimation. We also include the biased technology shock q̂t in the set of observable

variables.

V. General setup for estimation

In this section, we describe our empirical strategy in general terms so that the method

can be applied to any state-space-form model.

Consider a regime-switching DSGE model with st following a Markov-switching pro-

cess. Let θ be a vector of all the model parameters except the transition matrix for

st. Let yt be an n × 1 vector of observable variables. In our case, n = 8. The vector

yt is connected to the state vector ft. For our regime-switching DSGE model, this

state-space representation implies a non-standard Kalman-filter problem as discussed

in Kim and Nelson (1999).

Let (Yt, θ, Q, St) be a collection of random variables where

Yt = (y1, · · · , yt) ∈ (Rn)t ,

θ = (θi)i∈H ∈ (Rr)h ,

Q = (qi,j)(i,j)∈H×H ∈ R
h2

,

St = (s0, · · · , st) ∈ H t+1,

STt+1 = (st+1, · · · , sT ) ∈ HT−t,

and H is a finite set with h elements and is usually taken to be the set {1, · · · , h}.

Because st represents a composite regime, h can be greater than the actual number

of regimes at time t. The matrix Q is the Markov transition matrix and qi,j is the

probability that st is equal to i given that st−1 is equal to j. The matrix Q is restricted

to satisfy

qi,j ≥ 0 and
∑

i∈H

qi,j = 1.

The object θ is a vector of all the model parameters except the elements in Q. The

object St represents a sequence of unobserved regimes or states. We assume that
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(Yt, θ, Q, St) has a joint density function p (Yt, θ, Q, St), where we use the Lebesgue

measure on (Rn)t × (Rr)h × R
h2

and the counting measure on H t+1. This density

satisfies the following key condition.

Condition 1.

p (st | Yt−1, θ, Q, St−1) = qst,st−1

for t > 0.

V.1. Propositions for Hamilton filter. Given p(yt | Yt−1, θ, Q, st) for all t, the

following propositions follow from Condition 1 (Hamilton, 1989; Chib, 1996; Sims,

Waggoner, and Zha, 2008).

Proposition 1.

p (st | Yt−1, θ, Q) =
∑

st−1∈H

qst,st−1
p (st−1 | Yt−1, θ, Q)

for t > 0.

Proposition 2.

p (st | Yt, θ, Q) =
p (yt | Yt−1, θ, Q, st) p (st | Yt−1, θ, Q)

∑

st−1∈H
p (yt | Yt−1, θ, Q, st) p (st | Yt−1, θ, Q)

for t > 0.

Proposition 3.

p (st | Yt, θ, Q, st+1) = p
(

st | YT , θ, Q, S
T
t+1

)

for 0 ≤ t < T .

V.2. Likelihood. We follow the standard assumption in the literature that the initial

data Y0 is taken as given. Using Kim and Nelson (1999)’s Kalman-filter updating

procedure, we obtain the conditional likelihood function at time t

p (yt | Yt−1, θ, Q, st) . (110)

It follows from the rules of conditioning that

p (yt, | Yt−1, θ, Q) =
∑

st∈H

p (yt, st | Yt−1, θ, Q)

=
∑

st∈H

p (yt | Yt−1, θ, Q, st) p (st | Yt−1, θ, Q) .
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Using (110) and the above equation, one can show that the likelihood function of YT is

p (YT | θ,Q) =

T
∏

t=1

p (yt | Yt−1, θ, Q)

=
T
∏

t=1

[

∑

st∈H

p (yt | Yt−1, θ, Q, st) p (st | Yt−1, θ, Q)

]

.

(111)

We assume that p (s0 | Y0, θ, Q) = 1
h

for every s0 ∈ H .1 Given this initial condition,

the likelihood function (111) can be evaluated recursively, using Propositions 1 and 2.

V.3. Posterior distributions. The prior for all the parameters is denoted by p (θ,Q),

which will be discussed further in the main text of the article. By the Bayes rule, it

follows from (111) that the posterior distribution of (θ,Q) is

p(θ,Q | YT ) ∝ p(θ,Q)p(YT | θ,Q). (112)

The posterior density p(θ,Q | YT ) is unknown and complicated; the Monte Carlo

Markov Chain (MCMC) simulation directly from this distribution can be inefficient

and problematic. One can, however, use the idea of Gibbs sampling to obtain the

empirical joint posterior density p(θ,Q, ST | YT ) by sampling alternately from the

following conditional posterior distributions:

p(ST | YT , θ, Q),

p(Q | YT , ST , θ),

p(θ | YT , Q, ST ).

One can use the Metropolis-Hastings sampler to sample from the conditional posterior

distributions p(θ | YT , Q, ST ) and p(Q | YT , ST , θ). To simulate from the distribution

p(ST | YT , θ, Q), we can see from the rules of conditioning that

p (ST | YT , θ, Q) = p (sT | YT , θ, Q) p
(

ST−1 | YT , θ, Q, S
T
T

)

= p (sT | YT , θ, Q)

T−1
∏

t=0

p
(

st | YT , θ, Q, S
T
t+1

)

(113)

1The conventional assumption for p (s0 | θ, Q) is the ergodic distribution of Q, if it exists. This

convention, however, precludes the possibility of allowing for an absorbing regime or state.
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where STt+1 = {st+1, · · · , sT}. From Proposition 3,

p
(

st | YT , θ, Q, S
T
t+1

)

= p (st | Yt, θ, Q, st+1)

=
p (st, st+1 | Yt, θ, Q)

p (st+1 | Yt, θ, Q)

=
p (st+1 | Yt, θ, Q, st) p (st | Yt, θ, Q)

p (st+1 | Yt, θ, Q)

=
qst+1,st

p (st | Yt, θ, Q)

p (st+1 | Yt, θ, Q)
.

(114)

The conditional density p
(

st | YT , ZT , θ, Q, S
T
t+1

)

is straightforward to evaluate accord-

ing to Propositions 1 and 2.

To draw ST , we use the backward recursion by drawing the last state sT from the

terminal density p(sT |YT , θ, Q) and then drawing st recursively given the path STt+1

according to (114). It can be seen from (113) that draws of ST this way come from

Pr(ST |YT , θ).

V.4. Marginal posterior density of st. The smoothed probability of st given the

values of the parameters and the data can be evaluated through backward recursions.

Starting with sT and working backward, we can calculate the probability of st condi-

tional on YT , θ, Q by using the following fact

p (st | YT , θ, Q) =
∑

st+1∈H

p (st, st+1 | YT , θ, Q)

=
∑

st+1∈H

p (st | YT , θ, Q, st+1) p (st+1 | YT , θ, Q)

where p (st | Yt, θ, Q, st+1) can be evaluated according to (114).

VI. Comparing the DSGE model with the BVAR model

We compare our models with a four-lag BVAR model estimated with log level data.

The maximum log posterior density with (Sims and Zha, 1998)’s prior is 5116.80; thus,

by the Schwarz criterion, all the DSGE models fit to the data better. The marginal data

density for this BVAR, however, is 5866.18, higher than the marginal data densities of

DSGE models.

Figure 1 plots the time series of conditional likelihoods p(yt|Yt−1, θ̂, q̂). The like-

lihoods are smaller for the DSGE model because it has fewer parameters. But the

conditional likelihoods for both DSGE and BVAR models tend to move in tandem,
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implying that the DSGE model can capture the similar dynamics to those generated

by the BVAR model.



TECHNICAL APPENDIX 23

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010
10

15

20

25

30

35

40

lo
g 

co
nd

iti
on

al
 li

ke
lih

oo
d

 

 
VAR
DSGE

Figure 1. Conditional likelihoods for the DSGE-2v model and the

BVAR model.
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