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Abstract

Decision theoretic models of group decision processes usually assume a given set of

alternatives, about which the decision has to take place. In realistic group decision

situations, however, alternatives are often not specified a priori, but are created during the

group process from different components introduced by the group members. This paper

develops methods for systematically creating such "composite alternatives", taking also into

account the necessity to keep both the computational effort and the cognitive load to group

members within reasonable limits.

* Paper presented at the International Conference on Support Systems for Decision and Negotiation

Processes DNS-92 , Warsaw 1992



Composite Alternatives 1

1. Introduction

Many group decision support systems presented in the literature are based on the

assumption that the group decision problem consists of choosing among a predefined, fixed

number of alternatives (e.g. SCDAS: Lewandowski et al., 1987; Co-oP: Bui, 1987, GDSS-X:

Vetschera, 1991b). An example which is often used to illustrate this kind of problem is the

selection of one candidate out of several applicants for a given position. In this setting,

group decision support mainly consists in unifying and aggregating the individual

evaluations of alternatives by the group members.

In many other problems, however, the definition of alternatives is not as clear as in this

example. Alternatives are not given a priori, but comprise different actions performed by the

group members. For example, in a corporate context, an investment board might contain as

its members the heads of separate divisions of the company. Each division has one or more

proposals for investments which can be carried out in that division. The decision problem,

which the group as a whole has to solve, is to formulate an investment program for the

entire company, consisting of several individual projects. In such a situation, the definition of

alternatives itself becomes part of the problem.

This subproblem, in turn, depends on the context of the entire group decision problem. In

this paper, we view a group decision problem basically as a decision problem with several

criteria. Group members might differ in the criteria they use for evaluating alternatives and

the importance they assign to those criteria. They also might view the performance of

alternatives in those criteria differently. Other sources of problem complexity and

differences between group members, as for example risk and different risk attitudes of

members, will not be considered explicitly in this paper. They can, however, easily be

introduced into the general framework developed here.

In a multi-criteria group decision situation, the individual control which members exercise

over different aspects of the problem might have two kinds of effects: an individual action,

which a group member can take within the joint decision might either concern only criteria

in which only that member is interested, or criteria which are also relevant for some other

members. In the first case, the member can simply apply whatever changes he/she finds

appropriate to the choice made by the group, without interfering with the other members'

interests. The second case causes specific problems for group decision support and will be

the topic of this paper.

In this case, we can formally structure the decision problem as a choice among alternatives,

which are themselves combinations of different individual actions by group members. We

will call such alternatives "composite alternatives" in order to distinguish them from the a
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priori defined alternatives which are usually considered. Section two of this paper develops

this concept in detail and reviews related approaches proposed in the literature.

The concept of composite alternatives raises two closely connected problems: the first

problem is that of aggregating individual components to actual decision alternatives, which

the group as a whole faces. A basic approach for this generation process will be developed

in section three. Since this generation is essentially a combinatorial problem, a second

problem arises as the potential number of alternatives becomes very large and techniques

for the reduction of the set of alternatives have to be developed. Possible strategies for

such a reduction in problem complexity will be developed in section four. Section five

concludes the paper by providing an outlook on future research directions.

2. Composite Alternatives

Composite alternatives can arise in both cooperative and non-cooperative group decision

problems. Examples of composite alternatives in cooperative settings are joint programs of

actions, which consist of different measures undertaken by different group members. In

non-cooperative settings, composite alternatives can be seen as "packages" of

concessions, which the different parties will jointly undertake.

The entire decision process as envisioned in this paper is represented in figure 1. Here,

each group member has control over specific aspects of the group decision problem. We

call the actions which each group member might undertake "Partial Actions" (PA).

Alternatives at the group level are constructed as combinations of several of the proposed

partial actions. We will therefore call them "Composite Alternatives" (CA). To determine the

consequences of each CA, an aggregation of the contributions of all partial actions involved

is necessary. The resulting CAs at the group level are then subject to the actual group

decision process, which is represented by the shaded box in figure 1. In a dynamic

perspective, this process might consist of several iterations, in which the group members

individually evaluate the alternatives. Evaluations are aggregated and preliminary group

results influence the individual evaluations in the next iteration. The structure of the group

decision process itself will not be considered in this paper. For a survey of this area see e.g.

(Vetschera, 1990).
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PA, PA2

[ Aggregation

Composite
Alternatives

Individual
Evaluation

Figure 1: Decision Process

Especially in the context of negotiations between adversaries, similar concepts have

already been proposed in the literature. One example is Saaty's approach to the resolution

of retributive conflicts (Saaty, 1987). Saaty considers a two-party negotiation problem. Each

party has the possibility to make concessions, corresponding to PAs in our framework.

Mutual concessions from both parties form packages similar to CAs, which are evaluated by

both parties. For party A, the following expression is used in this evaluation:

A's benefits xB's costs perceived by A
A- s ratio = B ' sc™ons

B' s benefits perceived by A xA's costs
A's concessions

A package of concessions is assumed to be acceptable for both parties, if both ratios are

greater than one and no party perceives the other party's gains as considerably higher than

its own.

Saaty proposes to generate all packages of concessions fulfilling these conditions and to

have an outside arbitrator choose packages which seem to be fair exchanges, taking also

into account, for example, different time perspectives and the importance of individual
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concessions. The generation process for these packages, however, is not described in

detail.

Another example, also from the area of negotiations between adversaries, is the NegoPlan

system (Matwin et al., 1989; Kersten et al., 1991). In contrast to Saaty's approach,

NegoPlan was developed to support only one side in a bargaining situation. The supported

party's goal structure is represented as a tree of logical values, called the "Goal

Representation Tree" (GRT). In NegoPlan, goals can only be fulfilled or not fulfilled, there is

no partial achievement of goals. The leaves of the GRT represent certain facts, which

together form the topic of the bargaining problem. For example, in a wage bargaining

problem, one fact represented by a leaf might indicate whether certain benefits are granted

or not. These leaves therefore closely correspond to our PAs. The top node of the tree

indicates whether a party is satisfied with a certain configuration of partial actions or not.

From the GRT, NegoPlan generates another tree called the "Goal Solution Tree" (GST). A

GST represents one solution, and therefore one set of actions, which is acceptable for a

party. It is therefore similar to the concept of a CA. From such a tree, the party learns which

of the facts it must actually obtain in the bargaining process and which it can give away as

"bargaining chips". Of course, several GSTs might exist for a given GRT and NegoPlan can

generate different trees, which then correspond to different bargaining strategies. However,

NegoPlan does not systematically generate all GSTs for a given problem. Since partial

achievement of goals is not possible, the generation of all GSTs is not necessary in the

NegoPlan framework. However, if one tries to take cardinal notions of preference into

account, different solutions could also be evaluated (and perhaps ranked) in more detail. In

this case, the generation of all possible combinations of actions would be desirable.

Other approaches to group decision support view such problems not as multi-attribute

decision problems, in which a given set of alternatives is considered, but as multi-objective

mathematical programming problems, in which the set of alternatives is only implicitly

described via a set of constraints (Isermann, 1984; Bronisz et al., 1989). This approach has

the advantage of taking into account all possible group level alternatives, even if only

implicitly. If, on the other hand, all possible group level alternatives are explicitly generated

from the set of PAs, it might be necessary to subsequently reduce the resulting set in size in

order to reduce the complexity of the decision problem. It is possible that the best

compromise will be eliminated in the process. The computational effort needed for the total

process might also be smaller if not every possible group level alternative is generated. This

advantage, however, might not be as large as expected, since typical multiobjective

methods like the STEM method used in (Isermann, 1984) require the solution of many

scalar optimization problems.
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An approach in which alternatives are given only implicitly puts considerable cognitive strain

on the group members. Even if they are provided with samples from the efficient frontier,

they still have to imagine other solutions, perhaps just on the basis of some implicit

information about possible trade-offs. It will certainly be easier for them to study and

interpret a finite set of alternatives.

The use of explicit alternatives might also make it easier to reach a consensus. For many

decision problems, only ordinal rankings of alternatives or merely the selection of a single

"best" alternative are required (Roy, 1991). However, individual evaluations can more easily

involve a cardinal evaluation of alternatives. An approach based on explicitly given

alternatives makes it possible to exploit the span between ordinal and cardinal evaluations

to support consensus. Examples for such methods are the N.A.I, algorithm (Bui, 1985) or

the feedback-oriented approach (Vetschera, 1991a).

3. Generation Techniques

3.1. Data Requirements

As already indicated, we view the group decision problem as a multi-criteria decision

problem, in which individual group members might consider different criteria for evaluating

alternatives. Therefore, it is necessary to describe a composite alternative in terms of the

union of all individual sets of criteria used by the group members. However, it is unlikely that

all partial actions proposed will affect all criteria. Consider, for example, the investment

planning problem mentioned earlier. The head of one plant might consider the capacity

increase at his plant as one criterion for evaluating investment alternatives. Obviously,

investing in equipment at a different plant will not affect that variable. For partial actions,

information is therefore only required on those criteria actually affected by that action.

In addition to the data values of partial actions, an aggregation rule is needed for every

criterion. This aggregation rule describes how the data value of a composite alternative for

that criterion is obtained given the data values of the PAs contained in it. In many instances,

it is possible to obtain this value by simply adding the individual values of all PAs.

Particularly for more qualitative criteria, other aggregation rules like the maximum or

minimum operators might also be required.

It is also possible that a composite alternative consists only of partial actions which do not

affect some criteria. For example, capacity at plant A will not be changed by an investment

program which contains only projects realized in plants B and C. In order to provide a

comprehensive evaluation of such composite alternatives, a status quo value is needed for

each criterion.
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The elements mentioned above are necessary components of the problem specification. In

addition, criteria values of composite alternatives can be limited by bounds. For example, in

an investment planning context, it might be required that the total amount invested in a

company investment program must not exceed the funds available for investment. Only

CAs which are feasible, i.e. which do not violate these bounds, should be passed on to the

group for further evaluation.

3.2. Generation Process

The generation process for all composite alternatives can be described by a search tree as

shown in figure 2. At each level of the search tree, a decision is made about whether one

PA should be included in the CA or not. Thus, at each leaf of the tree, a unique CA is

generated.

Include PA j

AA
Include PA2?

Include PA,?

Figure 2: Search Tree for Generating Composite Alternatives

Conceptually, the generation process consists of three phases: firstly, the generation of

CAs as sets of PAs. Secondly, the aggregation of data values and finally a testing phase, in

which the feasibility of composite alternatives is determined. In terms of the computational

efficiency of the generation process, however, this structure is highly inefficient, since it

requires the generation of many alternatives, which then turn out to be infeasible.

Therefore, a practical implementation technique should try to integrate these phases into

one single process.

3.3. Implementation Techniques

The structure of the search tree used to generate composite alternatives strongly suggests

a recursive algorithm for the generation of the composite alternatives. Since the search

process outlined above is very similar to processes used in artificial intelligence, it can be

easily implemented using Al languages like Prolog. Figure 3 shows an example of the
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generation process for 10 alternatives and 4 criteria written in Prolog. The main predicate of

this program is the predicate gene ra te . Since Prolog normally uses its built-in recursive

process to generate just one solution to the main goal, the program proceeds by generating

a solution, storing it in the database and then failing on the main goal, so the backtracking

mechanism of Prolog resumes execution and generates the next composite alternative.

The two versions of the predicate subgen correspond to the two arcs leaving each node of

the search tree. Parameter N of these predicates indicates the number of the partial action

to be examined, L is a list of partial actions already included in the CA and the remaining

attributes correspond to the evaluation criteria used in the particular example. All data about

partial actions is stored in predicates of the form p r o j e c t (N, A, K, 0 , F), where N is the

number of the project and A, K, 0 and F contain the data values for the partial actions in all

criteria.

The first version of the predicate subgen represents the arc of the search tree in which

partial action number N is not included in the composite alternative. Here, the criteria values

(A, K, 0 , F) are simply passed on to the next level of the tree. The second variant of the

predicate corresponds to the case where partial action N is included in the composite

alternative. The data values for partial action N are retrieved from the database and

aggregation takes place. The example shows that it is easy to use different aggregation

mechanisms (like the sum, minimum or maximum operators) in this kind of implementation.

It is also possible to incorporate feasibility checks on partially completed composite

alternatives at this stage, as shown in the predicate ok. Such feasibility checks can also be

conveniently written as Prolog predicates. Such predicates can contain more elaborate tests

than the one shown here, which only checks the value of one attribute. For example, tests

could simultaneously consider the values of several attributes and/or involve more complex

algorithms.

The generation process outlined here is a combinatorial problem, which might require

excessive computational effort. In the next section, we will therefore explore approaches to

reduce this complexity. Such a reduction is necessary both from the point of computational

effort during alternative generation, as well as from the point of cognitive burden upon the

group members, who have to evaluate the alternatives presented to them.
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generate () : -

subgen

subgen

subgen

ok(V)

subgen(10 , L,

assertz(ca(L,

fail.

(N, L, A, K, 0 ,

project (N,_,_,

N 1 = N - 1 ,

subgen(Nl, L,

(N, [NIL], A, K,

p r o j e c t ( N , AP,

N1=N-1,

subgen(N1,L,A1

A=AP+A1,

K=KP+K1,

m i n ( 0 , 0 P , 0 1 ) ,

max(F, FP,F1) ,

ok (A) .

(0, , 0, 0, 100C

: - V <= 500.

A, K, 0,

A, K, 0,

F) : -

A, K, 0,

0, F) : -

KP, OP,

,K1,O1, Fl

), 0) .

F ) ,

F) )

F) .

FP) ,

) ,

generate subset

output CA generated

generate next

generate subset without project

find project number N

don't include it

generate including project

retrieve data for project

include it

aggregation and

feasibility test

empty CA

feasibility test

Figure 3: Example for a Generation Process in Prolog

4. Reduction of Complexity

4.1. Overview

Several strategies are possible to reduce the number of alternatives generated (or

considered during the generation process). These strategies can be grouped into three

classes, according to the basic concept used:

• Feasibility

• Efficiency

• Filtering

The first two approaches try to avoid the generation of a priori undesirable alternatives.

Infeasible alternatives should clearly be avoided. It would also be irrational to consider
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alternatives, which are dominated by other alternatives with respect to the criteria

considered. The second class of strategies therefore tries to eliminate inefficient

alternatives. However, the remaining set of feasible and efficient alternatives might still be

large. In this case, filtering techniques have to be applied to generate a subset of

alternatives. It should be noted that the use of filtering approaches, in contrast to other

approaches, could also eliminate alternatives which are potentially optimal.

4.2. Feasibility

As already shown in the Prolog example given above, feasibility of composite alternatives

can be checked during the generation process. Furthermore, this test implicitly eliminates

an entire section of the search tree. Intuitively, it is possible to eliminate a section of the

search tree from consideration, if a bound has been violated in the generation process and

the inclusion of any partial action not yet decided upon will not restore feasibility. For

example, if an investment program already requires more funds than are available, adding

more projects will still result in an infeasible program.

For conditions affecting only a single criterion, infeasibility of a subtree can be checked

during the generation process. We call a node in the search tree infeasible, if the aggregate

value of all alternatives, already included in the CA at that node, violates its bounds. A

subtree is infeasible, if

a) its root is infeasible and

b) the aggregate value of the violating criterion increases (or decreases, depending on the

type of constraint violated) monotonously with the inclusion of further partial actions.

Part b) of the above condition is met for many aggregation operators under rather weak

conditions for the remaining alternatives. For example, if the sum operator is used for

aggregation, condition b) is met if all partial actions not yet decided upon have non-negative

values in the criterion under consideration.

The above considerations can be formalized as follows. We denote the attributes to be

considered in the group decision by k G{I,....,K}. We further assume that there are N

partial actions. The evaluation of PA n in all attributes is given by the vector

Pn
 = (Pn\>-->PnK)- F° r simplicity, we consider only conditions concerning a bound on one

attribute. Without loss of generality, we further assume that attribute k is bounded from

above by an upper bound b^. We denote the aggregation operator for attribute k by o^ if it is

used with two arguments and by O^ if it is used to aggregate across several arguments. At

node / of the search tree, a decision has been made about the partial actions contained in a

"Decision Set" £>,. c { l , . . . , JV} , out of which PAs in the "Choice Set" C, c Z), are included in
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the composite alternative under construction. £>, is the set of partial actions upon which no

decision has yet been made. The evaluation of the composite alternative so far is denoted

), which is given by:

(1)
neC,

We define an aggregation operator to be monotonously increasing with respect to a set S of

partial actions if

^ok pnk>z ^neS (2)

The subtree of the search tree attached to node ; will contain only infeasible nodes if

fk(i) > bk and o^ is monotonously increasing with respect to Dr

4.3. Efficiency

A second approach for reducing the number of composite alternatives generated consists in

eliminating all dominated (inefficient) alternatives. In a multi-criteria group decision context,

dominance could be defined either in terms of the attributes involved or in terms of group

members. In terms of group members, an alternative A dominates an alternative B, if A is

considered at least as good as B by all members and strictly better by at least one member.

Since we are considering the stage of generating alternatives, this definition, which already

requires information about the preferences of members, cannot be applied.

In terms of attributes, alternative A dominates alternative B, if A is at least as good as B in

all attributes and strictly better than B in at least one attribute. For the group decision

problem considered here, this definition contains two difficulties: firstly the concept of "all"

attributes and secondly the concept of being "better" with respect to an attribute.

Group members might consider different sets of attributes in their evaluations. We denote

the set used by member m by Km c {l,...,K}. "AH" attributes could either be interpreted as

the original set {I,...,K}, which is the union of all individual sets Km of attributes or the

entire individual set Km considered by one member. If we interpret "all" attributes as the

union of all individual sets of attributes, it is possible that dominance relations exist with

regard to an individual set Km, which do not exist at group level. The dominance relation at

the group level will therefore eliminate fewer alternatives than an individual dominance

relation. The set of alternatives generated will thus contain alternatives which, from the

point of view of one member, are dominated. On the other hand, taking into account
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individual dominance relations could eliminate alternatives which are not dominated from

the point of view of other members.

The second concept which causes difficulties in a group decision context is the concept of

being "better" or "at least as good" with respect to one attribute. This is already a statement

of preferences which, if we consider dominance at the group level, must be accepted by all

group members. If attributes are to be either maximized or minimized, group members must

at least agree on the direction of improvement for those attributes. This need not be the

case in general, especially in negotiation problems. For example, in a wage bargaining

situation, wage increases should be maximized from the union's point of view but minimized

from the management's point of view. If group members do not agree on the direction of

improvement, dominance relations can only be established between alternatives which

have identical values in those criteria. The same holds if single criteria preferences are

more complex than simple maximization or minimization, involving, for example, goals to be

precisely attained or aspiration levels.

It is also more difficult to incorporate the efficiency criterion into the generation process than

the feasibility criterion. At intermediate nodes of the search tree, no decision has yet been

made about whether to include the partial actions contained in set £>. While in some

instances, infeasibility of alternatives could be determined independently of the decision

about those partial actions, it is less likely that inefficiency can be established for an entire

subtree. Partial actions usually lead to an improvement in some attributes, while decreasing

the performance in other attributes. If one composite alternative A which does not contain a

partial action n is dominated by another composite alternative B, it might be the case that

including PA n will cause this dominance to disappear if the increase in some attributes due

to the inclusion of PA n is sufficient. This effect is illustrated for the case of two attributes in

figure 4.

While the efficiency criterion cannot usually be used to eliminate entire subtrees from the

generation process, considering efficiency during generation can still be used to reduce the

computational effort. Once a set of alternatives has been established, the subset of efficient

alternatives can only be determined by the pairwise comparison of all alternatives, unless

elaborate data structures such as quad-trees are used (Habenicht, 1983). During the

generation process, while information about the partial actions contained in each CA is

readily available, the search for dominating or dominated alternatives can be performed

more efficiently using this local information.
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it
b
u
t
e

Alternative B

Alternative A
without PA n

Alternative A
with PA n

Attribute 1

Figure 4: Efficiency of Composite Alternatives

One possibility for exploiting this information is to look for partial actions which can be

exchanged and lead to dominance relations. We call partial action m a feasible dominating

replacement for partial action n at node i if (assuming that all attributes are to be

maximized):

(3)

(4)

where at least one strict inequality holds and

fk(J)okPmk<bk V*

Possible candidates for feasible dominating replacements can be determined before the

generation process by using condition (3). During the generation process, only the feasibility

of replacement needs to be checked according to (4), in order to find a possibly dominating

CA. Of course, the concept of feasible dominating replacements will only identify some

dominance relations among the composite alternatives. A final check using pairwise

comparisons must therefore still be made. But since the number of alternatives is reduced

in advance by eliminating some dominated alternatives, computation time for this step is

reduced.

4.4. Filtering

If the methods outlined above still lead to a large number of feasible and efficient CAs, a

further reduction must be achieved by using filtering techniques. In the literature, two

approaches for filtering alternatives in multi-attribute problems were proposed: filtering by

thresholds and random filtering.
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The basic idea of filtering by threshold levels (Abonyi, 1983), also called "conjunctive

method" (Hwang/Yoon, 1981) is to eliminate undesirable alternatives which do not reach

certain attribute values. However, these threshold levels already introduce some preference

information at a stage before the actual evaluation of alternatives is performed. This might

be problematic, especially in a group decision context, in which individual evaluations (on

which the threshold levels must be based) might change during the process, due to

influence from other group members.

In random filtering (Steuer, 1986), one tries to create a statistical sample of the efficient

surface by randomly selecting widely dispersed alternatives. This approach avoids the use

of a priori preference information and therefore seems to be more appropriate in a group

decision context.

In multi-objective programming problems, a distinction is often made between filtering in

decision space, where equally spaced values of the decision variables are used and in

criterion space, where one tries to generate an evenly dispersed set of objective values

(Steuer/Harris, 1980). A similar distinction can be made in the case of composite

alternatives, where the composition of CAs takes the position of decision variables. Taking

this idea one step further, one could consider the attribute values of a CA as the result of an

experiment with the selection of PAs as control variables, and use techniques from

experimental design, like latin squares or specific fractioning techniques for two-level factors

(John, 1971) to obtain an evenly spread sample of CAs. These techniques can be directly

incorporated into the generation process, while for random sampling techniques, the entire

set of alternatives must first be generated. However, in the methods from experimental

design, the amount of data points generated is determined by the method applied, while in

random sampling techniques in attribute space, the sample size can be directly controlled.

Random sampling methods are therefore more flexible.

5. Conclusions

In this paper, we have introduced the concept of composite alternatives, which form an

important aspect of many actual group decision problems. We have studied the problem of

generating a set of composite alternatives from partial actions and methods for reducing the

number of alternatives contained in that set.

The concept of composite alternatives developed in this paper still requires further research,

both at the conceptual level and the level of implementation. Conceptually, the advantages

and disadvantages of generating discrete alternatives vs. multiobjective programming

approaches need to be analyzed in more detail. Systems based on both approaches have
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been proposed in the literature, comparative (possibly experimental) studies of such

systems could help to resolve that question.

The computational techniques developed in this paper can also be expanded upon. The

basic generation process presented in section three, as well as its extensions concerning

the generation of feasible alternatives only, have already been incorporated into an

experimental system (Vetschera, 1991b). Filtering methods are also available in the form of

computer codes (Steuer, 1986), but they have not yet been tested in the context described

here. No computational experiments have been performed on the incorporation of efficiency

tests into the generation process and on the reduction in computational effort which can be

achieved by this technique. These topics create a broad set of alternatives for future

research.
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