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“Die Beziehung eines Gegenstandes zu einem Begriffe erster Stufe, unter den er fällt, ist verschieden von der allerdings ähnlichen eines Begriffes erster Stufe zu einem Begriffe zweiter Stufe.”

Gottlob Frege
Abstract

Classification and generalisation are arguably the most important abstractions used in conceptual modelling. From a software developer’s perspective it may seem that there is a clear difference between classification and generalisation. However, this impression is deceptive. It is indeed relatively easy to decide whether classification or generalisation – and instantiation or specialisation respectively – is the better choice as long as models are considered on the M1 layer only. However, as soon as higher levels of abstractions are included, as it is characteristic for meta modelling, this decision can become very demanding. Starting with focussing on obvious criteria to distinguish between classification/instantiation and generalisation/specialisation, this report will first illustrate why these criteria become blurred on higher levels of abstraction. Also, it will be shown that often neither generalisation/specialisation nor classification/instantiation is sufficient. Instead, there is need for further abstractions. Against that background an approach to structure the problem is presented. While it does not allow to strictly determine the decision between the two abstractions, it provides guidelines which support the decision in a particular modelling context.
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1 Introduction

The creation of conceptual models as well as the implementation of software systems recommend the use of abstraction concepts. It is directly related to the idea of conceptual modelling: Instead of representing particular objects (instances), it is aimed at concepts, i.e. abstractions that cover a range of objects of the same kind. This contributes to reusing models for varying instance populations. At the same time it makes models robust against ever occurring changes on the instance level. Defining concepts as abstractions over congenerous objects corresponds to classification. Concepts can be built through generalisation, too. In this case, the focus is on the commonalities of a set of classes. Classification and generalisation are arguably the most important abstractions used in conceptual modelling. From a software developer’s perspective it may seem that there is a clear difference between classification and generalisation. Such an assessment is supported by the fact that object-oriented programming languages provide distinct operations for defining classes, superclasses, specialized classes and for instantiating objects. However, this kind of differentiation represents only one side of the coin. Before one applies the operations offered by a programming language, one needs to know which operation is most appropriate for a certain purpose, i.e. one needs to be clear about the conceptualisation of the system to be modelled. As we shall see, respective decisions can be very demanding. First, distinguishing instantiation and specialisation from a conceptual point of view is compromised by the fact that both, the relationship of an instance to its class and the relationship of a class to its superclass, are usually referred to as “is a”. This ambiguity of the predicate “is a” in natural language will often prevent a straightforward distinction based on a simple linguistic analysis. Second, the conception of a class in prevalent programming languages differs from the meaning we normally associate with the concept of a class. This difference results in subtle, but substantial effects on the semantics of instantiation and specialisation. Third, the distinction between both concepts is further complicated, if a model is not restricted to the dichotomy of instance and class, but allows for further levels of abstraction such as meta classes or meta types. The elaborate analysis of classification/instantiation and generalisation/specialisation extends an earlier report where the consideration was mainly restricted to two levels of abstraction (Frank 2011b).

2 Ostensible Differences

The following propositions illustrate the ambivalent use of the predicate “is a”:

“John is a student.”
“A student is a person.”

To adequately represent the corresponding relationships in a conceptual model, it is required to decide in each case whether to represent it as instantiation or as specialisation. With re-
Ostensible Differences

With respect to system modelling, it may be required to distinguish between the concept as it is used in the relevant domain of discourse and its representation in a system. At first, we will restrict our consideration to prevalent system architectures that are limited to two levels of abstraction, i.e. classes and instances. That means that every concept has to be mapped either to a class or an instance. If, in this case, we consider the proposition “A is a B”, we only need to decide for A and B whether to represent them as a class or an instance. Then, we can determine, whether specialisation or instantiation are feasible. Table 1 shows the corresponding decision table.

<table>
<thead>
<tr>
<th></th>
<th>instance</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>instance</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>class</td>
<td>Instantiation</td>
<td>Specialisation</td>
</tr>
</tbody>
</table>

Table 1: Decision between Instantiation and Specialisation

Unfortunately, this kind of decision is not satisfactory. On the one hand, it is restricted to formal feasibility and does not account for conceptual adequacy. On the other hand, it implies deciding beforehand whether a certain object should be represented as class or as instance. As far as the second aspect is concerned, one may argue that it will usually be clear how to represent an object: If it is a particular occurrence of something, it should be represented as an instance. If it serves as an abstraction over a set of further objects, it should be represented as a type. However, there are cases, where one needs to represent concepts as instances – as a consequence of the fact that no more than two levels of abstraction are available. Consider the following example: “A lion is a mammal”. Even though the term “lion” does not represent a particular animal here, it may make sense to represent it as an instance – in order to model it as an instance of mammal. Hence, the decision about modelling something as an instance or a class may depend on the decision for or against using instantiation. Therefore, further criteria are required to support the original decision between instantiation and specialisation. One characteristic feature of specialisation is monotonic extension. It implies that all propositions that hold true for a superclass hold true for its subclasses, too.\(^1\) It also implies substitutability: An instance of a superclass can be replaced by an instance of a

\(^1\) Note that there are exceptions to this rule such as propositions that refer to the relationship between superclass and subclass (“A is superclass of B”) or that refer to the state of instance populations (“A has 138 instances”).
subclass without notice, i.e. without causing harm. Instantiation does no result in monotonic extension. Propositions about a class do not have to apply to its instances. For example: The proposition “Customer represents a class of customers” does not hold true, if “Customer” is replaced by one of its instances. Substitutability is not an issue in case of systems with classes and instances only, because instances cannot be further instantiated.

The natural language concept of instantiation and specialisation corresponds to respective concepts in logic, where it is common to speak of “subordination” instead of specialisation and of “subsumption” instead of instantiation (Wolters 1996). In both cases, the definition refers to the concept of class. A class B is a subordination of another class A, if the elements of B represent a true subset of the elements of A. For instance: The class “Student” is subordinated to the class “Person”, if the set of instances of “Student” is part of the set of instances of “Person”. Subsumption on the other hand describes a relation between an element and its class: An element is subsumed to a class, if it is an element of the set represented by the class. Similarly, in his analysis of concepts, Frege characterized subsumption as a relation between a concept (“Begriff”) and an object (“Gegenstand”). A concept is defined by properties (“Merkmale”) that allow distinguishing it from other concepts. Objects that are subsumed under a concept are characterized by particular occurrences of the properties (“Eigenschaften”) the corresponding concept is specified with ((Frege 1892), p. 201). Subordination on the other hand is a relation between two concepts $c_a$ and $c_b$ that satisfies two constraints. First, all properties that are characteristic for $c_a$ are characteristic for $c_b$, too. But not all properties of $c_b$ are necessarily properties of $c_a$ (ibid, p. 202). Apparently, this aspect corresponds to inheritance. Second, every object that is subsumed under $c_b$ is subsumed under $c_a$, too. This aspect of Frege’s conception is similar to substitutability.

For instantiation it is characteristic that the set of all possible instances a class may have is specified with the class (see 2.1). Specialisation, on the other hand, allows for adding an unlimited number of arbitrary properties to a given set of properties. In Table 2, respective characteristics of specialisation are opposed to those of instantiation. For this purpose, we assume that B is specialised from A and D is an instance of C.

<table>
<thead>
<tr>
<th>Specialisation</th>
<th>Instantiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both, A and B are classes.</td>
<td>C is a class. D is an instance (i.e. not a class).</td>
</tr>
<tr>
<td>Substitutability: Every instance of A can be replaced by an instance of B without notice, i.e. without jeopardizing system integrity.</td>
<td>Instances of D are not possible (because D is represented as an instance).</td>
</tr>
<tr>
<td>A specifies only a part of the properties of B.</td>
<td>All possible features of D are specified with the properties defined for C.</td>
</tr>
</tbody>
</table>

Table 2: Characteristic constraints of specialisation and instantiation
Ostensible Differences

Applying these constraints to the above example propositions produces clear results (see Table 3).

<table>
<thead>
<tr>
<th>“John is a student.”</th>
<th>Instantiation</th>
<th>Specialisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>“John” represents an instance. “Student” represents a class.</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Substitutability: There are no instances of “John”.</td>
<td>-</td>
<td>⬤</td>
</tr>
<tr>
<td>All possible features of “John” are specified with “Student”.</td>
<td>⬤</td>
<td>⬤</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>“A student is a person.”</th>
<th>Instantiation</th>
<th>Specialisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both, “student” and “person” represent classes.</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>Every instance of “Student” qualifies as an instance of “Person”. Hence, instances of “Person” can be replaced by instances of “Student” without notice.</td>
<td>-</td>
<td>⬤</td>
</tr>
<tr>
<td>“Person” specifies only a part of the properties that define “Student”.</td>
<td>⬤</td>
<td>⬤</td>
</tr>
</tbody>
</table>

Table 3: Applying criteria to distinguish specialisation and instantiation

For those who are familiar with the use of an object-oriented programming language, the above criteria may seem trivial. As long as we restrict the consideration to two levels of abstraction, instance and class, only, the distinction is indeed not much of a challenge – even though the specific semantics is not always easy to determine as we shall see in the next paragraph. However, even with only two given levels of abstraction, modelling a particular domain can be more demanding. Different from the above example, there are cases where it is not clear whether to represent a concept as a class or an instance – with respective consequences on the decision between specialisation and instantiation. For example: “Business report” is meant to represent a class – not a particular report. This can be the case for “document”, too. As a consequence, the proposition “business report is a document” could be represented as a specialisation relationship. However, it is also conceivable that “document” is actually intended to represent a class of document classes, i.e. a meta class (see below). In an environment that does not include meta classes, it may be an appropriate option to model “document” as a class (i.e. to represent a meta class with a class) and “business report” as an instance.
2.1 Background: Concepts of Class

With these definitions at hand, we could try to resolve the ambiguities of “is a”. However, that would be premature for two reasons: First, the concept of class in prevalent programming languages is different from the concept of class in logic (and in natural language as well) – which has a substantial effect on the semantics of specialisation and instantiation. Second, there is need to clarify how to interpret the term “element” or “object” respectively.

In logic, a class is defined extensionally, i.e. as the extension (set) of its potential instances. Such a set-theoretic view has two implications. First, it suggests regarding the process of instantiation as selecting an element of a given set – rather than creating it. Hence, regarding instantiation as selecting an element from a given set would implicitly include the initialization of the element, i.e. the assignment of a particular state. Second, it implies that an element of a class can be an element of other classes at the same time. In programming languages, a class is based on an intentional definition. In this sense, a class serves to specify the properties intended for all its instances. It includes an explicit instantiation procedure that allows for creating particular instances from the class description. This conception can be illustrated by thinking of a class as a template that allows creating instances by “punching” them out – even though this would be an all too simplified view as we shall see. At first sight, it may seem that the intentional and the extensional notion of class are the same and mark only different perspectives. They are, indeed, very similar. The intentional specification of a class includes an implicit definition of its extension: The extension of a class with properties p₁, p₂, .. pₙ is the product of the extensions of the properties: \( \text{ext (p₁)} \ast \text{ext (p₂)} \ldots \ast \text{ext (pₙ)} \). Often, the extension of a class will be huge – and much bigger than the number of meaningful instances, as the example of a simple class in Figure 1 illustrates:

![Product class diagram]

\[ \text{ext (Product)} = 2.8 \ast 10^{42} \ast 216 \ast 2^{32} \approx 10^{60} \]

**Figure 1: Extension of a class**

Also, as the example shows, an intentional definition may include extensional elements, too – such as the specification of attributes. Nevertheless, there are two important differences. The first relates to the differences of the instantiation process: While the intentional concept

---

2 Note that this use of the predicate “intentional” is not related to human intention. Also, it is extensional in the sense that it implies the explicit specification of all properties that constitute the semantics of a class.
implies a classification that is based on common properties and therefore allows for creating instances according to this common schema, the extensional concept requires specifying a set of instances. While these should share common properties, it would be sufficient for them to satisfy the predicate that they are element of the same class. That makes the extensional concept more flexible, may however compromise the quality of the abstraction that goes along with classification. For example: A software system to support human resource management requires an assessment of employees’ expertise using four predicates. An intentional specification would require specifying a class “expertise” with properties that are characteristic for all expertise levels and that allow for instantiating and initialising a particular kind of expertise. For an extensional specification it would be sufficient to define the set of strings that represent possible kinds of expertise: [“outstanding”, “very good”, “fair”, “poor”]. The second difference between the intentional and extensional concept has more severe implications. While an instance of a class that corresponds to the intentional concept – as it is used in prevalent programming languages – is instance of one class only, an instance of a class that corresponds to the extensional notion can be instance of many classes at the same time – like an element of a set can be element of further sets. The specialisation hierarchy in Figure 2 shows a model that seems to be intuitive: The class “Person” is specialized into the classes “Student” and “Employee”. The consequences of the intentional concept of class are illustrated by showing corresponding instances. Apparently, the intentional concept of class is not the same that we use in natural language. We would regard it as bizarre, if somebody who is a student would not be a person anymore. Figure 3 illustrates the difference with a representation of the respective classes as sets: The extensional conception of class implies that “Student” and “Employee” are true subsets of “Person”, which may overlap. Hence, a particular element can be “Student”, “Employee” and “Person” at the same time. The intentional conception, on the other side, implies three distinct sets – this corresponds to the image of a template for “punching” out instances. Therefore, representing somebody both as a person and a student would require two different objects – resulting in redundancy that would jeopardize system integrity. As an alternative, creating an instance of “Student” could go along with deleting the corresponding instance of “Person”. In that case, it would not only be required to transfer the state of the “Person” object to the “Student” object, but also to redirect all references to the “Person” object – again causing a threat to system integrity.
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Figure 2: Illustration of intentional concept of class

Figure 3: Illustration with sets
2.2 Delegation

The intentional concept contributes to confusion and jeopardizes adaptability and integrity. Therefore, the extensional concept seems a clearly better choice. However, when it comes to building software, the intentional concept has the advantage that there is no mismatch between a conceptual model and the implementation. To reduce the negative impact of the intentional concept of class, it is important that modellers and software developers are aware of its counter-intuitive semantics. Delegation is a useful approach to address the limitations of specialisation that result from an intentional concept of a class ((Lieberman 1986), (Frank 2000)). In a particular context, an object that serves as a role filler delegates its responsibilities to an object that serves as one of its roles. For example: A student may be regarded as a role of a person. Whenever an object of the role class “Student” receives a message that is not part of its protocol, it would dispatch the message to its role filler. As a consequence, it would not only “inherit” the properties of the class “Person”, but also the state of the corresponding role filler object. The example in Figure 4 illustrates how to combine specialisation and delegation.

![Figure 4: Fostering comprehensibility and integrity through specialisation and delegation](image)

3 Raising the Level of Abstraction

Classification allows for abstracting over a range of instances. To take advantage of similarities between classes (or types), it can be useful to introduce a higher level of abstraction, i.e. to define meta classes that specify the properties shared by a range of classes. A similar approach can be applied to the specification of a class of models of the same kind through meta models. In principle, raising the level of classification is not limited to one meta level. Hence, we need to account for meta meta classes, meta meta models etc., too. While these additional meta layers can be very beneficial with respect to reuse and integrity, they create additional complexity at first – and may make the decision between instantiation and specialisation more demanding. So far, our consideration was mainly focussed on classes. Now, we will explicitly include types and meta types, too, because for the specification of DSML one will usually focus on types instead of classes. Nevertheless, we will use both abstractions widely.
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synonymously – with the main difference that classes other than types allow for user-defined operations. In Logic, the notion of a type is coined by type theory which was proposed by Russel and Whitehead to overcome the antinomy that Russel had discovered in Frege’s axiomatic foundation of set theory. In programming languages, type systems are essential for checking the formal integrity of programs. In object-oriented programming languages, a class is defined by its internal structure and a set of operations. The interface of a class defines its type. Therefore, it is possible that a class may satisfy more than one type. While the peculiarities of type theory and type systems are important for understanding the concept of a class as it is used in software engineering and in conceptual modelling, differentiating types and classes is of no specific value for our course of investigation.

3.1 “Fake” Instantiations

While there seems to be a wide consensus that a meta model is a model of a class of models, the relationship between a meta model and corresponding models can be conceptualized in different ways. Often, a model is regarded as an instance of a corresponding meta model. According to this view, a meta model is instantiated into models. From a formal point of view that means that all models that are syntactically and semantically correct can be generated from a meta model. According to Bézivin it is confusing to regard a meta model as a model of other models: A model of something should provide a representation that provides a reduction of complexity (Bézivin 2003, p. 9 f.). Apparently, this not the case for a meta model. While such an objection may seem reasonable at first sight, it is not convincing in the end: A meta model is not a model of a particular model, but of an entire set of models. Hence, it can very well reduce the complexity of dealing with the whole range of models. Nevertheless, the idea that a meta model is instantiated into its models, i.e. that a model is an instance of a corresponding meta model, is indeed not totally convincing. On the one hand, it is somewhat misleading, because it suggests that creating a meaningful model from a meta model is a well defined process that can be performed by a machine. However, this is usually not the case. Even for trivial meta models the number of possible models can be extremely high, so that generating the entire range is no option. In addition to that, identifying meaningful models will be much more demanding than it will often be for instances of a particular class. Instead, instantiation in the case of modelling is rather a process of construction in conformance with the rules defined in the meta model. On the other hand, it happens on a regular base that the meta types used in meta models are based on formally incorrect classifications – which go along with “fake” instantiations. According to the notion of instantiation that we used so far, instantiating a class means to create an object with features that are instances of the properties defined for the corresponding class. However, frequently meta types are used that include properties which are incorrect classifications of the respective type features. Figure 5 shows two different instantiations of the type “Person” from the meta types of a corresponding meta model. The example on the right shows a formally correct instantiation, which, however, represents an instance that does not make much sense. The
example on the left shows an instance that represents a valid type, which, however, results from a formally incorrect instantiation. To justify the abstraction used in the meta model, one could apply a more relaxed interpretation. In this case, one would regard “String” as an abstraction over the set of allowable types (or classes), i.e. as a placeholder for an extensional representation such as “Character”, “Date”, “Integer” etc., each of which would serve as a unique identifier of a certain type. To enable a formally correct instantiation of types, there would be need for specifying a meta type that represents a classification of all intended types.

As we shall see in the next section, there is a further reason why it may be inappropriate to regard a model as an instance of a meta model.

### 3.2 Multi-Level Instantiation/Specialisation

So far, our consideration of instantiation and specialisation was restricted to two levels of abstraction, i.e. to instances and classes or types respectively. Although the distinction between the two concepts may be confusing sometimes even on this level, there are clear rules that support the decision. If we also account for concepts that describe a range of concepts, i.e. meta concepts, those rules are not as clear anymore. For Frege the distinction of object (“Gegenstand”) and concept (“Begriff”) was essential to structure the use of language. Thereby an object is regarded as falling within a concept and being characterized by a proper name – in other word: something that exists and that is not an abstraction over other existing entities. That does not mean, however, that the distinction between object and concept is trivial (for a discussion on the difficulties in identifying the “being” see (Quine 1953)). In advanced object-oriented languages, there is no clear distinction by definition: An object is an instance of a class. At the same time, a class is regarded as an object, too, i.e. it has specific attributes and methods that are not available on the instance-level.

The example shown in Figure 6 illustrates that with more than two levels of abstraction the decision between instantiation and specialisation can become very demanding. The directed edges represent only that one concept is regarded to be more specific than the one above.
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To analyse the question whether specialisation or instantiation is more appropriate – or whether there is even need for further concepts, we consider possible representations of “Device” and “Printer” (see Figure 7).

Apparently, “Printer” and “Harddisk Drive” are instances of “Device” and “Feature” respectively: Each attribute of both concepts is instantiated from attributes of the superior classes. However, an alternative representation is possible, too (see Figure 8).
In this case, “Printer” and “Harddisk Drive” would obviously qualify as specialisations of “Device”. Hence, this example illustrates that the same result can be produced through instantiation and specialisation, if the superior class is adapted accordingly. At the same time, it stresses the question, which alternative is more appropriate. To add to the confusion, we will first show each specialisation includes an implicit instantiation, too. If a class is specialised from an existing class, this will result in creating a new class. In the above example, specialisation results in two new classes, namely “Printer” and “Harddisk Drive”. At the same time, both new classes were created through an act of instantiation: They were instantiated from one or more meta classes. In the example shown in Figure 9 this is illustrated for the class “Printer” only, which is instantiated from the meta classes “Class” and “Property”.

Using a similar perspective, however focussing on instantiation alone, Atkinson and Kühne consider a constellation they refer to as “ambiguous classification” ((Atkinson and Kühne 2001), p. 21). It seems that there are two alternative classifications for each class and each instance. In a later publication Kühne gives the example shown in Figure 11 to illustrate the problem.
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It seems confusing that “Lassie” is an instance both of the classifier “Collie” and the classifier “Object”. To dissolve the confusion, Kühne suggests differentiating two kinds of instantiation. “Ontological instantiation between two elements or models is therefore based on the relationship between them in terms of their meaning.” (Kühne 2006, p. 377) Apparently, Kühne thinks of meaning being created by references to “the original system”. In other words: An ontological instance should refer to an element that is “in the extension of the concept referenced by the type.” The concept is supposed to be defined intentionally. “Linguistic” instantiation on the other hand is based on an extensional concept of class, which is to express that the concept does not express the meaning of the corresponding instances: “...linguistic instantiation concerns the form of elements themselves, as opposed to their content (and meaning respectively) as is the case with ontological instantiation.” (p. 377). An example would be instantiating the concept "Collie" from "Class", or "Lassie" from "Object".

While pointing at what he calls “ambiguous classification” is important with respect to clarify potential confusion, Kühne’s conclusions are not entirely convincing. First, the differentiation of “ontological” and “linguistic” is misleading for various reasons. On the one hand, both are orthogonal. Every “ontological” concept requires a linguistic representation. Otherwise we cannot express it – independent from the philosophical question whether ontological categories can exist without language. A linguistic expression may or may not represent an ontological category. On the other hand, terms such as “class” or “object” that Kühne assigns to “linguistic instantiation” are typical examples for philosophical ontologies (as the one suggested by Bunge). Also, a term like “Collie” represents a linguistic concept, i.e. it is part of a language. Second, and more important, the differentiation seems to be based on a misconception. If we look at a model where “Lassie” is represented as an instance of “Collie”, then we deal with classes and objects only. “Collie” is a particular class – not instantiated from a class (and an object at the same time!) – with the “name” property instantiated to “Collie” – i.e. it is instantiated from a metaclass. This particular class is then instantiated into an object with the name property instantiated to “Lassie”. Hence, the terms as “class” and “object” are terms of a meta language that enable us to speak about language – and to classify language elements.
Kühne’s example nevertheless shows that there is need to distinguish between language and language application. While this distinction may contribute to a more elaborate understanding of instantiation – and specialisation respectively, it does not help much with the decision between instantiation and specialisation.

4 An Attempt to Structure the Problem

Our further considerations to clarify this problem focus on properties and features of classes and meta-level classes. They also account for the peculiarities of relationships between concepts on different levels of abstraction. Frege makes a difference between first-order concepts and second-order concepts – and emphasizes that the relationship between an object and a first-order concept is similar, but different from the relationship between a first-order and a second-order concept. In the first case, he speaks of an object falling under a concept (“ein Gegenstand falle unter einen Begriff”, (Frege 1892), p. 201). In the second case, he uses the phrase of a concept falling into a second-order concept (“ein Begriff falle in einen Begriff zweiter Stufe”, ibid). Unfortunately, Frege’s distinction is of limited use for our investigation only, since it is based on a clear differentiation of objects and classes. However, for our purpose, classes are regarded as objects, too.

4.1 Properties and Features

To develop criteria that support a respective decision, we consider two classes (or meta classes respectively) C_a and C_b. We assume that C_a is regarded to represent a higher level of abstraction than C_b, where it is not clear at first whether it is a meta class or a superclass of C_b. To analyse this question in more detail, it makes sense to first define all properties that C_a should have for the intended purpose. In a next step, one would check for each property whether C_b should inherit them, i.e. should have exactly the same properties or whether intended properties of C_b should be instantiated from respective properties of C_a.

To develop a heuristic to support a respective decision, we distinguish between different kinds of class properties and features – inspired by Frege’s distinction of “Merkmal” (property) and “Eigenschaft” (feature). A feature is an instantiation of a corresponding property. For this pur-
pose we consider classes as objects (i.e. not just as sets) that have features and properties. There are three categories of class features and properties:

**Class features:** These are properties that serve to characterise a class and cannot be applied to particular instances of a class.\(^3\) They are based on the conception of a class as an object with a certain state. There are two kinds of class features. Note that class features are instantiated from class properties defined on a higher level of abstraction.

a) **Life-cycle features:** Features that are characteristic for the class only and do not apply to instances. For example: time when a class was created; times when modifications took place. The class name falls into this category, too.

b) **Derivable features:** Features that apply to the class only, but depend on the corresponding instance population. Examples include the number of instances at a certain point in time, the average number of instances within a certain time frame or the average value of certain instance properties. In addition to the direct instances of a class, the relevant instance population may also include instances of subclasses. To avoid redundancy, these features would usually be implemented with methods.

Since class features are characterised by class-specific *values* they can neither be inherited to other classes nor instantiated. At the same time, they cannot be inherited from an upper-level class. Instead, they can be instantiated from properties in an upper-level class only.

**Class properties** serve to characterize and differentiate specific instances. Properties are used for the intentional definition of a class. A class property corresponds to a feature of corresponding instances. Since an instance may be a class, a class feature may correspond to a property of the respective meta class. For instance: The meta class “Class” may include the property “created”, which is instantiated with each of its instances into a class feature. Class properties can be inherited through specialisation.

**Class invariants:** These are constraints that apply to class properties. A class invariant is valid for all instances, hence does not allow differentiating between instances. For example: the restriction of an attribute’s value range, e.g. for representing employees’ salaries, the value of a certain property, i.e. the power consumption of an electric appliance, or the dependence of one property on another one – e.g. the sales price of a product has to be larger than the retail price. Like class properties class invariants can be inherited through specialisation – which is an implication of the substitutability constraint. They cannot be further instantiated.

### 4.2 An Example

In the following we apply the above categories to classes that correspond to the example in Figure 6. We start by focussing on three levels only. We make the assumption that instantia-

\(^3\) This statement corresponds to Frege’s determination that – in a strict sense – propositions about concepts do not apply to corresponding objects (ibid, p. 201).
tion and specialisation are mutually exclusive. Hence, if there are conflicting requirements, a decision for one of the two has to be made.

For deciding whether C\textsubscript{3} should be modelled as an instance of C\textsubscript{2} or rather as a subclass, one would first categorize all relevant features and properties of C\textsubscript{2}. Note that assigning a feature or property to one of these categories may require analysing the intended purpose of a concept. In the next step, one needs to decide for properties of each category whether and how they are expected to be used in C\textsubscript{3}. The left part of Figure 12 shows a part of the concepts presented in Figure 6. The attributes are assigned to the categories introduced above. The diagram on the right shows a possible reconstruction using a specialisation and an instantiation relationship. They cover the class (M\textsubscript{1}) and meta class layer (M\textsubscript{2}). Class features are marked through a grey background.

![Figure 12: Partial reconstruction of multi-level hierarchy](image)

While the model on the right seems to be appropriate for various purposes, it does not account for class features on the M\textsubscript{2} layer. In case these are important, it has to be clarified where the corresponding properties would be defined. Furthermore, the model does not account for representing particular instances. In many cases a corresponding information system would have to keep track of particular devices. However, the class “CPL-844” does not allow for further instantiations. Figure 13 shows an extension of the previous model that
addresses both aspects. To allow for class features on the M₁ layer, the corresponding meta classes are instantiated from meta meta classes on an additional M₃ layer, in this case from “PeripheralDevice” and “Feature”. Enabling class properties for “CPL-844” which could be instantiated into features of corresponding instances, such as a specific serial number, is more demanding. It requires an additional (meta) concept. While “serial no” could be defined with “Printer” (as an instantiation of “Feature”) or with “LaserPrinter” (as an extension of inherited properties or – equivalently – as an instantiation of “Feature”), it would have to be instantiated to a class feature within “CPL-844”, since “CPL-844” is modelled as an instance of “LaserPrinter”. There are a few proposals that address this challenge such as “power types” (Odell 1998), “clabjects” (Atkinson and Kühne 2008) or “intrinsic features” (Frank 2011a). Intrinsic features are based on the assumption that conceptualising a meta meta class does not only imply an imagination of its immediate instances, i.e. classes, but may also imply an imagination of those classes’ instances. Hence, when conceptualising a meta class it may be a good idea to already specify class properties that apply to lower level instances only. The corresponding features would then be intrinsic to the concept of a meta class. In the example shown in Figure 13 the concept of an intrinsic feature allows defining the property “serial no” within “Printer” on the M₁ layer. Power types and clabjects allow for representing this, too. However, they come with a slightly different ontological foundation. Also, clabjects are more flexible, since they allow for defining a “potency” to specify on what level a property is supposed to be instantiated. Further approaches to address the above challenge include “m-objects” (Neumayr, Grün et al. 2009) and “materialization” (Olivé 2007) (for an overview see: (Neumayr, Schrefl et al. 2011)).

The example in Figure 13 shows a comprehensive representation of the concepts in Figure 7. Note that “LaserPrinter” does not inherit the values of the class features assigned to “Printer”. Instead, these features are instantiated from its corresponding meta class, i.e. “PeripheralDevice”. To evaluate this model one needs to account for its purpose. Let us assume we want to build a system for supporting order management within a computer hardware dealership. In case, order management is restricted to simply selling devices without the need for giving technical advice, this model may be sufficient. One would have to evaluate whether the meta class “LaserPrinter” is required, since it is not different from its superclass – except for its state as an object. However, if the system should also include technical advice and maybe the configuration of devices, the model is certainly not appropriate. In that case, the concept of a printer should be described in more detail, allowing for clearly distinguishing different kinds of printers.
Figure 13: Comprehensive representation of example using intrinsic features

The model shown in Figure 14 illustrates a corresponding representation using instantiation only. Different from the previous model, it includes a conceptualisation of “Printer” that is more elaborate in the sense that it describes what a concept called “printer” is composed of. That does not mean, however, that classification in general results in more elaborate (meta) concepts than generalisation.
The difference between instantiation and specialisation is related to two aspects:

a) How can characteristics of the abstraction be (re-) used in a concretisation?

b) How can specific characteristics of the concretisation be defined?

Ad a): In the case of specialisation, all properties of the superior class are inherited, i.e. used as they are defined in the superior class. This is different with instantiation where it is not possible to use concepts defined in the superior class as they are.

Figure 14: Emphasis on instantiation
An Attempt to Structure the Problem

Ad b): Specialisation allows only for specifying additional class properties. Instantiation allows for instantiating class features and (additional) class properties.

The quality of classification versus generalisation depends chiefly on the semantics of the respective meta class or superclass. The more useless concretisations (either specialisation or instantiation) are possible, the lower the level of semantics. In this respect, both specialisation and instantiation have specific strengths and shortcomings. While specialisation does not allow excluding arbitrary extensions, classifications can restrict the number of possible instantiations, i.e. classification allows for defining the permissible characteristics of all possible instantiations. The higher the level of semantics specified for a classification, i.e. the lower the range of possible, however, useless instantiations, the higher is the quality of the corresponding abstraction. On the other hand, the quality of generalisation depends on its semantics, too. The semantics of a generalised class depends on the semantics of its property types and the number of its properties. The more semantics a generalisation represents as invariant commonality of the corresponding specialisation, the higher its contribution to reuse and flexibility. Figure 15 shows the examples of a meta class and a superclass that incorporate very little semantics only, i.e. there is only little value in the corresponding abstraction: anything goes. Both cases result in widely the same set of possible concretisations.

![Diagram](image_url)

**Figure 15: Examples of low quality abstractions**

To illustrate the criteria that are to be accounted for when deciding between instantiation and specialisation we consider a concretisation (either specialized or instantiated class) and differentiate its properties/features according to the above proposal.

<table>
<thead>
<tr>
<th>Request for concretisation</th>
<th>Implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 representation of class features (lf, df)</td>
<td>instantiation only</td>
</tr>
<tr>
<td>2 reuse of properties as they are</td>
<td>specialisation only</td>
</tr>
<tr>
<td>3 specification of further characteristics</td>
<td></td>
</tr>
<tr>
<td>a) arbitrary</td>
<td>both</td>
</tr>
<tr>
<td>b) restricted</td>
<td>instantiation only</td>
</tr>
</tbody>
</table>

**Table 4: Criteria for deciding between instantiation and specialisation**
As the examples from Figure 12 to Figure 14 show, there are cases that demand for both instantiation and specialisation. In the worst case, i.e. if both specialisation and instantiation seem mandatory, the resulting conflict creates a dilemma.

5 Preliminary Conclusions

Our previous considerations lead to a number of conjectures some of which recommend revising wide-spread assumptions.

The decision between instantiation and specialisation can be a serious challenge. As long as one deals with the M₀ and M₁ layer only, the decision between instantiation and specialisation is fairly easy. However, if more levels of abstraction need to be accounted for, this decision may face the dilemma that there are good reasons for both choosing instantiation and specialisation. The problem is attributed to treating classes as objects of corresponding meta classes. As a consequence, a class may have both instantiated features (class as object) and properties that are instantiated only with its instances.

The distinction between instantiation and specialisation should not be abandoned. The fact that in some cases a clear decision for one of the two is not possible could be used as an argument for giving up the distinction between instantiation and specialisation. The difficulties in differentiating both concepts are rather an argument for a aiming at a clear separation than against it. If we gave up the differentiation, which is arguable one of the major accomplishments of modern Logic, this would be a step back resulting in a loss of analytic power (Kühne 2009).

There is urgent need for additional abstractions to overcome the respective decision conflict. It is widely impossible to create meta models that represent the intended semantics, if there is no chance to somehow combine instantiation and specialisation. Therefore, abstractions that address this issue, such as clabjects, powertypes, intrinsic features, materialization or m-objects are mandatory for meta modeling languages.

A strict separation of abstraction levels is often not possible. The language hierarchy referred to as M₀ to M₃ as it became popular mainly by the OMG suggests that there is a clear difference between linguistic levels of abstraction, which is defined by classification/instantiation relationships. By regarding (meta) classes as objects and through the use of additional abstractions such as clabjects, the distinction of abstraction layers becomes blurry. However, that does not mean that differentiating levels of linguistic abstraction is in general inappropriate. It is still important as an analytical measure to provide an orientation for interpreting models. Only, one should be aware of possible intrinsic overloading.

Four levels of abstraction are not necessarily sufficient. Modelling languages and corresponding tools require a language architecture. It includes the meta models that define modelling languages and it may also include the specification of the corresponding meta modelling languages through a meta meta model. Therefore, language architectures often distinguish four
Preliminary Conclusions

levels of abstraction starting with M₀ – which is usually not relevant for conceptual modelling, but provides a common ground, and going up to M₃, which represents the meta meta model. The examples in Figure 13 and Figure 14 indicate that it can be useful to introduce further levels of abstraction.
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