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Abstract
We propose a semiparametric local polynomial Whittle with noise estimator of the memory parameter in long memory time series perturbed by a noise term which may be serially correlated. The estimator approximates the log-spectrum of the short-memory component of the signal as well as that of the perturbation by two separate polynomials. Including these polynomials we obtain a reduction in the order of magnitude of the bias, but also inflate the asymptotic variance of the long memory estimator by a multiplicative constant. We show that the estimator is consistent for \( d \in (0, 1) \), asymptotically normal for \( d \in (0, 3/4) \), and if the spectral density is sufficiently smooth near frequency zero, the rate of convergence can become arbitrarily close to the parametric rate, \( \sqrt{n} \). A Monte Carlo study reveals that the proposed estimator performs well in the presence of a serially correlated perturbation term. Furthermore, an empirical investigation of the 30 DJIA stocks shows that this estimator indicates stronger persistence in volatility than the standard local Whittle (with noise) estimator.
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1 Introduction
We are interested in estimation of the memory parameter in a so-called perturbed fractional process,

\[ z_t = y_t + w_t, \]  

\[ (1) \]
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i.e. a signal-plus-noise model where the signal process $y_t$ is a long memory process with memory parameter $d$ which is perturbed by the additive noise term $w_t$. These processes are a version of the random walk plus noise or local level unobserved components model, e.g. Harvey (1989), except the signal is a long memory process rather than a random walk. They have found extensive use in modeling the long memory characteristics of many observed time series, in particular financial volatility.

Another motivation for the perturbed fractional process is the version of the long memory stochastic volatility (LMSV) model for financial returns proposed by Bollerslev & Jubinski (1999),

$$r_t = \kappa \sqrt{e^{yt} + xt} u_t,$$

where $r_t$ denotes the return, $y_t$ is the (long memory component of) log-volatility of the returns, $x_t$ is a short-memory process, and $y_t$, $x_t$, and $u_t$ are independent to satisfy the requirement that $E(r_t) = 0$. This generalizes the usual LMSV model introduced by Breidt, Crato & de Lima (1998) and Harvey (1998),

$$r_t = \kappa \sqrt{e^{yt}} u_t,$$

by arguing that allowing for different short-lived news impacts, while imposing a common long memory component, may provide a better characterization of the joint volume-volatility relationship in the context of the Mixture of Distributions Hypothesis, which asserts that stock returns and trading volumes are jointly dependent on the same underlying latent information arrival process. The formulation in (2) allows the volatility to be affected by both long and short-lived news impacts, which is also consistent with the findings of Liesenfeld (2001). It therefore seems natural that an estimator of the memory in $\log r_t^2$ should be able to incorporate both (2) and (3).

The LMSV models (2) and (3) imply that a logarithmic transformation of the squared returns series, $\log r_t^2$, becomes a long memory signal-plus-noise process (1) where the signal $y_t$ corresponds to (the long memory component of) the log-volatility of the original returns series and $w_t$ is an additive noise term. In the context of the LMSV model (3), $w_t$ is usually assumed to be i.i.d., but to allow for short-memory persistence in $w_t$ as implied by (2) we will not make that restriction here. In general, when $w_t$ is not assumed to be i.i.d., $z_t$ is referred to as a perturbed fractional process.\(^1\) For reviews of fractionally integrated processes and some applications, see Baillie (1996), Henry & Zaffaroni (2003), or Robinson (2003). In particular, long memory in volatility has received considerable interest recently.\(^2\)

If we assume that the log-volatility process $\{y_t\}$ and the noise process $\{w_t\}$ are independent, the spectral density of $z_t$ can be written as

$$f_z(\lambda) = \lambda^{-2d} \phi_y(\lambda) + \phi_w(\lambda),$$

where $f_y(\lambda) = \lambda^{-2d} \phi_y(\lambda)$ is the spectrum of the signal $y_t$, $\phi_w(\lambda)$ is the spectrum of the noise term $w_t$, and $d$ is the degree of long memory in $y_t$ (or equivalently in $z_t$).

The assumption of independence between the processes $\{y_t\}$ and $\{w_t\}$ rules out the so-called

---

\(^1\) In the following we use the terms “long memory process” and “fractionally integrated process” or just “fractional process” synonymously, although strictly speaking a fractional process is a particular form of a long memory process.

leverage effect. This assumption is common in the random walk plus noise unobserved components models, and has also been imposed by Breidt et al. (1998), Deo & Hurvich (2001), and Arteche (2004), among others, in the LMSV model. To accommodate the leverage effect, we could allow contemporaneous correlation, while the return process remains a martingale difference sequence by replacing $y_t$ with $y_{t-1}$ in (3). An additional assumption of distributional symmetry around $(0,0)$ would imply that the spectral density decomposition in (4) holds, see Harvey, Ruiz & Shephard (1994). Alternatively, the model could be modified along the lines of model (P2) of Hurvich, Moulines & Soulier (2005).

In semiparametric spectral estimation of long memory models, the spectrum (4) is typically approximated using the periodogram of the data near the zero frequency, i.e. for frequencies up to $\lambda_m = 2\pi m/n$ only, where $n$ is the sample size and $m$ is a user-chosen bandwidth number which tends to infinity slower than $n$ such that $\lambda_m \rightarrow 0$. Although the popular log-periodogram regression estimator of Geweke & Porter-Hudak (1983) and Robinson (1995b) and the local Whittle (LW) estimator of Künsch (1987) and Robinson (1995a) both preserve consistency and asymptotic normality when applied to perturbed fractional processes, as shown recently by Deo & Hurvich (2001) and Arteche (2004), these estimators can be severely biased since they do not take the perturbation into account. Indeed, for non-perturbed processes (where $\phi_w(\lambda) = 0$) the bias of the standard semiparametric frequency domain estimators is of order $O(\lambda_m^2)$, whereas the leading bias term when $\phi_w(\lambda) \neq 0$ is of order $O(\lambda_m^{2d})$ (in both cases assuming sufficient smoothness of the spectral density). As shown in Deo & Hurvich (2001) and Arteche (2004), this bias is typically negative and can be very large (note that $d < 1$). Therefore, estimating long memory in perturbed time series can be challenging, and calls for an estimator which explicitly accounts for the perturbation.

Sun & Phillips (2003), Hurvich & Ray (2003), Hurvich et al. (2005), and Arteche (2006), among others, have proposed such estimators with $\phi_y(\lambda)$ and $\phi_w(\lambda)$ locally approximated by constants as $\lambda \rightarrow 0$, see section 2 below. On the other hand, we propose an estimator where we allow the logarithms of both the spectrum of the short-memory component of the signal and the spectrum of the perturbation, i.e. $\log \phi_y(\lambda)$ and $\log \phi_w(\lambda)$, to be approximated by polynomials $h_y(\theta_y, \lambda)$ and $h_w(\theta_w, \lambda)$ of (finite and even) orders $2R_y$ and $2R_w$ near the zero frequency, thereby obtaining a bias reduction depending on the smoothness of $\phi_y(\lambda)$ and $\phi_w(\lambda)$ near the origin. The approach taken here in modeling the short-run dynamics by a polynomial was introduced by Andrews & Sun (2004) for non-perturbed processes, but is novel in the context of perturbed fractional processes. To maintain generality, $\phi_y(\lambda)$ and $\phi_w(\lambda)$ are only characterized by regularity conditions near frequency zero instead of imposing specific functional forms.

The LMSV model (3) often assumes that the noise term is $i.i.d.$ in which case $\phi_w(\lambda) = \sigma_w^2/(2\pi)$ is a constant. This case is of independent interest and is considered in simulations and in an empirical study in Frederiksen & Nielsen (2008). In that paper $\phi_y(\lambda)$ itself is approximated by a polynomial and $\phi_w(\lambda)$ by a constant as $\lambda \rightarrow 0$ thus focusing on exactly the LMSV model (3). However, the theory for their estimator is developed in the present paper.\footnote{Note that their specification involves modeling $\phi_y(\lambda)$ rather than $\log \phi_y(\lambda)$ by a polynomial. Although the two approaches provide the same degree of local approximation to the spectral density, the latter is preferred in practice since the estimate of $\phi_y(\lambda)$ is guaranteed to be positive. Note also that our proofs are valid with little change for their specification as well.}
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Thus, to allow serial dependence in the noise as in (2) above we include both polynomials, 
h_y(\theta_y, \lambda) and h_w(\theta_w, \lambda), and call the resulting estimator the local polynomial Whittle with noise (LPWN) estimator. Furthermore, empirical studies have typically found that the noise term has much higher (long-run) variance than the short-memory component of the signal. Indeed, Breidt et al. (1998) and Hurvich & Ray (2003) find that the noise term may be as much as 10 or 20 times as variable as the short-memory component of the signal. Thus, careful modeling of the noise term is important and this consideration has lead us to approximate the log-spectrum of the noise term by a polynomial instead of a constant as \( \lambda \to 0 \).

Our results show that introducing \( h_y(\theta_y, \lambda) \) and \( h_w(\theta_w, \lambda) \) inflates the asymptotic variance of the long memory estimator, \( \hat{d} \), by a multiplicative constant which depends on the true long memory parameter, \( d \), and decreases when \( d \) increases. However, we obtain a reduction in the order of magnitude of the bias if \( \phi_y(\lambda) \) and \( \phi_w(\lambda) \) are sufficiently smooth near frequency zero. We show that the estimator is consistent for \( d \in (0, 1) \), asymptotically normal for \( d \in (0, 3/4) \), and if \( \phi_y(\lambda) \) and \( \phi_w(\lambda) \) are infinitely smooth near frequency zero, the rate of convergence can become arbitrary close to the parametric rate, \( n^{1/2} \). This constitutes a rate of convergence improvement relative to Sun & Phillips (2003), Hurvich & Ray (2003), and Hurvich et al. (2005) who are only able to obtain a semiparametric rate of convergence, \( m^{1/2} \), which is much slower than the parametric rate due to their requirement that \( m^{1+2\beta}/n^{2\beta} \to 0 \) for some \( \beta \in (0, 2] \).

We present the results of a Monte Carlo study which illustrates the usefulness of the proposed LPWN estimator. Compared to standard estimators, such as Hurvich & Ray’s (2003) local Whittle with noise (LWN) estimator, the LPWN estimator is able to achieve considerable bias reductions in practice, especially in cases with short-run dynamics in both the signal and noise components. We also include an empirical application to daily log-squared returns series of the 30 DJIA stocks where the LPWN estimator indicates stronger persistence in volatility than the standard estimators, and for most of the stocks produce estimates of \( d \) in the nonstationary region.

The remainder of the paper is organized as follows. In the next section we discuss semiparametric spectral estimation of long memory for perturbed processes and formally define the proposed local Whittle estimator. In section 3 we establish consistency and asymptotic normality of the estimator. Section 4 investigates the finite sample performance in simulations, and section 5 presents the empirical study. Section 6 concludes. The proofs of our theorems are gathered in the appendix.

2 Local Whittle estimation of perturbed fractional processes

Semiparametric frequency-domain estimators for non-perturbed fractional processes are essentially based on the local approximation

\[
f_\varepsilon(\lambda) \sim G \lambda^{-2d} \quad \text{as} \quad \lambda \to 0,
\]

(5)

where \( G = \phi_y(0) > 0 \) is a constant and the symbol “\( \sim \)” means that the ratio of the left- and right-hand sides tends to one in the limit. Thus, the estimators enjoy robustness to short-run dynamics, since they use only information from periodogram ordinates in the vicinity of the origin.

The local Whittle (LW) estimation method of Künsch (1987) and Robinson (1995a) has become popular because of its likelihood interpretation, nice asymptotic properties, and mild assumptions.
It is defined as the minimizer of the (negative) local Whittle likelihood function

\[ Q(G,d) = \frac{1}{m} \sum_{j=1}^{m} \left[ \log \left( \frac{G \lambda_j^{-2d}}{\lambda_j G \lambda_j^{-2d}} \right) \right], \]

where \( m = m(n) \) is a bandwidth number which tends to infinity as \( n \to \infty \) but at a slower rate than \( n \), \( \lambda_j = 2\pi j/n \) are the Fourier frequencies, and \( I_z(\lambda) = (2\pi n)^{-1} |\sum_{t=1}^{n} e^{it\lambda}|^2 \) is the periodogram of \( z_t \). Note that the estimator is invariant to a non-zero mean since \( j = 0 \) is left out of the minimization. Concentrating (6) with respect to \( G \), the estimator of \( d \) is

\[ \hat{d}_{LW} = \arg \min_{d} \left[ \log \hat{G}(d) - 2d \frac{1}{m} \sum_{j=1}^{m} \log \lambda_j \right], \quad \hat{G}(d) = \frac{1}{m} \sum_{j=1}^{m} \lambda_j^{2d} I_z(\lambda_j). \]

It was shown by Robinson (1995a) that

\[ \sqrt{m}(\hat{d}_{LW} - d) \overset{d}{\to} N(0, 1/4), \]

and later by Velasco (1999) that the range of consistency is \( d \in (-1/2, 1) \) and the range of asymptotic normality is \( d \in (-1/2, 3/4) \).

To reduce the asymptotic bias of the LW estimator, Andrews & Sun (2004) suggested to replace the constant, \( \log G \), in (6) by the polynomial \( \log G - \sum_{r=1}^{R} \theta_r \lambda_j^{2r} \). That is, to model the logarithm of the spectral density of the short-memory component by a polynomial instead of a constant in the vicinity of the origin. This leads to the following (negative) local Whittle likelihood function,

\[ Q(G,d,\theta) = \frac{1}{m} \sum_{j=1}^{m} \left[ \log \left( \frac{\lambda_j^{-2d} G \exp \left( - \sum_{r=1}^{R} \theta_r \lambda_j^{2r} \right) \right) \right] + \frac{I_z(\lambda_j)}{\lambda_j^{-2d} G \exp \left( - \sum_{r=1}^{R} \theta_r \lambda_j^{2r} \right)}, \]

such that

\[ (\hat{d}_{LPW}, \hat{\theta}) = \arg \min_{d \in (-1/2, 1/2), \theta \in \Theta} \left[ \log \hat{G}(d,\theta) - 2d \frac{1}{m} \sum_{j=1}^{m} \log \lambda_j - \frac{1}{m} \sum_{j=1}^{m} \sum_{r=1}^{R} \theta_r \lambda_j^{2r} \right], \]

\[ \hat{G}(d,\theta) = \frac{1}{m} \sum_{j=1}^{m} \lambda_j^{2d} \exp \left( \sum_{r=1}^{R} \theta_r \lambda_j^{2r} \right) I_z(\lambda_j), \]

where \( \Theta \) is a compact and convex set in \( \mathbb{R}^R \). As shown by Andrews & Sun (2004), this method does, however, increase the asymptotic variance of \( \hat{d} \) in (7) by a multiplicative constant.

For non-perturbed fractional processes, the asymptotic bias of \( \hat{d}_{LW} \) and \( \hat{d}_{LPW} \) is of order \( O(\lambda_{m \min}^{s,2}) \) and \( O(\lambda_{m \min}^{s,2+2R}) \), respectively, where \( s \) is a measure of the smoothness of the spectral density near frequency zero, see below. However, for perturbed fractional processes the bias is of order \( O(\lambda_{m \min}^{s,2d}) \) and, as shown by e.g. Hurvich & Ray (2003) and Arteche (2004), this bias is typically negative and can be very severe.

For perturbed fractional processes we have the spectral representation (4), which implies \( f_z(\lambda) \sim G \lambda^{-2d} + G \theta_{p} \) as \( \lambda \to 0 \), where the constant \( \theta_{p} = \phi_w(0)/\phi_y(0) > 0 \) is the long-run noise-to-signal ratio. There are two main consequences: first, the extra additive term \( \theta_{p} \) needs to be taken into account to avoid serious asymptotic bias as mentioned above, and second the rate of convergence of the estimators is reduced if the extra term is not modeled. The latter follows because
the choice of bandwidth parameter is severely constrained for perturbed fractional processes when the perturbation term in (4) is not modeled. Thus, for non-perturbed processes (with \( s \geq 2 \)) the bandwidth requirement is typically \( m = o(n^{4/5}) \), whereas for perturbed processes it is \( m = o(n^{2d/(1+2d)}) \) (apart from logarithmic terms). Since \( d \leq 1 \) and the estimator is \( \sqrt{m} \)-consistent this is a serious constraint.

To allow for (moderate) nonstationarity in volatility we generalize (1) as

\[
    z_t = \begin{cases} 
    y_t + w_t & \text{if } d \in (0, 1/2), \\
    \sum_{s=1}^{t} x_s + w_t & \text{if } d \in [1/2, 1), 
    \end{cases} 
\]

(8)

where, if \( d \in [1/2, 1) \), \( x_t \) has spectrum of the form \( f_x(\lambda) = \lambda^{-2d_x} \phi_x(\lambda) \) with memory parameter \( d_x = d - 1 \). Defining \( y_t = \sum_{s=1}^{t} x_s \) if \( d \in [1/2, 1) \), this approach allows \( z_t = y_t + w_t \) to possibly be nonstationary with memory parameter \( d \in (0, 1) \). Velasco (1999), Hurvich & Ray (2003), and Hurvich et al. (2005) also assume this type of process. Since \( \{\sum_{s=1}^{t} x_s\} \) is nonstationary \( z_t \) does not have a spectral density if \( d \in [1/2, 1) \) but it has a pseudo spectral density, see e.g. Hurvich & Ray (1995) and Velasco (1999). Thus, we may define

\[
    f_z(\lambda) = \begin{cases} 
    f_y(\lambda) + f_w(\lambda) & \text{if } d \in (0, 1/2), \\
    \left[ 1 - e^{i\lambda} \right]^{-2} f_x(\lambda) + f_w(\lambda) & \text{if } d \in [1/2, 1), 
    \end{cases} 
\]

(9)

where we maintain the assumption of independence between \( \{y_t\} \) and \( \{w_t\} \).

We propose to approximate the logarithms of \( \phi_y(\lambda) \) and \( \phi_w(\lambda) \) by

\[
    \log \phi_y(\lambda) \simeq \log G + h_y(\theta_y, \lambda) \quad \text{and} \quad \log \phi_w(\lambda) \simeq \log G + \log \theta_p + h_w(\theta_w, \lambda),
\]

respectively, where \( G > 0 \) and \( h_a(\theta_a, \lambda) = \sum_{r=1}^{R_a} \theta_{a,r} \lambda^{2r}, a = y, w \). If \( R_a = 0 \) we set \( h_a(\theta_a, \lambda) = 0 \). Note that the parameter \( \theta_p \) is the long-run noise-to-signal ratio because \( \phi_y(0) \simeq G \) and \( \phi_w(0) \simeq G \theta_p \) such that \( \phi_y(0)/\phi_y(0) = \theta_p \), and thus we assume \( \theta_p > 0 \). Defining also the function

\[
    h(d, \theta, \lambda) = \exp(h_y(\theta_y, \lambda)) + \theta_p \lambda^{2d} \exp(h_w(\theta_w, \lambda)),
\]

(10)

with \( \theta = (\theta_y', \theta_p, \theta_w')' \), we approximate (9) or equivalently (4) locally near the zero frequency by

\[
    f_z(\lambda) = \lambda^{-2d} \exp(\log \phi_y(\lambda)) + \exp(\log \phi_w(\lambda)) \simeq GL^{-2d} h(d, \theta, \lambda),
\]

which yields the (concentrated) local Whittle log-likelihood

\[
    Q(d, \theta) = \log \hat{G}(d, \theta) - \frac{2d}{m} \sum_{j=1}^{m} \log \lambda_j + \frac{1}{m} \sum_{j=1}^{m} \log h(d, \theta, \lambda_j),
\]

(11)

\[
    \hat{G}(d, \theta) = \frac{1}{m} \sum_{j=1}^{m} \lambda_j^{2d} f_z(\lambda_j).
\]

(12)

Thus, we propose to minimize (11) over the admissible set \( D \times \Theta \),

\[
    (d, \hat{\theta}) = \arg \min_{(d, \theta) \in D \times \Theta} Q(d, \theta),
\]

where \( \Theta \) is a compact and convex set in \( \mathbb{R}^{R_y} \times (0, \infty) \times \mathbb{R}^{R_w} \), and \( D = [d_1, d_2] \) with \( 0 < d_1 < d_2 < 1 \).

\[\text{Note that } \log \phi_y(\lambda) \text{ and } \log \phi_w(\lambda) \text{ are symmetric around } \lambda = 0 \text{ and are therefore approximated by even polynomials.}\]
This defines the LPWN estimator.

Note that $h(d, \theta, \lambda) = 1$ is the standard local Whittle specification in (6), which does not explicitly account for the perturbation. For $R_y = R_w = 0$ we get $h(d, \theta, \lambda) = 1 + \theta \lambda^{2d}$, where $\phi_y(\lambda)$ and $\phi_w(\lambda)$ in (4) are both modeled locally by constants, which is the LWN estimator of Hurvich & Ray (2003) and Hurvich et al. (2005) (parameterization (P1)). Thus, our model parameterization includes the standard LW estimator and the LWN estimator as special cases. Furthermore, the model with $R_w = 0$, where the noise is modeled by a constant near the zero frequency, is analyzed empirically and in simulations by Frederiksen & Nielsen (2008), using the asymptotic theory provided here.

3 Asymptotic properties

In this section we first introduce the assumptions needed to establish consistency and asymptotic normality of the proposed estimator for the perturbed fractional process, and consequently we present the main results in two theorems. In the following, true values of the parameters are denoted by subscript zero and $[x]$ denotes the integer part of a real number $x$. We also define a function $\phi(\lambda)$ to be smooth of order $s$ at $\lambda = 0$ if, in a neighborhood of $\lambda = 0$, $\phi(\lambda)$ is $[s]$ times continuously differentiable with $[s]$-derivative, $\phi^{([s])}$, satisfying $|\phi^{([s])}(\lambda) - \phi^{([s])}(0)| \leq C |\lambda|^{s-[s]}$ for some constant $C < \infty$.

A1 The noise process $\{w_t\}$ is independent of the signal process $\{y_t\}$.

A2 The spectral density of $z_t$ is $f_z(\lambda) = \lambda^{-2d}G_0 \frac{\phi_y(\lambda)}{\phi_y(0)} + G_0 \theta_0 \frac{\phi_w(\lambda)}{\phi_w(0)}$, where $\phi_y(\lambda)$ and $\phi_w(\lambda)$ are real, even, positive, continuous functions on $[-\pi, \pi)$, and $d_0 \in D = [d_1, d_2]$ with $0 < d_1 < d_2 < 1$.

A3 The functions $\phi_y(\lambda)$ and $\phi_w(\lambda)$ are smooth of orders $s_y$ and $s_w$ at $\lambda = 0$, where $s_y > 2R_y$, $s_w > 2R_w$, and $s_y, s_w \geq 1$.

Assumption A1 is the independence assumption used above to write the spectral density of $z_t$ as the sum of the (pseudo) spectral densities of $y_t$ and $w_t$. Assumption A3 is a smoothness condition on the functions $\phi_y(\lambda)$ and $\phi_w(\lambda)$ similar to that applied by Andrews & Sun (2004). Note that Assumption A3 holds for all $s_y < \infty$ when, e.g., $y_t$ is a finite order ARFIMA process, and for all $s_w < \infty$ when, e.g., $w_t$ is a finite order ARMA process. Under Assumption A3 we establish the following Taylor series expansions of $\log \phi_y(\lambda)$ and $\log \phi_w(\lambda)$ around $\lambda = 0$ (recall that odd order derivatives of even functions are zero at frequency zero),

$$
\log \phi_y(\lambda) = \log \phi_y(0) + \sum_{r=1}^{[s_y/2]} \theta_{y,r} \lambda^{2r} + O(\lambda^{s_y}) = h_y(\theta_y, \lambda) + O(\lambda^{\min\{s_y, 2+2R_y\}}) \quad \text{as} \quad \lambda \to 0,
$$

and

$$
\log \phi_w(\lambda) = \log \phi_y(0) + \log \frac{\phi_w(0)}{\phi_y(0)} + \sum_{r=1}^{[s_w/2]} \theta_{w,r} \lambda^{2r} + O(\lambda^{s_w}) = h_w(\theta_w, \lambda) + O(\lambda^{\min\{s_w, 2+2R_w\}}) \quad \text{as} \quad \lambda \to 0,
$$
where the true values $G_0$ and $\theta_0 = (\theta'_0, \theta_{0p}, \theta'_{0w})'$ are thus $G_0 = \phi_y(0)$, $(\theta_{0a})_r = \frac{1}{(2\pi)^{\frac{d^2}{2}}} \log \phi_a(\lambda)|_{\lambda=0}$, $r = 1, \ldots, R_a, a = y, w,$ and $\theta_{0p} = \phi_w(0)/\phi_y(0)$. Hence, defining the function

$$g(d, \theta, \lambda) = G_0 \lambda^{-2d} h(d, \theta, \lambda),$$

(13)

the approximation $g(d_0, \theta_0, \lambda)$ to $f_2(\lambda)$ satisfies

$$\frac{f_2(\lambda)}{g(d_0, \theta_0, \lambda)} = 1 + O(\lambda^{\min\{\epsilon_2, 2+2R_2\}}) + \lambda^{2d_0} O(\lambda^{\min\{\epsilon_2, 2+2R_2\}}) \text{ as } \lambda \to 0.\tag{14}$$

A4 (a) The signal $y_t$ has zero mean and admits an infinite order moving average representation $y_t = \sum_{j=0}^{\infty} \beta_{yj} \varepsilon_{t-j}$ (stationary case) or $\Delta y_t = x_t = \sum_{j=0}^{\infty} \beta_{yj} \varepsilon_{t-j}$ (nonstationary case), where $\sum_{j=0}^{\infty} \beta_{yj} < \infty$ and $\varepsilon_t$ satisfies, for all $t$, $E(\varepsilon_t|F_{t-1}) = 0$, $E(\varepsilon_t^2|F_{t-1}) = 1$, $E(\varepsilon_t^3|F_{t-1}) = \mu_{\varepsilon3} < \infty$, and $E(\varepsilon_t^4|F_{t-1}) = \mu_{\varepsilon4} < \infty$ almost surely, where $F_{t-1}$ is the $\sigma$-field generated by $\{\varepsilon_s, s < t\}$.

(b) There exists a random variable $\varepsilon$ with $E(\varepsilon^2) < \infty$ such that for all $\tau > 0$ and some $K > 0$,

$$P(\{\varepsilon_t| |\varepsilon| > \tau\}) < KP(\{|\varepsilon| > \tau\}).\tag{15}$$

(c) For $\beta_y(\lambda) = \sum_{k=0}^{\infty} \beta_{yk} e^{ik\lambda}$, the derivative satisfies $\frac{\partial}{\partial \lambda} \beta_y(\lambda) = O(\{|\beta_y(\lambda)|/\lambda\})$ as $\lambda \to 0$.

A5 (a) The noise $w_t$ has zero mean and admits an infinite order moving average representation $w_t = \sum_{j=0}^{\infty} \beta_{wj} \eta_{t-j}$, where $\sum_{j=0}^{\infty} \beta_{wj} < \infty$ and $\eta_t$ satisfies, for all $t$, $E(\eta_t|F_{t-1}) = 0$, $E(\eta_t^2|F_{t-1}) = 1$, $E(\eta_t^3|F_{t-1}) = \mu_{\eta3} < \infty$, and $E(\eta_t^4|F_{t-1}) = \mu_{\eta4} < \infty$ almost surely, where $F_{t-1}$ is the $\sigma$-field generated by $\{\eta_s, s < t\}$.

(b) There exists a random variable $\eta$ with $E(\eta^2) < \infty$ such that for all $\tau > 0$ and some $K > 0$,

$$P(\{\eta_t| |\eta| > \tau\}) < KP(\{|\eta| > \tau\}).\tag{16}$$

(c) For $\beta_w(\lambda) = \sum_{k=0}^{\infty} \beta_{wk} e^{ik\lambda}$, the derivative satisfies $\frac{\partial}{\partial \lambda} \beta_w(\lambda) = O(\{|\beta_w(\lambda)|/\lambda\})$ as $\lambda \to 0$.

We assume that the signal process $y_t$ has zero mean. Since our estimator is a function of the periodogram at nonzero frequencies only, this is without loss of generality in the stationary case. In the nonstationary case the zero mean assumption implies that $z_t$ is free of linear trends which does entail a loss of generality in that case. Importantly, Assumptions A4 and A5 allow for non-Gaussian processes. Note that Assumptions A1-A4 plus the assumption that $w_t$ is white noise with finite fourth moment imply the assumptions needed on $y_t$ and $w_t$ to prove consistency and asymptotic normality (if, in addition, $d_2 < 3/4$) of the LWN estimator of Hurvich & Ray (2003). It follows from Theorems 1 and 2 below that their results for the LWN estimator are also valid for our more general assumptions on $w_t$ in Assumption A5.

A6 $\Theta$ is a compact and convex subset of $\mathbb{R}^{R_y} \times (0, \infty) \times \mathbb{R}^{R_w}$ and $\theta_0$ is in the interior of $\Theta$.

We are now ready to prove consistency of our estimator. Some assumptions could be relaxed somewhat to prove this theorem, see e.g. Hurvich et al. (2005), but for simplicity we have preferred to list only one set of assumptions which will be used also for the proof of asymptotic normality below. The proofs of both theorems are given in the appendix.
Theorem 1 If Assumptions A1-A6 hold and the bandwidth \( m = m(n) \) is such that
\[
\frac{1}{m} + \frac{m}{n} \to 0, \tag{15}
\]
then \( \hat{d} - d_0 = o_P((\log n)^{-5}) \).

Note that the theorem proves consistency only for the estimator of the memory parameter (at logarithmic rate). There is no proof of consistency for the estimators of the polynomial parameters \( \theta \). The strategy of proof in Hurvich et al. (2005) would require next a separate proof of consistency of the polynomial parameters. However, we follow instead the method of proof in Andrews & Sun (2004) which does not require an intermediate result on the consistency of \( \hat{\theta} \). Thus, we give next the joint asymptotic normality\(^5 \) of \( \hat{d} \) and \( \hat{\theta} \). Let \( 1\{A\} \) be the indicator function of the event \( A \).

Theorem 2 Let Assumptions A1-A6 hold with \( d_0 \) in the interior of \( D = [d_1, d_2], 0 < d_1 < d_2 < 3/4 \), and suppose the bandwidth \( m = m(n) \) is such that
\[
\frac{m^{1+4R_y}}{n^{4R_y}} + \frac{m^{1+4(d_0+R_w)}}{n^{4(d_0+R_w)}} \to \infty \quad \text{and} \quad \frac{m^{2\varphi_y+1}}{n^{2\varphi_y}} + \frac{m^{2\varphi_y+4d_0+1}}{n^{2\varphi_y+4d_0}} \to 0, \tag{16}
\]
where \( \varphi = \min \{s, 2 + 2R_y\}, s = y, w \). Then \( \hat{d} \) and \( \hat{\theta} \) are both consistent and
\[
B_n \left( \frac{\hat{d} - d_0}{\hat{\theta} - \theta_0} \right) \xrightarrow{d} N(0, \Omega^{-1}_{R_y,R_w}), \quad \Omega_{R_y,R_w} = \begin{pmatrix}
4 & \mu'_{R_y} & \nu'_{R_w} \\
\mu_{R_y} & \Gamma_{R_y} & \psi_{R_y,R_w} \\
\nu_{R_w} & \psi_{R_w,R_y} & \Psi_{R_w}
\end{pmatrix},
\]
where \( B_n = B_n(d_0) \) is the \((R_y + R_w + 2) \times (R_y + R_w + 2)\) deterministic diagonal matrix with diagonal elements
\[
(B_n)_{11} = \sqrt{m}, \quad (B_n)_{k+1,k+1} = \sqrt{m} \lambda^{2k}_m \quad \text{for} \quad k = 1, \ldots, R_y,
\]
and \((B_n)_{k+R_y+2,k+R_y+2} = \sqrt{m} \lambda^{2d_0+2k}_m \quad \text{for} \quad k = 0, \ldots, R_w, \)
\( \mu_{R_y} \) and \( \nu_{R_w} = \nu_{R_w}(d_0, \theta_{0p}) \) are the vectors
\[
(\mu_{R_y})_k = \frac{-4k}{(1 + 2k)^2} \quad \text{for} \quad k = 1, \ldots, R_y \quad \text{and} \quad (\nu_{R_w})_{k+1} = \frac{-4(d_0 + k)\theta_{0p}^{1\{k \geq 1\}}}{(1 + 2d_0 + 2k)^2} \quad \text{for} \quad k = 0, \ldots, R_w,
\]
\( \Gamma_{R_y} \) and \( \Psi_{R_w} = \Psi_{R_w}(d_0, \theta_{0p}) \) are the \((R_y \times R_y) \) and \((R_w + 1) \times (R_w + 1)\) matrices
\[
(\Gamma_{R_y})_{ik} = \frac{4ik}{(1 + 2i + 2k)(1 + 2i)(1 + 2k)} \quad \text{for} \quad i, k = 1, \ldots, R_y,
\]
\[
(\Psi_{R_w})_{i+1,k+1} = \frac{4(d_0 + i)(d_0 + k)\theta_{0p}^{1\{i \geq 1\} + 1\{k \geq 1\}}}{(1 + 2i + 2k + 4d_0)(1 + 2i + 2d_0)(1 + 2k + 2d_0)} \quad \text{for} \quad i, k = 0, \ldots, R_w,
\]
and \( \psi_{R_w,R_y} = \psi_{R_w,R_y}(d_0, \theta_{0p}) \) is the \((R_w + 1) \times R_y\) matrix
\[
(\psi_{R_w,R_y})_{i+1,k} = \frac{4k(d_0 + i)\theta_{0p}^{1\{i \geq 1\}}}{(1 + 2d_0 + 2k + 2i)(1 + 2d_0 + 2i)(1 + 2k)} \quad \text{for} \quad i = 0, \ldots, R_w, k = 1, \ldots, R_y.
\]
If \( R_y = 0 \) define \( \Omega_{0,R_w} = \begin{pmatrix} 4 & \nu_{R_w} \\ \nu_{R_w} & \Psi_{R_w} \end{pmatrix} \).

\(^5\)Note that asymptotic normality is obtained when \( d_0 \in (0, 3/4) \). Phillips & Shimotsu (2004) showed that the asymptotic distribution of the local Whittle estimator is non-normal for \( d_0 \in [3/4, 1] \), and we conjecture that a similar result holds for the LPWN estimator.
First of all, we note that by setting $R_y = R_w = 0$ we obtain as a special case the results for the LWN estimator of Hurvich & Ray (2003). Secondly, the leading $(R_y + 1) \times (R_y + 1)$ submatrix of $\Omega_{R_y, R_w}$ is the same as that obtained by Andrews & Sun (2004). Third, we note that the asymptotic variance of $\sqrt{m}(\hat{d} - d_0)$ is free of the parameters $\theta_0$, including the noise-to-signal ratio $\theta_{0,0}$, but it depends on $d_0$. In fact, the use of the polynomials $h_y(\theta_0, \lambda)$ and $h_w(\theta_0, \lambda)$ increases the asymptotic variance of $\hat{d}$ by a multiplicative constant compared to the LWN estimator of Hurvich & Ray (2003). For example, by use of the partitioned matrix inverse formula we note that the $(1,1)$ element of $\Omega_{1,0}^{-1}$, i.e. the asymptotic variance of the LWN estimator, with $d_0 = 0.4$ is approximately 1.27, and the corresponding elements of $\Omega_{0,1}^{-1}$, $\Omega_{1,1}^{-1}$ are approximately 2.85, 2.33, and 5.24, respectively. Andrews & Sun (2004) obtain a similar result for their LPW estimator in a non-perturbed model. In particular, the variance of the LPWN estimator with $R_y = 1, R_w = 0$ is 2.25 times that of the LWN estimator, which is exactly the same multiplicative constant found by Andrews & Sun (2004).

The first condition in (16) guarantees that all the elements of the scaling matrix $B_n$ diverge as $n \to \infty$, which is a minimal condition for consistency. The second condition restricts the expansion rate of the bandwidth to control bias and ensures that the estimator uses only information from periodogram ordinates sufficiently near the zero frequency. Alternatively, we can view the bandwidth conditions in (16) separately for the signal process and the noise process. In this way we would write the conditions as

$$\frac{m^{1+4R_y}}{n^{4R_y}} \to \infty, \frac{m^{2\phi_y + 1}}{n^{2\phi_y}} \to 0 \quad \text{and} \quad \frac{m^{1+4(d_0 + R_w)}}{n^{4(d_0 + R_w)}} \to \infty, \frac{m^{2\phi_w + 4d_0 + 1}}{n^{2\phi_w + 4d_0}} \to 0.$$  

It is now easy to see that the bandwidth conditions for both the signal process and the noise process are always compatible because $s_y > 2R_y$ and $s_w > 2R_w$, respectively, by Assumption A3.

Note that the second condition in (16) implies that if $\phi_y(\lambda)$ and $\phi_w(\lambda)$ are infinitely smooth near frequency zero, i.e. if they are smooth of any orders $s_y < \infty$ and $s_w < \infty$, then any $(R_y, R_w)$ can be chosen and the estimator is $n^{1/2-\delta}$ consistent for all $\delta > 0$. Hence, in that case, the rate of convergence is arbitrarily close to the parametric rate. Thus, the condition (16) allows the bandwidth $m$ to be much larger than for the LWN estimator and the standard LW estimator, which require that (assuming $s_y \geq 2, s_w \geq 2$) $m^5 n^{-4} \to 0$ and $m^{4d_0 + 1} n^{-4d_0} \to 0$, respectively, see Hurvich & Ray (2003) and Arteche (2004). Therefore, Theorem 2 provides an improvement in the rate of convergence relative to existing estimators of the memory parameter for perturbed fractional processes. This comes at the cost of an increase in the asymptotic variance by a multiplicative constant, but that is clearly more than off-set by the faster rate of convergence, at least asymptotically. For example, in the empirically relevant case of $d_0 = 0.4$, which is a typical value of $d_0$ for financial volatility series, the LW estimator is at most $n^{0.31}$-consistent and the LWN estimator is at most $n^{0.4}$-consistent, whereas our estimator can be arbitrarily close to $n^{0.5}$-consistent if the spectral density is sufficiently smooth near the zero frequency.

As in Andrews & Sun (2004) we could calculate the asymptotic bias which is of order $O((m/n)^{\phi_y} + (m/n)^{2d_0 + \phi_w})$, see the proof of Lemma 1(e) in the appendix. This is in contrast to the orders $O((m/n)^2)$ and $O((m/n)^{2d_0})$ (assuming sufficient smoothness) for the LWN and LW estimators, respectively, see Hurvich & Ray (2003) and Arteche (2004). Thus, as in Andrews & Sun (2004) for the pure long memory case, the order of magnitude of the asymptotic bias is smaller when modeling

---

6This fact can be seen using the formula for the inverse of a partitioned matrix.
the (smooth) spectral density of the short-memory component locally by a polynomial instead of a constant. From the derived asymptotic bias an adaptive procedure to select \( R_y, R_w, \) and \( m \) could be derived in the same manner as in Andrews & Sun (2004). Then \( R_y, R_w, \) and \( m \) would adapt to the smoothness of \( \phi_y(\lambda) \) and \( \phi_w(\lambda) \) and therefore depend on \( s_a \in [s'_a, s''_a] \), where \( 1 \leq s'_a \leq s''_a < \infty \) for \( a = y, w \).

Finally, with the asymptotic distribution in Theorem 2, it is possible to conduct inference also on \( \theta \). In particular, it is possible to test for the existence of the short-run components, possibly as a prior tool to select the most efficient estimator. However, note that the rate of convergence of the polynomial parameters is \( \sqrt{m \lambda^{2r}} \) (for \( \theta_{y,r} \)) and \( \sqrt{m \lambda^{2r_0+2r}} \) (for \( \theta_{w,r} \)) which can be quite slow.

4 Finite sample comparison

In this section we present simulation results to examine the finite sample bias and root mean squared error (RMSE) performance of our LPWN estimator. The LPWN estimator is implemented with \((R_y, R_w)\) equal to \((1, 0)\), \((0, 1)\), and \((1, 1)\), denoted LPWN\((R_y, R_w)\), and is compared with the LWN estimator. From Hurvich & Ray (2003) we know that the LWN estimator is superior to the LW estimator in terms of bias and RMSE in the context of the standard LMSV model. Furthermore, Hurvich et al. (2005) show that the polynomial log-periodogram regression estimator of Andrews & Guggenberger (2003) suffers from severe bias in the case of perturbed fractional processes and the LPW estimator is expected to perform similarly. Therefore, to conserve space we only present the results for the LWN and LPWN estimators. Results for the LW estimator are available from the authors upon request.

4.1 Monte Carlo setup

We simulate model (1), i.e.

\[
    z_t = y_t + w_t, \tag{17}
\]

where \( \{y_t\} \) is the signal process and \( \{w_t\} \) is the perturbation process. We model \( \{w_t\} \) as an ARMA process and \( \{y_t\} \) as an ARFIMA process, and consider five different DGPs for these processes. The setup for \( \{y_t\} \) and \( \{w_t\} \) is

\[
    (1 - \alpha_y L)(1 - L)^d y_t = (1 + \beta_y L) \varepsilon_t, \quad \varepsilon_t \sim NID(0, \sigma^2), \tag{18}
\]

\[
    (1 - \alpha_w L) w_t = (1 + \beta_w L) \eta_t, \quad \eta_t \sim NID(0, 1), \tag{19}
\]

with parameter configurations

- **Model I**: \((\alpha_y, \beta_y, \alpha_w, \beta_w) = (0, 0, 0, 0)\),
- **Model II**: \((\alpha_y, \beta_y, \alpha_w, \beta_w) = (0.8, 0, 0, 0)\),
- **Model III**: \((\alpha_y, \beta_y, \alpha_w, \beta_w) = (0, 0, 0, 0.8)\),
- **Model IV**: \((\alpha_y, \beta_y, \alpha_w, \beta_w) = (0, 0, 0.8, 0)\),
- **Model V**: \((\alpha_y, \beta_y, \alpha_w, \beta_w) = (0.8, 0, -0.8, 0)\).

We remark that in all the models the noise-to-signal ratio is given as

\[
    n_{sr} = \frac{f_w(0)}{f_{(1-L)^d y_t}(0)} = \frac{(1+\beta_y)^2}{\sigma^2 (1-\alpha_y)^2}, \tag{20}
\]
For each Monte Carlo DGP we generated 10,000 time series with a sample size of 2048, 4096, or 8192.\(^7\) For all estimators we set the bandwidth as \(m = \lfloor an^{0.8} \rfloor\), where \(a \in \{3/4, 1, 5/4\}\). The parameter of interest, \(d\), is set equal to 0.4. For the noise-to-signal ratio, we choose \(n_{sr} \in \{5, 10, 15\}\), and the variance \(\sigma^2\) is set as a function of \((\alpha_y, \beta_y, \alpha_w, \beta_w)\) such that the \(n_{sr}\) has the desired value. The values of \(d, n_{sr}, (\alpha_y, \beta_y), (\alpha_w, \beta_w)\), and the sample sizes are chosen to reflect empirical findings on long memory in volatility (see the references in the introduction for some examples). The chosen parameter values for the short-run contamination in the signal and the noise are also inspired by the results from the empirical (parametric) analysis of the DJIA stocks in section 5 below.

The signal \(\{y_t\}\) was generated by the circulant embedding method as described in Davies & Harte (1987), see also Beran (1994, pp. 215-217). Numerical optimization was carried out in Ox using the SQP constrained optimization algorithm, see Doornik (2006). We used \(D = [0.01, 0.99]\) and constrained the long-run noise-to-signal ratio \(\theta_\rho\) to be in the interval \([10^{-6}, 10^{6}]\). The initial values were set as follows. For the LWN estimator we used \(d = 0.25\) and \(\theta_\rho = 1\). As starting value for the LPWN estimators we used the LWN estimate of \((d, \theta_\rho)\) if it was in the interior of the set \([0.01, 0.99] \times [0.01, 100]\), c.f. Assumption A2. Otherwise, the starting value of \((d, \theta_\rho)\) was set equal to \((0.25, 1)\).\(^8\) As starting values for the polynomial parameters we used 0.

### 4.2 Monte Carlo results

Tables 1-5 display the results of the simulation study and show how the two different sources of bias, i.e. the additive noise term and the contamination from the short-memory dynamics in both the signal and the noise, affect the estimators.

**[Table 1 about here]**

In the case where there is no contamination by short-run dynamics in the signal or noise, i.e. Model I with results displayed in Table 1, the bias is small for all estimators. The theoretical inflation of the variances from \(h(\lambda, d, \Theta)\) is also noticeable in the RMSEs. Additionally, the RMSE decreases as either the sample size or bandwidth increase.

**[Table 2 about here]**

In Table 2 we consider model II, i.e. the signal is an ARFIMA process with \((\alpha_y, \beta_y) = (0.8, 0)\) and the noise is serially uncorrelated. Here we would presume that the LPWN(1,0) and LPWN(1,1) estimators are the better choices, at least for higher bandwidths. We see that we are able to obtain a reduction in bias relative to the LWN estimator. Overall, the two LPWN estimators modeling the short-run part of the signal with a polynomial, i.e. LPWN(1,0) and LPWN(1,1), outperform the LWN estimator in terms of bias, and for \(n_{sr} = 5\) the LPWN(1,0) estimator is mostly also superior in terms of RMSE. When \(n_{sr}\) is 10 or higher, the noise component appears to be the most important term and modeling the signal with a polynomial does not improve the RMSE compared to the LWN estimator.

---

\(^7\)The number of observations is chosen as a power of two in order to use the fast Fourier transform in calculating the periodogram. This speeds up the simulations considerably compared to using the discrete Fourier transform.

\(^8\)We tried different starting values for \(d\) in these cases and the results were indistinguishable.
We consider next Model III, i.e. where there is MA contamination in the additive noise term, with results presented in Table 3. The results for the LPWN(0,1) and LPWN(1,1) estimators are similar to those in Table 1. That is, there is essentially no bias in those estimators. On the other hand, there is rather severe negative bias in the LWN estimator. Indeed, for the two higher bandwidth choices in Panels B and C the LPWN(0,1) (and sometimes the LPWN(1,1)) estimators generally have the lowest RMSE compared to the LWN.

Table 4 contains results for Model IV, where there is AR contamination in the additive noise term. The LWN estimator now suffers from moderate positive bias and the LPWN(0,1) estimator is, as expected, able to almost eliminate this bias and is nearly unbiased in most cases. Similarly to Table 3, the LPWN(0,1) estimator clearly outperforms the other estimators in terms of RMSE for the two higher bandwidth choices in Panels B and C.

Results for Model V where \((\alpha_y, \beta_y) = (0.8, 0)\) and \((\alpha_w, \beta_w) = (-0.8, 0)\) are shown in Table 5. The LWN estimator suffers from severe positive bias, and its RMSE is also higher than for the previous models. On the other hand, the LPWN estimators have relatively low biases, and in particular the LPWN(1,1) estimator appears essentially unbiased. When compared in terms of RMSE the LPWN estimators are clearly superior as well. Thus, we have a considerable reduction in bias for all LPWN estimators compared to the LWN estimator, and we also have quite a remarkable reduction in RMSE.

To sum up, the Monte Carlo study shows the usefulness of estimators that explicitly take the short-run dynamics in the perturbation into account, i.e. the LPWN estimators where \((R_y, R_w) = (0, 1)\) and \((R_y, R_w) = (1, 1)\), although the LPWN estimator with \((R_y, R_w) = (1, 0)\) also performs well. All three estimators generally have much smaller biases than the LWN estimator and are fairly robust to the persistence in the perturbation and to the contamination from short-memory dynamics in the signal.

5 Long memory in DJIA stock volatility

This section analyzes the long memory in daily log-squared returns series of the 30 DJIA stocks corrected for the effects of stock splits and dividends from 1 January 1990 to 31 March 2008, for a sample of \(n = 4753\). To avoid the problem of taking logarithm of zero we based the analysis on adjusted log-squared returns using the method of Fuller (1996, pp. 495-496), i.e. we analyze

\[
\log \hat{r}_t^2 = \log (r_t^2 + \alpha) - \frac{\alpha}{r_t^2 + \alpha},
\]

where \(\alpha = \frac{0.02}{n} \sum_{t=1}^{n} r_t^2\). We estimate the long memory in \(\log \hat{r}_t^2\) using the proposed LPWN estimator. We implement the estimator with \((R_y, R_w)\) equal to \((1, 0), (0, 1), \) and \((1, 1)\), and with starting values as in the Monte Carlo study above. For comparison we also report the standard LW, LPW, and LWN estimates. For all estimators we set the bandwidth as \(m = \lfloor an^{0.8} \rfloor\), where \(a \in \{3/4, 1, 5/4\}\).
Table 6 presents the results for the LW, LPW, and LWN estimators. As expected from theory, the LW and LPW estimators appear downward biased and are decreasing in the bandwidth. For the LWN estimator the memory estimates of some of the stocks are in the stationary region, but for the most part they are in the nonstationary region.

In Table 7 we present the results for the three variants of the LPWN estimator, i.e. for \((R_y, R_w)\) equal to \((1, 0)\), \((0, 1)\), and \((1, 1)\). First of all, as expected from theory and the simulations above, it is clear that this estimator does not suffer from the downward bias that increases with bandwidth as is present in the LW and LPW estimators. Second, we note that the three different implementations of the estimator agree with each other for most stocks and bandwidth choices. Thirdly, the LPWN estimates are similar to the LWN estimates, although the LPWN(0,1) and LPWN(1,1) estimates are slightly higher on average.

To emphasize the importance of the polynomial approximation of the signal process \(\{y_t\}\) and the perturbation process \(\{w_t\}\), we also fitted an extended parametric LMSV-ARFIMA(1,d,1)-(1,1) model, where the extension is that the noise is modeled by an ARMA process. That is, we model the periodogram of \(\log r_t^2\) using the Whittle likelihood framework of Fox & Taqqu (1986) and Breidt et al. (1998), where the fitted model has spectral density

\[
f_z(\lambda) = \frac{\sigma_z^2}{2\pi} \left( 2 \sin \frac{\lambda}{2} \right)^{-2d} \left( 1 + 2\beta_y \cos \lambda + \beta_y^2 \right) \frac{\sigma_y^2 (1 + 2\beta_w \cos \lambda + \beta_w^2)}{(1 - 2\alpha_y \cos \lambda + \alpha_y^2)} + \frac{\sigma_y^2 (1 + 2\beta_w \cos \lambda + \beta_w^2)}{2\pi (1 - 2\alpha_w \cos \lambda + \alpha_w^2)}. \tag{21}
\]

In Table 8 the resulting estimates are reported, where we have removed insignificant ARMA terms from both the signal and the noise.

The estimated values of \(d\) from the parametric results are in line with those from the LWN and LPWN estimators in Tables 6 and 7. Furthermore, there is significant (at 10% level) short-run dynamics in the signal (19 out of 30 cases), in the noise (16 out of 30 cases), and in both the signal and noise (13 out of 30 cases). The estimated (long-run) \(nsr\) can be calculated from the parameter estimates as in (20), and for most of the stocks it is in the vicinity of 10 – 30, although there are cases where the \(nsr\) is very high because \(\sigma_z^2\) is very small. Taking the high \(nsr\)'s and significant short-run dynamics in both the signal and the noise into consideration stresses the importance of the LPWN estimators.

6 Concluding remarks

In this paper we have proposed a semiparametric local polynomial Whittle with noise estimator of the degree of long memory, \(d\), in fractionally integrated time series perturbed by additive short-run noise. The estimator models the log-spectrum of the short-memory component of the signal and that of the perturbation by finite even polynomials instead of constants near the zero frequency. This is shown to yield a bias reduction depending on the smoothness of the spectra. However,
including the polynomials inflates the asymptotic variance of $\hat{d}$ by a multiplicative constant which depends on the true long memory parameter, $d$.

We have shown that the estimator is consistent for $d \in (0, 1)$, asymptotically normal for $d \in (0, 3/4)$, and if the spectral density is sufficiently smooth near frequency zero the rate of convergence becomes arbitrary close to the parametric rate, $\sqrt{n}$.

Our Monte Carlo study shows that the proposed local polynomial Whittle with noise estimator is able to achieve considerable bias reductions in practice compared to standard (e.g., local Whittle with noise) estimators, especially in cases with short-run dynamics in both the signal and noise components. In an empirical investigation of the 30 DJIA stocks the local polynomial Whittle with noise estimator indicated stronger persistence in volatility than standard estimators, and for most of the stocks produced estimates of $d$ in the nonstationary region.

Appendix A: Proof of Theorem 1

This proof follows the proofs of Theorem 3.1 and Lemma C.2 of Hurvich et al. (2005). As in their proofs, to show consistency of $\hat{d}$ we need to separately prove that $\lim_{n \to \infty} P(\hat{d} \in D_1) = 0$ and that $(\hat{d} - d_0)1\{\hat{d} \in D_2\} \overset{P}{\to} 0$, where $D_1 = (-\infty, d_0 - 1/2 + \epsilon) \cap D$, $D_2 = [d_0 - 1/2 + \epsilon, +\infty) \cap D$, and $\epsilon < 1/4$.

Let $\alpha_k(d, \theta) = \frac{h_k(d, \theta)}{h_{\hat{d}}(d, \theta)}$. Then the proof that $(\hat{d} - d_0)1\{\hat{d} \in D_2\} \overset{P}{\to} 0$ proceeds as in Hurvich et al. (2005, pp. 1303-1305) by showing that

$$Z_m = \sum_{k=1}^{m} \sum_{j=1}^{m} \frac{k^{2(d-d_0)} \alpha_k(d, \theta) \left( I_z(\lambda_k) - 1 \right)}{\sum_{j=1}^{m} j^{2(d-d_0)} \alpha_j(d, \theta)} = o_P(1)$$

uniformly on $(d, \theta) \in D_2 \times \Theta$ and that

$$R_m = \log \left( 1 + \frac{\sum_{k=1}^{m} k^{2(d-d_0)} \left( \alpha_k(d, \theta) - 1 \right)}{\sum_{j=1}^{m} j^{2(d-d_0)}} \right) - \frac{1}{m} \sum_{k=1}^{m} \log (1 + (\alpha_k(d, \theta) - 1)) = o(1)$$

uniformly on $(d, \theta) \in D \times \Theta$.

Note that, from Lemma 2(iii)-(v), there exists a constant $C > 0$ such that

$$\sup_{(d, \theta) \in D \times \Theta} |\alpha_k(d, \theta) - 1| = \sup_{(d, \theta) \in D \times \Theta} \left| \frac{h_k(d_0, \theta_0) - h_k(d, \theta)}{h_k(d, \theta)} \right| \leq C \left( \frac{m}{n} \right)^{2d_1},$$

where $d \geq d_1 > 0$. Now we use that $\log (1 + x) = x + O(x^2)$ as $x \to 0$ to obtain

$$\sup_{(d, \theta) \in D \times \Theta} |R_m| \leq C \sup_{(d, \theta) \in D \times \Theta} \sup_{k=1,\ldots,m} |\alpha_k(d, \theta) - 1| \leq C \left( \frac{m}{n} \right)^{2d_1} = o(1).$$

To show (22) we apply Proposition A.1 of Hurvich et al. (2005), which holds here since our Assumptions A1-A6 imply their Assumptions (H1)-(H3) with the exception that we allow serially correlated perturbation terms. It is, however, easily shown that replacing their Assumption (H2) with our Assumption A5, their Proposition A.1 still holds. The only other change is that the term $(k/n)^{\min(\beta, d_0)}$ in their eq. (F.15) should be replaced by $(k/n)^{\min(\varphi, \varphi_w)}$ due to the more accurate approximation of $f_\lambda(\lambda)$ offered by the included polynomials in our function $h(d, \theta, \lambda)$ in (10), see also Lemma 3 below. Thus, from their Proposition A.1, letting

$$c_k = \frac{k^{2(d-d_0)} \alpha_k(d, \theta)}{\sum_{j=1}^{m} j^{2(d-d_0)} \alpha_j(d, \theta)},$$

15
then for $K \in (0, \infty)$ and all $k \in \{1, \ldots, m-1\}$, we need to show that $|c_k - c_{k+1}| \leq K m^{-\epsilon}k^{-2}$ and $|c_m| \leq K m^{-1}$ uniformly on $(d, \theta) \in D_2 \times \Theta$, which implies (22).

Note that, uniformly on $(d, \theta) \in D_2 \times \Theta$, we have that $\sum_{j=1}^{m} j^{2(d-d_0)} \alpha_j(d, \theta) \geq C m^{2(d-d_0)+1}$ and $|k^{2(d-d_0)} \alpha_k(d, \theta) - (k+1)^{2(d-d_0)} \alpha_{k+1}(d, \theta)| \leq C k^{2(d-d_0)-1}$ using the mean value theorem and Lemma 2, see also Hurvich et al. (2005, p. 1305). It follows that

$$\sup_{(d, \theta) \in D_2 \times \Theta} \left| \frac{k^{2(d-d_0)} \alpha_k(d, \theta) - (k+1)^{2(d-d_0)} \alpha_{k+1}(d, \theta)}{\sum_{j=1}^{m} j^{2(d-d_0)} \alpha_j(d, \theta)} \right| \leq \sup_{(d, \theta) \in D_2 \times \Theta} C \left| \frac{k^{2(d-d_0)-1}}{m^{2(d-d_0)+1}} \right| \leq C m^{-1},$$

which proves (22).

The proof that $\lim_{n \to \infty} P(\hat{d} \in D_1) = 0$ follows exactly as in Hurvich et al. (2005, pp. 1305-1306) since their Proposition A.1 holds in our case as well. Hence $\hat{d} \overset{p}{\to} d_0$. To strengthen this result to $\hat{d} - d_0 = o_P((\log n)^{-\gamma})$ we use the proof of Lemma C.2 of Hurvich et al. (2005) without change.

**Appendix B: Proof of Theorem 2**

For the proof of Theorem 2 we need the score and Hessian (both multiplied by $m$) of (11):

\[
S_n(d, \theta) = \hat{G}(d, \theta)^{-1} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) X_j,
\]

\[
H_n(d, \theta) = H_{1n}(d, \theta) + H_{2n}(d, \theta),
\]

\[
H_{1n}(d, \theta) = \hat{G}(d, \theta)^{-2} \left( \hat{G}(d, \theta) \sum_{j=1}^{m} \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} X_j X_j^T - m \left( \frac{1}{m} \sum_{j=1}^{m} \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} X_j \right) \left( \frac{1}{m} \sum_{j=1}^{m} \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} X_j \right)^T \right),
\]

\[
H_{2n}(d, \theta) = \hat{G}(d, \theta)^{-1} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) \frac{\partial X_j}{\partial (d, \theta)};
\]

where $X_j = (X_{1j}, X'_{2j}, X'_{3j})^T$ with

\[
X_{1j} = \frac{2 \exp(h_{uj}(\theta_{uj})) \log \lambda_j}{h_j(d, \theta)},
\]

\[
X_{2j} = \left( -\frac{\lambda_j^{2d} \exp(h_{uj}(\theta_{uj}))}{h_j(d, \theta)}, \ldots, -\frac{\lambda_j^{2R} \exp(h_{uj}(\theta_{uj}))}{h_j(d, \theta)} \right)^T,
\]

\[
X_{3j} = \left( -\frac{\lambda_j^{2d} \exp(h_{uj}(\theta_{uj}))}{h_j(d, \theta)}, -\frac{\lambda_j^{2d+2} \theta_{uj} \exp(h_{uj}(\theta_{uj}))}{h_j(d, \theta)}, \ldots, -\frac{\lambda_j^{2d+2R} \theta_{uj} \exp(h_{uj}(\theta_{uj}))}{h_j(d, \theta)} \right)^T,
\]

$h_j(d, \theta) = h(d, \theta, \lambda_j)$, $h_{uj}(\theta_{uj}) = h_{ua}(\theta_a, \lambda_j)$, $a = y, w$, and $D_n(\eta) = \{d \in D : (\log n)^{5} |d - d_0| < \eta \}$ for $\eta > 0$. Note that $X_j$ is the vector of partial derivatives of $-\log(\lambda_j^{2d} h_j(d, \theta))$. Also define

\[
J_n = \sum_{j=1}^{m} \left( X_j - \frac{1}{m} \sum_{k=1}^{m} X_k \right) \left( X_j - \frac{1}{m} \sum_{k=1}^{m} X_k \right)^T.
\]

We next state a lemma adapted from Andrews & Sun (2004), henceforth abbreviated AS. The proof is given in the next section.

**Lemma 1** Under the assumptions of Theorem 2 we have, as $n \to \infty$, 
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Since the LPWN likelihood (11) is a continuous function on a compact set the LPWN estimator exists. From Lemma 1 we know by Lemma 1 of AS that there exists a solution to the first order conditions with probability tending to one, and that the solution satisfies the result in Theorem 2. If the (negative) likelihood function is strictly convex and twice differentiable then the solution to conditions with probability tending to one, and that the solution satisfies the result in Theorem 2.

Thus, all that remains is to show that the Hessian is positive definite which proves convexity. The positive definiteness of $\mathbf{H}_n$ follows as in eq. (5.1) of AS. Compared to AS we have the additional term $\mathbf{H}_2$, for which we know that $\|\mathbf{B}_n^{-1}\mathbf{H}_2\| = o_P(1)$ uniformly on $(d, \theta) \in D_n(\eta_n) \times \Theta$ by Lemma 1(b)-(d) and the triangle inequality. Since $\hat{d} \in D_n(\eta_n)$ with probability tending to one by Theorem 1, this shows that $\mathbf{H}_n$ is positive definite with probability tending to one, which concludes the proof.

**Appendix C: Proof of Lemma 1**

We now turn to the proof of Lemma 1, which follows the method of proof for Lemma 2 of AS, with modifications to allow $d \geq 1/2$ (following Velasco (1999)) and to accommodate the additive noise term in the spectral density (see Lemma 3), and with an additional proof for each of (b), (c), and (d) of negligibility of the term $\mathbf{H}_2$.

**C.1 Proof of (a)**

This follows by approximating sums by integrals, see Lemma 2 of Andrews & Guggenberger (2003).

**C.2 Proof of (b), first statement**

The proof roughly follows that of Lemma 2(b) in AS. Corresponding to their (A.6), define

$$
\hat{G}_{a,b,c}(d, \theta) = m^{-1} \sum_{j=1}^{m} \frac{\lambda_j}{h_j(d, \theta)} \left( \frac{2 \exp(h_{yj}(\theta_j)) \log \lambda_j}{h_j(d, \theta)} \right)^a (j/m)^b \theta_c^c \times \exp(c_1 h_{yj}(\theta_j) + c_2 h_{wj}(\theta_w)),
$$

$$
\hat{G}_{a,b,c}(d, \theta) = m^{-1} \sum_{j=1}^{m} \frac{\lambda_j}{h_j(d, \theta)} \left( 2 \log \lambda_j \right)^a (j/m)^b \theta_c^c,
$$

$$
J_{a,b,c} = G_0 m^{-1} \sum_{j=1}^{m} (2 \log \lambda_j)^a (j/m)^b \theta_0^c.
$$
for \(a, c, c_1, c_2 = 0, 1, 2\) and \(b = 0, 1, \ldots, 2R_y, d, d + 1, \ldots, d + R_w + R_y, 2d, 2d + 1, \ldots, 2d + 2R_w\). The elements of \(B_n^{-1}H_{1n}(d, \theta) B_n^{-1}\) are (omitting the arguments for brevity)

\[
(1, 1) : \tilde{G}_{0,0,0,0,0}^{\leq 2} (\tilde{G}_{0,0,0,0,0}^{\geq 2} \tilde{G}_{1,0,0,0,0}^{\geq 2} - \tilde{G}_{1,0,0,0,0}^{\geq 2}) ; \\
(1, 1 + k) : \tilde{G}_{0,0,0,0,0}^{\leq 2} (\tilde{G}_{0,0,0,0,0}^{\geq 2} \tilde{G}_{0,0,0,0,0}^{\geq 2} - \tilde{G}_{0,0,0,0,0}^{\geq 2}) ; \\
(1, 2 + R_y + i) : \tilde{G}_{0,0,0,0,0}^{\leq 2} (\tilde{G}_{0,0,0,0,0}^{\geq 2} \tilde{G}_{0,0,0,0,0}^{\geq 2} - \tilde{G}_{0,0,0,0,0}^{\geq 2}) ; \\
(1 + k_1, 1 + k_2) : \tilde{G}_{0,0,0,0,0}^{\leq 2} (\tilde{G}_{0,0,0,0,0}^{\geq 2} \tilde{G}_{0,0,0,0,0}^{\geq 2} - \tilde{G}_{0,0,0,0,0}^{\geq 2}) ; \\
(1 + k, 2 + R_y + i) : \tilde{G}_{0,0,0,0,0}^{\leq 2} (\tilde{G}_{0,0,0,0,0}^{\geq 2} \tilde{G}_{0,0,0,0,0}^{\geq 2} - \tilde{G}_{0,0,0,0,0}^{\geq 2}) ; \\
(2 + R_y + i_1, 2 + R_y + i_2) : \tilde{G}_{0,0,0,0,0}^{\leq 2} (\tilde{G}_{0,0,0,0,0}^{\geq 2} \tilde{G}_{0,0,0,0,0}^{\geq 2} - \tilde{G}_{0,0,0,0,0}^{\geq 2}) ;
\]

for \(k, k_1, k_2 = 1, \ldots, R_y\) and \(i, i_1, i_2 = 0, \ldots, R_w\). The corresponding elements of \(B_n^{-1}J_n B_n^{-1}\) are given by the same expressions with \(\tilde{G}_{a,b,c,c_1,c_2}\) replaced by \(J_{a,b,c}\). To prove the first statement of Lemma 1(b) it suffices to show that (since \(b\) is a function of \(d\), we distinguish between \(b\) and \(b_0\))

\[
\Delta_{a,b_0,c} = \frac{\hat{\Delta}_{a,b_0,c} (d_0, \theta_0) - \hat{\Delta}_{a,b_0,c} (d_0, \theta_0)}{\text{op}((\log m)^{-2})}, \\
\tilde{\Delta}_{a,b_0,c,c_1,c_2} = \frac{\tilde{\Delta}_{a,b_0,c,c_1,c_2} (d_0, \theta_0) - \tilde{\Delta}_{a,b_0,c,c_1,c_2} (d_0, \theta_0)}{\text{op}((\log n)^2(m/n)^{2d_0})}.
\]

Note that, because \(B_n^{-1}J_n B_n^{-1} = O((\log m)^2)\), \(\Delta_{a,b_0,c,c_1,c_2} = \text{op}((\log m)^{-2})\) would be sufficient to prove part (b) for \(H_{1n}\), but we show the stronger version since it will be useful in the proof of part (c).

In view of Lemma 3 below, the proof of (A.9) in AS pp. 598-599 works also for our eq. (24), where we find that (with \(\xi_{k,n}(d)\) defined in Lemma 3)

\[
\Delta_{a,b_0,c} = \text{op} \left( (\log m)^a m^{-1} \xi_{m,n} (d_0) + (\log m)^a m^{d_0} n^{-d_0} \right)
\]

\[
+ (\log m)^a m^{d_0} n^{-2d_0} + (\log m)^{a+1} m^{2d_0-1} n^{-d_0} + (\log m)^a m^{-1/2}
\]

which is

\[
\text{op} \left( (\log m)^{a+2/3} m^{-2/3} + (\log m)^a m^{-1/2} n^{-1/4} + (\log m)^a (m/n)^{\min(\varphi_y, d_0 + \varphi_w, 2d_0)}
\]

\[
+ (\log m)^{a+1} m^{2d_0-1} n^{-d_0} + (\log m)^a m^{-1/2}
\]

in the stationary case and

\[
\text{op} \left( (\log m)^{a+2/5} m^{1/5} - (\log m)^a m^{d_0-2} + (\log m)^a m^{d_0-1} n^{-1/2} (\log n)^{5/4}
\]

\[
+ (\log m)^{a+1/2} n^{-1/4} m^{-d_0} + (\log m)^a (m/n)^{\min(\varphi_y, d_0 + \varphi_w, 2d_0)} + (\log m)^a m^{2d_0-1} n^{-d_0} + (\log m)^a m^{-1/2}
\]

in the nonstationary case. By (16) and \(d_0 < d_2 < 3/4\), clearly \(\Delta_{a,b_0,c} = \text{op}((\log m)^{a-2})\) in both cases.
To prove (25) we write \( \hat{G}_{a,b_0,c}(d_0, \theta_0) - \hat{G}_{a,b_0,c}(d_0, \theta_0) \) as
\[
\theta_\theta \sum_{j=1}^{m} \lambda_j^{2d_0} I_j(\lambda_j) \left[ \frac{\exp(c_1 h_{yj}(\theta_{0y}) + c_2 h_{wyj}(\theta_{0w}))}{h_j(d_0, \theta_0)} \left( \frac{2 \exp(h_{ywj}(\theta_{0w})) \log \lambda_j}{h_j(d_0, \theta_0)} \right)^a - (2 \log \lambda_j)^a \right] \left( \frac{j}{m} \right)^{2b_0}
\]
by Lemma 2(i)-(ii). Using the definition of \( \hat{G}_{a,b_0,c}(d, \theta) \) and the fact that \( \hat{G}_{a,b_0,c}(d_0, \theta_0) = O_P((\log m)^a) \) by (24), we have
\[
\Delta_{a,b_0,c,d_0,c} = \theta_\theta \sum_{j=1}^{m} \lambda_j^{2d_0} I_j(\lambda_j) \left[ \frac{1 + O((j/n)^2d_0)}{(1 + O((j/n)^2d_0))^{\alpha + c_2 + + a}} \left( 2 \log \lambda_j \right)^a - (2 \log \lambda_j)^a \right] \left( \frac{j}{m} \right)^{2b_0}
\]
and
\[
O_P((m/n)^{2d_0}(\log n)^a \hat{G}_{a,b_0,c}(d_0, \theta_0)) = O_P((m/n)^{2d_0}(\log n)^a).
\]

C.3 Proof of (e)

We now prove part (e) since it will be useful in the proof of the remaining statements. By (24) and (25) with \( a = b = c = c_1 = c_2 = 0 \) we get that \( \hat{G}(d_0, \theta_0) \xrightarrow{P} G_0 \), so that, apart from smaller order terms,
\[
B_n^{-1} S_n (d_0, \theta_0) = m^{-1/2} \sum_{j=1}^{m} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} - \frac{1}{m} \sum_{k=1}^{m} \frac{I_z(\lambda_k)}{g_k(d_0, \theta_0)} \right) \tilde{X}_{0,j},
\]
where \( g_j(d, \theta) = g(d, \theta, \lambda_j) \) and \( \tilde{X}_j = (X_{1,j}, \tilde{X}_{2,j}, \tilde{X}_{3,j})' \) with
\[
(\tilde{X}_{2,j})_k = \frac{- \exp(h_{ywj}(\theta_{yj}))(j/m)^{2k}}{h_j(d, \theta)} \frac{1}{(\tilde{X}_{3,j})_{i+1} = \frac{\theta_\theta^{1 \{i \geq 1\}} \exp(h_{ywj}(\theta_{yj}))(j/m)^{2d+2i}}{h_j(d, \theta)} \]
for \( k = 1, \ldots, R_y \) and \( i = 0, \ldots, R_w, \) and \( \tilde{X}_{0,j} \) is \( \tilde{X}_j \) evaluated at \( (d_0, \theta_0) \).

As in AS p. 601 we write the right-hand side of (26) as \( T_{1,n} + T_{2,n} + T_{3,n} + T_{4,n} \), where
\[
T_{1,n} = m^{-1/2} \sum_{j=1}^{m} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_j) - E \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_j) \right) \right) \left( \tilde{X}_{0,j} - \frac{1}{m} \sum_{k=1}^{m} \tilde{X}_{0,k} \right),
\]
\[
T_{2,n} = m^{-1/2} \sum_{j=1}^{m} \left( \frac{EI_z(\lambda_j)}{f_z(\lambda_j)} - 1 \right) \frac{f_z(\lambda_j)}{g_j(d_0, \theta_0)} \left( \tilde{X}_{0,j} - \frac{1}{m} \sum_{k=1}^{m} \tilde{X}_{0,k} \right),
\]
\[
T_{3,n} = m^{-1/2} \sum_{j=1}^{m} (2\pi I_\varepsilon(\lambda_j) - 1) \left( \tilde{X}_{0,j} - \frac{1}{m} \sum_{k=1}^{m} \tilde{X}_{0,k} \right),
\]
\[
T_{4,n} = m^{-1/2} \sum_{j=1}^{m} \left( \frac{f_z(\lambda_j)}{g_j(d_0, \theta_0)} - 1 \right) \left( \tilde{X}_{0,j} - \frac{1}{m} \sum_{k=1}^{m} \tilde{X}_{0,k} \right).
\]

Then we show that \( T_{3,n} \xrightarrow{d} N(0, \Omega_{R_y, R_w}) \) while \( T_{i,n} = O_P(1) \) for \( i = 1, 2, 4 \).

Clearly the proof for \( T_{3,n} \) of AS works here as well. We just have to verify that \( m^{-1} \sum_{j=1}^{m} \xi_j^2 \rightarrow \)
\[ \boldsymbol{\beta}' \mathbf{R}_{y,R_w} \boldsymbol{\beta}, \]
where

\[ \zeta_j = \boldsymbol{\beta}'(\hat{\mathbf{X}}_{0,j} - \frac{1}{m} \sum_{k=1}^{m} \mathbf{X}_{0,k}) \text{ and } \mathbf{R}_{y,R_w} = \begin{pmatrix} 4 & \mu'_{R_y} & \mu'_{R_w} & \mathbf{v'}_{R_w} \\ \mu_{R_y} & \Gamma_{R_y} & \psi_{R_y,R_w}'' & \psi'_{R_w} \\ \nu_{R_w} & \psi_{R_w,R_y} & \Omega_{R_w} & \mathbf{v}_{R_w} \\ \end{pmatrix}, \]

which follows from part (a) of the lemma.

To show the result for \( T_{1,n} \) we use summation by parts:

\[
T_{1,n} = m^{-1/2} \sum_{k=1}^{m-1} \left( \mathbf{X}_{0,k} - \mathbf{X}_{0,k+1} \right) + \frac{1}{m} \sum_{k=1}^{m} \mathbf{X}_{0,k} - \sum_{j=1}^{k} \left( \frac{I_z(\lambda_j)}{g_j(d_0,\theta_0)} - 2\pi I_\epsilon(\lambda_j) - E \left( \frac{I_z(\lambda_j)}{g_j(d_0,\theta_0)} - 2\pi I_\epsilon(\lambda_j) \right) \right)
\]

\[
= m^{-1/2} \sum_{k=1}^{m-1} O(k^{-1})O_P(\xi_{k,n}(d_0) + k^{\varphi_\nu+1/2}n^{-\varphi_\nu} + k^{1/2+2d_0}n^{-2d_0})
\]
\[
+ O(1)m^{-1/2}O_P(\xi_{m,n}(d_0) + m^{\varphi_\nu+1/2}n^{-\varphi_\nu} + m^{1/2+2d_0}n^{-2d_0})
\]
\[
= O_P(m^{-1/2}(\log m)\xi_{m,n}(d_0) + (m/n)^{\min(\varphi_\nu,2d_0)}),
\]

where \( \xi_{k,n}(d) \) is uniformly in \( k = 1, \ldots, m \) and \( \hat{\mathbf{X}}_{0,m} - \frac{1}{m} \sum_{k=1}^{m} \mathbf{X}_{0,k} = O(1) \) (follows by approximating sums by integrals, see also AS p. 602). Thus \( T_{1,n} = O_P((\log m)^{5/2}m^{-1/6} + (\log m)n^{-1/4} + (m/n)^{\min(\varphi_\nu,2d_0)}) \) in the stationary case and \( T_{1,n} = O_P((\log m)^{1+2/(5-4d_0)}m^{-3-4d_0}/(10-8d_0) + (\log m)^2m^{d_0-3/2} + (\log m)^{5/4}n^{-1/2}m^{d_0/2} + (\log m)^{3/4}n^{-1/4}m^{d_0-1/2} + (m/n)^{\min(\varphi_\nu,2d_0)}) \) in the nonstationary case. Since \( d_0 \) belongs to the interior of the parameter space it follows that \( T_{1,n} = o_P(1) \).

To prove the result for \( T_{2,n} \) we use Robinson’s (1995b) Theorem 2, i.e., that \( EI_y(\lambda_j)/f_y(\lambda_j) = 1 + O(j^{-1}(\log j)) \) uniformly in \( j = 1, \ldots, m \) in the stationary case, as well as Velasco’s (1999) Theorem 1, \( EI_y(\lambda_j)/f_y(\lambda_j) = 1 + O(j^{2d_0-2}(\log j)) \) uniformly in \( j = 1, \ldots, m \) in the nonstationary case. Note that, as in AS, the remainder terms are different from those of Robinson (1995b) and Velasco (1999) because of the normalization by \( f_y(\lambda_j) \) rather than by \( G_0\lambda_j^{-2d_0} \). Thus, as in the proof of Lemma 3 we can write

\[
\frac{EI_y(\lambda_j)}{f_z(\lambda_j)} - 1 = \frac{f_y(\lambda_j) - f_z(\lambda_j)}{f_z(\lambda_j)} \left( \frac{EI_y(\lambda_j)}{f_y(\lambda_j)} - 1 \right) + \frac{EI_y(\lambda_j)}{f_y(\lambda_j)} - 1
\]
\[
+ 2\sqrt{\frac{f_y(\lambda_j)}{f_z(\lambda_j)}} \frac{E Re(I_{yy}(\lambda_j))}{f_z(\lambda_j)} + \frac{EI_w(\lambda_j) + f_y(\lambda_j) - f_z(\lambda_j)}{f_z(\lambda_j)}.
\]

Because \( EI_w(\lambda_j) = f_w(\lambda_j) + O(j^{-1}(\log j)) \) and \( f_z(\lambda_j) - f_y(\lambda_j) = f_w(\lambda_j) \), the last term is \( O(j^{-1}(\log j)\lambda_j^{2d_0}) \). By the same reasoning and by independence of \( \{y_t\} \) and \( \{w_t\} \), the second to last term is \( O_P(\lambda_j^{2d_0}j^{-1}(\log j)) \) in the stationary case and \( O_P(\lambda_j^{d_0}j^{2d_0-2}(\log j)) \) in the nonstationary case (see also the proof of Lemma 3 below and the second to last equation on p. 108 of Velasco (1999)). We thus obtain the bounds \( EI_z(\lambda_j)/f_z(\lambda_j) = 1 = O(j^{-1}(\log j)) \) for the stationary case and \( EI_z(\lambda_j)/f_z(\lambda_j) - 1 = O(j^{2d_0-2}(\log j)) \) for the nonstationary case, for all \( j = 1, \ldots, m \). We also have that \( f_z(\lambda_j)/g_j(d_0,\theta_0) = 1 + O((j/n)^{\varphi_\nu} + (j/n)^{2d_0+\varphi_\nu}) \) for all \( j = 1, \ldots, m \) by (14).
Therefore, in the stationary case, \( T_{2,n} \) can be bounded similarly to (A.24) of AS,
\[
T_{2,n} = m^{-1/2} \sum_{j=1}^{m} O(j^{-1} \log j) O(\log m) = O((\log m)^3 m^{-1/2}),
\]
using also that \( |\bar{X}_{0,j} - \frac{1}{m} \sum_{k=1}^{m} \bar{X}_{0,k}| = O(\log m) \) uniformly in \( j = 1, \ldots, m \). In the nonstationary case we find in the same way that
\[
T_{2,n} = m^{-1/2} \sum_{j=1}^{m} O(j^{2d_0-2} \log j) O(\log m) = O((\log m)^3 m^{2d_0-3/2}).
\]
In both the stationary and nonstationary cases, \( T_{2,n} \) is \( o(1) \) since \( d_0 < 2 < 3/4 \).

The proof for \( T_{4,n} \) follows from summation by parts and the approximation \( f_z(\lambda_j) / g_j(d_0, \theta_0) - 1 = O((j/n)^{\varphi_y} + (j/n)^{2d_0+\varphi_w}) \) for all \( j = 1, \ldots, m \), which implies that
\[
T_{4,n} = \frac{1}{\sqrt{m}} \sum_{k=1}^{m-1} \left( \bar{X}_{0,k} - \bar{X}_{0,k+1} \right) + \frac{1}{\sqrt{m}} \sum_{j=1}^{m} \left( \bar{X}_{0,m} - \frac{1}{m} \sum_{k=1}^{m} \bar{X}_{0,k} \right) = O(m^{1/2} + \varphi_w n^{-d} + m^{1/2+2d_0+\varphi_w n^{-2d_0-\varphi_w}}).
\]
Condition (16) shows that this is \( o_P(1) \).

### C.4 Proof of (b), second statement

The matrix \( \mathbf{B}_n^{-1} \mathbf{H}_{2n}(d, \theta) \mathbf{B}_n^{-1} \) is symmetric and has \((i, l)\)th and \((l, i)\)th elements
\[
-\hat{G}(d, \theta)^{-1} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) \hat{X}_j(i, \hat{X}_j)_i, \quad i = 1, \ldots, R_y + 1, l = 1,
\]
\[
\hat{G}(d, \theta)^{-1} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) X_{1j}(\hat{X}_j)_i, \quad i = R_y + 2, \ldots, R + 2, l = 1,
\]
\[
-\hat{G}(d, \theta)^{-1} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) \hat{X}_j((\hat{X}_j)_l + (j/m)^{2(l-1)}), \quad i = 1, \ldots, R_y + 1,
\]
\[
-\hat{G}(d, \theta)^{-1} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) \hat{X}_j((\hat{X}_j)_l + (j/m)^{2(l-R_y-2)}), \quad i = R_y + 2, \ldots, R + 2,
\]
\[
\hat{G}(d, \theta)^{-1} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) \hat{X}_j((\hat{X}_j)_l + (j/m)^{2(l-R_y-2)}), \quad i = 2, \ldots, R_y + 1, l = R_y + 2, \ldots, R + 2,
\]
with \( R = R_y + R_w \). To prove the second statement of Lemma 1(b) we have to show that these are all negligible when evaluated at \((d_0, \theta_0)\). It suffices to prove the result for the generic term
\[
V_n(d, \theta) = \hat{G}(d, \theta)^{-1} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j^2 I_z(\lambda_j)}{h_j(d, \theta)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k^2 I_z(\lambda_k)}{h_k(d, \theta)} \right) \hat{X}_j R_y + 2q_j(d, \theta), \quad (27)
\]
where \( q_j(d_0, \theta_0) \) depends on \( j \) but is at most of order \( O((\log n)^2) \) and satisfies \( q_{j+1}(d_0, \theta_0) - q_j(d_0, \theta_0) = O(j^{-1}(\log n)) \) uniformly in \( j = 1, \ldots, m \). Summation by parts on \( V_n(d_0, \theta_0) \) yields

\[
\hat{G}(d_0, \theta_0)^{-1} q_m(d_0, \theta_0) \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\lambda_j I_z(\lambda_j)}{h_j(d_0, \theta_0)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k I_z(\lambda_k)}{h_k(d_0, \theta_0)} \right) (\tilde{\chi}_{0,j}) R_{v+2}
\]

\[
+ \hat{G}(d_0, \theta_0)^{-1} \frac{1}{m} \sum_{l=1}^{m-1} (q_l(d_0, \theta_0) - q_{l+1}(d_0, \theta_0)) \frac{1}{m} \sum_{j=1}^{l} \left( \frac{\lambda_j I_z(\lambda_j)}{h_j(d_0, \theta_0)} - \frac{1}{m} \sum_{k=1}^{m} \frac{\lambda_k I_z(\lambda_k)}{h_k(d_0, \theta_0)} \right) (\tilde{\chi}_{0,j}) R_{v+2}
\]

\[
= \frac{1}{m} q_m(d_0, \theta_0) O_P(m^{1/2}) + \frac{1}{m} \sum_{l=1}^{m-1} (q_l(d_0, \theta_0) - q_{l+1}(d_0, \theta_0)) O_P(l^{1/2}) = O_P\left(m^{-1/2}(\log n)^2\right),
\]

where the first equality follows from part (e) of the lemma.

\subsection*{C.5 Proof of (c)}

First we prove the result for \( H_{1n} \), where we need to show that

\[
\sup_{\theta \in \Theta} \left| \tilde{G}_{a,b_0,c,c_1,c_2}(d_0, \theta) - \hat{G}_{a,b_0,c,c_1,c_2}(d_0, \theta_0) \right| = O_P((\log n)^2(m/n)^{2d_0})
\]

for \( a, c, c_1, c_2 = 0, 1, 2 \) and \( b = 0, 1, \ldots, 2R_y, d, d + 1, \ldots, d + R_y, R_y, 2d, 2d + 1, \ldots, 2d + 2R_y \).

Again, showing that the difference is \( O_P((\log m)^{-2}) \) uniformly in \( \theta \in \Theta \) would be sufficient to prove part (c) for \( H_{1n} \), but the stronger version listed in the above equation will be useful in the proof for \( H_{2n} \). By the triangle inequality and (25) it suffices to show that

\[
\sup_{\theta \in \Theta} \left| \tilde{G}_{a,b_0,c,c_1,c_2}(d_0, \theta) - \hat{G}_{a,b_0,c,d_0, \theta_0} \right| + \sup_{\theta \in \Theta} \left| \hat{G}_{a,b_0,c,d_0, \theta_0} - \tilde{G}_{a,b_0,c,d_0, \theta_0} \right| = O_P((\log n)^2(m/n)^{2d_0}).
\]

(28)

The first term on the left-hand side of (28) is can be bounded in exactly the same way as (25), and the result follows using Lemma 2(i)-(ii). The second term on the left-hand side of (28) is

\[
\sup_{\theta \in \Theta} \left| m^{-1} \sum_{j=1}^{m} \frac{\lambda_j I_z(\lambda_j)}{h_j(d_0, \theta_0)} \left( \frac{h_j(d_0, \theta_0)}{h_j(d_0, \theta_0)} - 1 \right) (2 \log \lambda_j)^a \left( \frac{j}{m} \right)^{2b_0} \right|
\]

\[
= \sup_{\theta \in \Theta, j=1, \ldots, m} \left| \frac{h_j(d_0, \theta_0)}{h_j(d_0, \theta_0)} - 1 \right| m^{-1} \sum_{j=1}^{m} \frac{I_z(\lambda_j)}{h_j(d_0, \theta_0)} (2 \log \lambda_j)^a \left( \frac{j}{m} \right)^{2b_0}
\]

\[
= \hat{G}_{a,b_0,c,d_0, \theta_0} \sup_{\theta \in \Theta, j=1, \ldots, m} \left| \frac{h_j(d_0, \theta_0)}{h_j(d_0, \theta)} \right|
\]

noting that all the terms inside the summation on the right-hand side of the first equality are positive. From Lemma 2(ii),(iv) and \( \hat{G}_{a,b_0,c,d_0, \theta_0} = O_P((\log m)^a) \), it follows that the second term on the left-hand side of (28) is \( O_P((\log m)^a(1 + o(1))^{-1}\lambda_m^{2d_0}) \), which proves (28).

Next we prove the result for \( H_{2n} \). Again, it suffices to show the result for the generic term \( V_n(d, \theta) \) defined in (27), i.e. we must show that \( \sup_{\theta \in \Theta} |V_n(d, \theta) - V_n(d_0, \theta_0)| = O_P(1) \). By (24) and (28) we have that

\[
\sup_{\theta \in \Theta} \tilde{G}(d_0, \theta) \overset{p}{\to} G_0,
\]

(29)
and \( \sup_{\theta \in \Theta} |V_n(d_0, \theta) - V_n(d_0, \theta_0)| \) is, apart from a term that is negligible uniformly in \( \theta \),

\[
\sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta)} - \frac{1}{m} \sum_{k=1}^{m} I_z(\lambda_k) \right) \exp(h_{wj}(\theta_w))(j/m)^{2d_0} \frac{g_j(d_0, \theta)}{h_j(d_0, \theta)} \right|
- \frac{1}{m} \sum_{j=1}^{m} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} - \frac{1}{m} \sum_{k=1}^{m} I_z(\lambda_k) \right) \exp(h_{wj}(\theta_{0w}))(j/m)^{2d_0} \frac{g_j(d_0, \theta_0)}{h_j(d_0, \theta_0)} \right| 
\leq \sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta)} \exp(h_{wj}(\theta_w)) \frac{g_j(d_0, \theta)}{h_j(d_0, \theta)} - \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} \exp(h_{wj}(\theta_{0w})) \frac{g_j(d_0, \theta_0)}{h_j(d_0, \theta_0)} \right) \left( \frac{j}{m} \right)^{2d_0} \right| 
+ \sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \frac{1}{m} \sum_{k=1}^{m} \left( \frac{I_z(\lambda_k)}{g_k(d_0, \theta)} \exp(h_{wj}(\theta_w)) \frac{g_k(d_0, \theta)}{h_k(d_0, \theta)} - \frac{I_z(\lambda_k)}{g_k(d_0, \theta_0)} \exp(h_{wj}(\theta_{0w})) \frac{g_k(d_0, \theta_0)}{h_k(d_0, \theta_0)} \right) \left( \frac{j}{m} \right)^{2d_0} \right|. 
\]

By the triangle inequality, (30) is bounded by

\[
\sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \frac{I_z(\lambda_j)}{g_j(d_0, \theta)} \left( \frac{j}{m} \right)^{2d_0} \left( \exp(h_{wj}(\theta_w)) \frac{g_j(d_0, \theta)}{h_j(d_0, \theta)} - \exp(h_{wj}(\theta_{0w})) \frac{g_j(d_0, \theta_0)}{h_j(d_0, \theta_0)} \right) \right| 
+ \sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{j}{m} \right)^{2d_0} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta)} - \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} \right) \exp(h_{wj}(\theta_w)) \frac{g_j(d_0, \theta)}{h_j(d_0, \theta)} \right|. 
\]

Note that, by inspection of the definition of \( q_j(d, \theta) \) in (27) and application of Lemma 2(i)-(ii), it holds that

\[
\sup_{\theta \in \Theta, j=1,...,m} \left| \frac{\exp(h_{wj}(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) - \frac{\exp(h_{wj}(\theta_{0w}))}{h_j(d_0, \theta_0)} q_j(d_0, \theta_0) \right| = O(\lambda_m^{2d_0} (\log n)^2),
\]

such that (32) is

\[
(32) = O_P \left( \sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d_0} \lambda_m^{2d_0} (\log n)^2 \right| \right)
= O_P \left( \hat{G}_{0,d_0,0}(d_0, \theta_0) \lambda_m^{2d_0} (\log n)^2 \right) = O_P(\lambda_m^{2d_0} (\log n)^2).
\]

Applying summation by parts to (33) we get the bound

\[
\sup_{\theta \in \Theta} \left| \exp(h_{wm}(\theta_w)) q_m(d_0, \theta) \frac{1}{m} \sum_{j=1}^{m} \left( \frac{j}{m} \right)^{2d_0} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta)} - \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} \right) \right|
+ \sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{k=1}^{m-1} \left( \frac{\exp(h_{wk}(\theta_w))}{h_k(d_0, \theta)} q_k(d_0, \theta) - \frac{\exp(h_{wk+1}(\theta_w))}{h_{k+1}(d_0, \theta)} q_{k+1}(d_0, \theta) \right) \right|
\times \sum_{j=1}^{k} \left( \frac{j}{m} \right)^{2d_0} \left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta)} - \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} \right)
\]

The first term is

\[
\sup_{\theta \in \Theta} \left| \exp(h_{wm}(\theta_w)) q_m(d_0, \theta) \frac{1}{G_0} \left( \hat{G}_{0,d_0,c}(d_0, \theta) - \hat{G}_{0,d_0,c}(d_0, \theta_0) \right) \right| = o_P \left( (\log n)^2 (\log n)^2 (m/n)^{2d_0} \right)
\]
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by (28), Lemma 2(i)-(ii), and sup\(\theta\in\Theta\) \(q_m(d_0, \theta) = O((\log n)^2)\). The second term is

\[
O_P\left( \sup_{\theta\in\Theta} \frac{1}{m} \sum_{k=2}^{m-1} \left( \exp\left(\frac{h_wk(\theta_w)}{h_k(d_0, \theta)}\right) q_k(d_0, \theta) - \exp\left(\frac{h_wk+1(\theta_w)}{h_k+1(d_0, \theta)}\right) q_{k+1}(d_0, \theta) \right) \left( \frac{k}{m} \right)^{2d_0} k(\log n)^2 \left( \frac{k}{n} \right)^{2d_0} \right)
\]

\[
= O_P\left( \sup_{\theta\in\Theta} \frac{1}{m} \sum_{k=2}^{m-1} \left( \frac{\exp(h_wk(\theta_w))}{h_k(d_0, \theta)} q_k(d_0, \theta) - q_{k+1}(d_0, \theta) \right) \left( \frac{k}{m} \right)^{2d_0} k(\log n)^2 \left( \frac{k}{n} \right)^{2d_0} \right)
\]

\[
+ O_P\left( \sup_{\theta\in\Theta} \frac{1}{m} \sum_{k=2}^{m-1} q_{k+1}(d_0, \theta) \left( \frac{\exp(h_wk(\theta_w))}{h_k(d_0, \theta)} - \exp(h_wk+1(\theta_w)) \right) \left( \frac{k}{m} \right)^{2d_0} k(\log n)^2 \left( \frac{k}{n} \right)^{2d_0} \right),
\]

which, using sup\(\theta\in\Theta\) \(|q_k(d_0, \theta) - q_{k+1}(d_0, \theta)| = O(k^{-1} \log n)\) and sup\(\theta\in\Theta\) \(|q_{k+1}(d_0, \theta)| = O((\log n)^2)\), is

\[
O_P\left( \left( \frac{1}{m} \sum_{k=2}^{m-1} \left( \frac{k}{m} \right)^{2d_0} (\log n)^3 \left( \frac{k}{n} \right)^{2d_0} \right) + O_P\left( \left( \frac{1}{m} \sum_{k=2}^{m-1} \left( \frac{k}{m} \right)^{2d_0} (\log n)^3 \left( \frac{k}{n} \right)^{2d_0} \right) \right)
\]

\[
+ O_P\left( \left( \frac{1}{m} \sum_{k=2}^{m-1} \left( \frac{k}{m} \right)^{2d_0} (\log n)^3 \left( \frac{k}{n} \right)^{2d_0} \right) \right) \right).
\]

Thus both terms of (33) are \(o_P(1)\) by (16) because \(d_0 > d_1 > 0\).

Along the same lines we rewrite (31) as

\[
\sup_{\theta\in\Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\exp(h_wj(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) - \frac{\exp(h_wj(\theta_{0w}))}{h_j(d_0, \theta_0)} q_j(d_0, \theta_0) \right) \left( \frac{j}{m} \right)^{2d_0} \frac{1}{m} \sum_{k=1}^{m} I_z(\lambda_k) \right|
\]

\[
+ \sup_{\theta\in\Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \frac{\exp(h_wj(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) \left( \frac{j}{m} \right)^{2d_0} \frac{1}{m} \sum_{k=1}^{m} \left( \frac{I_z(\lambda_k)}{g_k(d_0, \theta)} - I_z(\lambda_k) \right) \right|
\]

and, using the definition of \(\hat{G}_{a,b,c}(d, \theta)\), this is equal to

\[
\sup_{\theta\in\Theta} \left| \frac{\hat{G}_{0,0,0}(d_0, \theta)}{G_0} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\exp(h_wj(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) - \frac{\exp(h_wj(\theta_{0w}))}{h_j(d_0, \theta_0)} q_j(d_0, \theta_0) \right) \left( \frac{j}{m} \right)^{2d_0} \right|
\]

\[
+ \sup_{\theta\in\Theta} \left| \frac{1}{G_0} \left( \hat{G}_{0,0,0}(d_0, \theta) - \hat{G}_{0,0,0}(d_0, \theta_0) \right) \frac{1}{m} \sum_{j=1}^{m} \frac{\exp(h_wj(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) \left( \frac{j}{m} \right)^{2d_0} \right|
\]

\[
= O_P\left( \sup_{\theta\in\Theta} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\exp(h_wj(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) - \frac{\exp(h_wj(\theta_{0w}))}{h_j(d_0, \theta_0)} q_j(d_0, \theta_0) \right) \left( \frac{j}{m} \right)^{2d_0} \right)
\]

\[
+ o_P\left( (\log n)^2 \frac{1}{m} \sum_{j=1}^{m} \frac{\exp(h_wj(\theta_w))}{h_j(d_0, \theta)} q_j(d_0, \theta) \left( \frac{j}{m} \right)^{2d_0} \right),
\]
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where the second term is easily seen to be \( o_P((\log n)^4(m/n)^{2d_0}) = o_P(1) \). By (34), the first term is
\[
O_P \left( \sup_{\theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{m}{n} \right)^{2d_0} (\log n)^2 \left( \frac{j}{m} \right)^{2d_0} \right| \right) = O_P((\log n)^2(m/n)^{2d_0}).
\]
This is \( o_P(1) \) which proves part (c).

**C.6 Proof of (d)**

Again, we first prove the result for \( H_{1n} \) which follows if
\[
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \tilde{G}_{a,b,c_1,c_2}(d, \theta) - \tilde{G}_{a,b_0,c_1,c_2}(d_0, \theta) \right| = o_P((\log m)^{-2}) \tag{35}
\]
for \( a, c_1, c_2 = 0, 1, 2 \) and \( b = 0, 1, \ldots, 2R_y, d + 1, \ldots, d + R_y, 2d + 1, \ldots, 2d + 2R_y \).

Defining
\[
\tilde{E}_{a,b,c,c_1,c_2}(d, \theta) = \frac{1}{m} \sum_{j=1}^{m} \frac{\lambda_j^{2d I_z(\lambda_j)} (2 \exp(h_{jy}(\theta_y)) \log \lambda_j)^{\alpha}}{h(j, \theta)^{c_1+c_2+1}} \left( \frac{2 \exp(h_{jy}(\theta_y)) \log \lambda_j}{h(j, \theta)} \right)^{\alpha} (j/m)^{2b} \theta^c \rho,
\]
we need to show that, for all \( a, c, c_1, c_2 = 0, 1, 2 \) and \( b = 0, 1, \ldots, 2R_y, d + 1, \ldots, d + R_y, 2d + 2R_y \),
\[
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \tilde{E}_{a,b,c,c_1,c_2}(d, \theta) \right| = o_P((\log m)^{-2}),
\]
see also AS p. 600. Since \( b \) is a function of \( d \), we distinguish between \( b \) and \( b_0 \) which are obviously the same in case \( b = 0, 1, \ldots, 2R_y \). By the triangle inequality it is sufficient to show that
\[
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \tilde{E}_{a,b,c,c_1,c_2}(d, \theta) - \tilde{E}_{a,b,c}(d, \theta) \right| + \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \tilde{E}_{a,b,c}(d, \theta) - \tilde{E}_{a,b_0,c}(d_0, \theta) \right|
\]
\[
=: Z_{a,b,c,c_1,c_2}(\eta_n) + Z_{a,b,c}(\eta_n) + Z_{a,b_0,c,c_1,c_2}(\eta_n) = o_P(n^{2d_0}(\log m)^{-2}).
\]
The result for \( Z_{a,b_0,c,c_1,c_2}(\eta_n) \) follows from part (c) of the lemma since it does not depend on \( d \).

For \( Z_{a,b,c}(\eta_n) \) we find that
\[
Z_{a,b,c}(\eta_n)
\]
\[
= \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left\{ \frac{\lambda_j^{2d I_z(\lambda_j)} (j/m)^{2b} - \lambda_j^{2d_0 I_z(\lambda_j)} (j/m)^{2b_0}}{h(j, \theta)^{c_1+c_2+1}} \right\}
\]
\[
= \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left\{ \frac{\lambda_j^{2d - 2d_0} I_z(\lambda_j)}{h(j, \theta)} (j/m)^{2b} (2 \log \lambda_j)^{\alpha} \right\}
\]
\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left\{ \frac{\lambda_j^{2d_0 I_z(\lambda_j)} (1 - \lambda_j^{2d_0 I_z(\lambda_j)}) (j/m)^{2b_0 - 2b}}{h(j, \theta)} \right\}
\]
\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left\{ \frac{\lambda_j^{2d_0 I_z(\lambda_j)} (j/m)^{2b} (2 \log \lambda_j)^{\alpha}}{h(j, \theta)} \right\}.
\]
By Lemma 2(iii), the first term of $Z_{2, a, b, c}(\eta_n)$ is bounded by

$$
\sup_{d \in D_n(\eta_n)} \left| \frac{1}{m} \sum_{j=1}^{m} j^{2d_0} I_z(\lambda_j) (1 + o(1))^{-1} (2 \log \lambda_j)^a \left| j^{2d - 2d_0} - 1 \right| \right|
$$

which is $o_P(n^{2d_0}(\log m)^{-2})$ as in (A.18) of AS.

The second term of $Z_{2, a, b, c}(\eta_n)$ is bounded by

$$
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{\theta^c}{m} \sum_{j=1}^{m} j^{2d_0} I_z(\lambda_j) \exp(\lambda_j (l_j(d, \theta) + c_j h_{d_j}(d, \theta) + c_j h_{d_j}(d, \theta))) \left( 2 \exp(h_{d_j}(\theta_j)) \log \lambda_j \right)^a - (2 \log \lambda_j)^a \right| (\frac{j}{m})^{2b} \left| (\frac{j}{m})^{2b} \right|
$$

and using Lemma 2(iii),(v) we find that (36) is

$$
O_P \left( \frac{1}{m} \sum_{j=1}^{m} j^{2d_0} I_z(\lambda_j) \log m)^a \right) = O_P \left( \frac{1}{m} \sum_{j=1}^{m} \lambda_j^{2d_0} I_z(\lambda_j) \frac{n}{2\pi} \right) $n^{d_0} \log m)^a \right)
$$

Noting that $m^{-1} \sum_{j=1}^{m} \lambda_j^{2d_0} I_z(\lambda_j) = \hat{G}_{0,0}(d_0, (0', 1, 0')) = G_0(1 + o_P(1))$, (36) is $o_P(n^{2d_0}(\log m)^{-2})$.

By the mean value theorem, $x^a = x^b + (a - b)x^{a^*}(\log x)$ for $a \leq a^* \leq b$ which implies that

$$
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \exp(h_{d_j}(\theta_j)) \log \lambda_j \right| (\frac{j}{m})^{2b} - (\frac{j}{m})^{2b} = O \left( \sup_{d \in D_n(\eta_n)} (b_0 - b)(\log m) \right) = O \left( (\log n)^{-5} \eta_n(\log m) \right).
$$

Thus, applying also Lemma 2(ii), (37) is

$$
O_P \left( \frac{1}{m} \sum_{j=1}^{m} j^{2d_0} I_z(\lambda_j)(\log m)^{a-5}(\log m) \eta_n \right) = O_P \left( \eta_n n^{2d_0}(\log m)^{a-5}(\log m) \hat{G}_{0,0}(d_0, (0', 1, 0')) \right),
$$

which is $o_P \left( n^{2d_0}(\log m)^{-2} \right)$ because $\eta_n = o(1)$ and $a \leq 2$.

Next, $Z_{1, a, b, c, c_1, c_2}(\eta_n)$ is

$$
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \exp(c_1 h_{d_j}(\theta_j) + c_2 h_{d_j}(\theta_j)) \right| (2 \exp(h_{d_j}(\theta_j)) \log \lambda_j)^a - (2 \log \lambda_j)^a \right| (\frac{j}{m})^{2b} \left| (\frac{j}{m})^{2b} \right|
$$

Using the arguments applied to (25) and using Lemma 2(iii), the result for $Z_{1, a, b, c, c_1, c_2}(\eta_n)$ follows.

We proceed to show that $\sup_{d \in D_n(\eta_n), \theta \in \Theta} B^{-1}_n \| H^{2n}(d, \theta) - H^{2n}(d_0, \theta) \| B^{-1}_n = o_P(1)$ or equivalently that $\sup_{d \in D_n(\eta_n), \theta \in \Theta} \| V_n(d, \theta) - V_n(d_0, \theta) \| = o_P(1)$. Since we have shown (35) we have that $G(d, \theta) \overset{P}{\rightarrow} G$ uniformly in $d \in D_n(\eta_n)$ and $\theta \in \Theta$, so we need to show that the following is $o_P(1)$:

$$
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( I_z(\lambda_j) \times j^{2d - 2d_0} \right) \times \frac{\exp(h_{d_j}(\theta_j))}{h_j(d, \theta)} \times \frac{g_j(d, \theta)}{j^{2d_0}} \right| q_j(d, \theta)
$$

\[-\frac{1}{m} \sum_{j=1}^{m} \left( I_z(\lambda_j) \times j^{2d - 2d_0} \right) \times \frac{\exp(h_{d_j}(\theta_j))}{h_j(d, \theta)} \times \frac{g_j(d, \theta)}{j^{2d_0}} \right| q_j(d, \theta).
$$
which is bounded by

\[
\sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) \left( \frac{I_z(\lambda_j)}{g_j(d, \theta)} h_j(d, \theta) \left( \frac{j}{m} \right)^{2d} \right) \right| \geq I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(38)

\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) \left( \frac{I_z(\lambda_j)}{g_j(d, \theta)} h_j(d, \theta) \left( \frac{j}{m} \right)^{2d} \right) \right|
\]  

(39)

By the triangle inequality we get the bounds

\[
(38) \leq \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) \left( \frac{I_z(\lambda_j)}{g_j(d, \theta)} h_j(d, \theta) \left( \frac{j}{m} \right)^{2d} \right) \right| \geq \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(40)

\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) \left( \frac{I_z(\lambda_j)}{g_j(d, \theta)} h_j(d, \theta) \left( \frac{j}{m} \right)^{2d} \right) \right| \geq \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(41)

\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) \left( \frac{I_z(\lambda_j)}{g_j(d, \theta)} h_j(d, \theta) \left( \frac{j}{m} \right)^{2d} \right) \right| \geq \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(42)

and

\[
(39) \leq \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{j}{m} \right)^{2d} \right| \geq \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(43)

\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{j}{m} \right)^{2d} \right| \geq \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(44)

\[
+ \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \left( \frac{j}{m} \right)^{2d} \right| \geq \frac{1}{m} \sum_{j=1}^{m} \exp(h_{w,j}(\theta)) I_z(\lambda_j) \left( \frac{j}{m} \right)^{2d} g_j(d, \theta) h_j(d, \theta) (\frac{j}{m})^{2d}
\]  

(45)

The required results for (40) and (43) follow using the mean value theorem as in (37), whereas the results for (41) and (44) follow as in (36). For (42) and (45) we note that, by inspection of the definition of \( q_j(d, \theta) \) in (27), c.f. (34), it suffices to prove the result for

\[
\exp(h_{w,j}(\theta)) \left( \frac{q_j(d, \theta)}{h_j(d, \theta)} - \frac{q_j(d_0, \theta)}{h_j(d_0, \theta)} \right) = \exp(2h_{w,j}(\theta)) \left( \frac{(j/m)^{2d}}{h_j(d, \theta)^2} - \frac{(j/m)^{2d}}{h_j(d_0, \theta)^2} \right)
\]

\[
= \left( \frac{j}{m} \right)^{2d} \frac{\exp(2h_{w,j}(\theta))}{h_j(d, \theta)^2} - \exp(2h_{w,j}(\theta)) + \frac{\exp(2h_{w,j}(\theta))}{h_j(d, \theta)^2} \left( \left( \frac{j}{m} \right)^{2d} - \left( \frac{j}{m} \right)^{2d} \right)
\]

Inserting this into (42) (45) follows in the same way we get the bound

\[
(42) \leq \sup_{d \in D_n(\eta_n), \theta \in \Theta} \left| \frac{1}{m} \sum_{j=1}^{m} \frac{I_z(\lambda_j)}{g_j(d, \theta)} \left( \frac{j}{m} \right)^{2d} \frac{\exp(2h_{w,j}(\theta))}{h_j(d, \theta)^2} - \exp(2h_{w,j}(\theta)) \left( \left( \frac{j}{m} \right)^{2d} - \left( \frac{j}{m} \right)^{2d} \right) \right|
\]

(46)
which we can handle similarly to (36) and (37), respectively.

**Appendix D: Auxiliary lemmas**

We now state two useful lemmas, which are used in the proofs of the main theorems. The first is stated without proof and gathers some properties of the function $h_j(d, \theta)$, which all follow by compactness of $\Theta$ and the expansion $\exp(x) = 1 + x + \frac{x^2}{2} + \ldots$.

**Lemma 2** Let $h_{aj}(\theta_a) = \sum_{r=1}^{R_a} \theta_{ar} \lambda^{2r}$, $a = y, w$, $h_{d,j}(d, \theta) = \exp(h_{y,j}(\theta_y)) + \lambda^{2d} \theta \cdot \exp(h_{w,j}(\theta_w))$, $0 < d_1 < d_2 < 1$, and let $\Theta$ be compact. Then, as $n \to \infty$,

1. $\sup_{\theta \in \Theta} \exp(h_{aj}(\theta_a)) = 1 + O((j/n)^2)$ for $a = y, w$,
2. $\inf_{\theta \in \Theta} h_{d,j}(d_0, \theta)^c = 1 + O((j/n)^2d_0)$ for $c = 0, 1, 2$,
3. $\inf_{d \in [d_1, d_2], \theta \in \Theta} h_{d,j}(d, \theta)^c = 1 + O((j/n)^2d_2)$ for $c = 0, 1, 2$,
4. $\sup_{\theta \in \Theta} |h_{d,j}(d_0, \theta) - h_{d,j}(d_0, \theta)| = O((j/n)^2d_0)$,
5. $\sup_{d \in [d_1, d_2], \theta \in \Theta} |h_{d,j}(d, \theta) - h_{d,j}(d, \theta)| = O((j/n)^2d_1)$.

The next lemma provides approximations of the periodogram of $z_t$ by that of $\varepsilon_t$, following well-known results from, e.g., Robinson (1995a), Velasco (1999), AS, and Hurvich et al. (2005).

**Lemma 3** Let Assumptions A1-A6 hold. Then, as $n \to \infty$ and for all $k = 1, \ldots, m$,

$$
\sum_{j=1}^{k} \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} - 2\pi I_{\varepsilon}(\lambda_j) \right)
= O_P \left( \xi_{k,n}(d_0) + k^{2\varphi_2} + k^{d_0} + k^{d_0} n^{-2d_0} \right),
$$

$$
\sum_{j=1}^{k} \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} - 2\pi I_{\varepsilon}(\lambda_j) - E \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} \right) - 2\pi I_{\varepsilon}(\lambda_j) \right)
= O_P \left( \xi_{k,n}(d_0) + k^{2\varphi_2} + k^{1/2} + 2d_0 n^{-2d_0} \right),
$$

where

$$
\xi_{k,n}(d) = k^{1/3}(\log k)^{2/3} + k^{1/2} n^{-1/4}
$$

in the stationary case, and in the nonstationary case

$$
\xi_{k,n}(d) = k^{1/5(4d_0)}(\log k)^{2/5(4d_0)} + k^{2d_0-1}(\log k) + \frac{1}{2} k^{1/4} k^{d_0 n^{-2d_0}}.
$$

**Proof.** Define $\bar{g}_j(d, \theta) = \lambda^2 G_0 \exp(h_{y,j}(\theta_y))$ and write

$$
\sum_{j=1}^{k} \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} - 2\pi I_{\varepsilon}(\lambda_j) \right) = \sum_{j=1}^{k} \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} - E \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} \right) \right) + \sum_{j=1}^{k} \left( \frac{I_{\varepsilon}(\lambda_j)}{g_j(d_0, \theta_0)} - 2\pi I_{\varepsilon}(\lambda_j) \right).
$$

In the stationary case the second term on the right-hand side of (46) is $O_P(k^{1/3}(\log k)^{2/3} + k^{2\varphi_2} + k^{2d_0} n^{-2d_0})$ by (A.13)(ii) of AS, and in the nonstationary case it is $O_P(k^{1/5}(4d_0)(\log k)^{2/5}(4d_0) + k^{2d_0} n^{-2d_0})$ by slight modification of Lemma 1 of Velasco (1999) to account for the better approximation of $f_{g_j}(\lambda_j)$ due to the polynomial in $\bar{g}_j(d_0, \theta_0)$ (the required modification is the same as that used by AS to modify (4.8) of Robinson.
(1995a) to obtain their (A.13)(i)). The first term on the right-hand side of (46) is

\[
\frac{I_z (\lambda_j)}{g_j (d_0, \theta_0)} - \frac{I_y (\lambda_j)}{g_j (d_0, \theta_0)} = \frac{\tilde{g}_{j}(d_0, \theta_0) - g_j (d_0, \theta_0)}{g_j (d_0, \theta_0)} \left( \frac{I_y (\lambda_j)}{\tilde{g}_{j}(d_0, \theta_0)} - 1 \right) + \frac{2 \sqrt{G_0 \theta_0} \exp(h_{w_j}(\theta_{0w}))\tilde{g}_{j}(d_0, \theta_0)}{g_j (d_0, \theta_0)} \frac{\text{Re}(I_{w}(\lambda_j))}{\sqrt{G_0 \theta_0} \exp(h_{w_j}(\theta_{0w}))\tilde{g}_{j}(d_0, \theta_0)} + \frac{I_w (\lambda_j) + \tilde{g}_{j}(d_0, \theta_0) - g_j (d_0, \theta_0)}{g_j (d_0, \theta_0)},
\]

(47)

where \(I_{ab} (\lambda) = \frac{1}{2 \pi n} \sum_{i=1}^{n} \sum_{s=1}^{n} a_t b_s e^{j(s-t)\lambda} \) denotes the cross-periodogram between the two series \(a_t\) and \(b_t\). Using summation by parts on (47) we find that

\[
\sum_{j=1}^{k} \frac{\tilde{g}_{j}(d_0, \theta_0) - g_j (d_0, \theta_0)}{g_j (d_0, \theta_0)} \left( \frac{I_y (\lambda_j)}{\tilde{g}_{j}(d_0, \theta_0)} - 1 \right) = \sum_{j=1}^{k-1} \left( \frac{\tilde{g}_{j}(d_0, \theta_0) - g_j (d_0, \theta_0)}{g_j (d_0, \theta_0)} - \frac{\tilde{g}_{j+1}(d_0, \theta_0) - g_{j+1} (d_0, \theta_0)}{g_{j+1} (d_0, \theta_0)} \right) \sum_{l=1}^{j} \left( \frac{I_y (\lambda_l)}{\tilde{g}_{l}(d_0, \theta_0)} - 1 \right) + \sum_{j=1}^{k} \frac{\tilde{g}_{k}(d_0, \theta_0) - g_k (d_0, \theta_0)}{g_k (d_0, \theta_0)} \sum_{l=1}^{k} \left( \frac{I_y (\lambda_l)}{\tilde{g}_{l}(d_0, \theta_0)} - 1 \right),
\]

which is \(O_P((k/n)^{2d_0}(k^{1/3}(log k)^{2/3} + k^{\varphi_y+1}n^{-\varphi_y} + k^{1/2}n^{-1/4} + k^{1/2}))\) in the stationary case whereas it is \(O_P((k/n)^{2d_0}(k^{1/5-4d_0} \log k)^{2/5-4d_0} + k^{\varphi_y+1}n^{-\varphi_y} + k^{2d_0-1}(log k) + n^{-1/2}(k^{1+d_0})/2(\log n)^{5/4} + n^{-1/4}k^{d_0}(\log k)^{1/2} + k^{1/2})\) in the nonstationary case, by the same methods as applied previously and using also (4.9) of Robinson (1995a) and that \(|\tilde{g}_{j}(d_0, \theta_0)/g_j (d_0, \theta_0) - 1| \leq C(j/n)^{2d_0}\). Next, (49) is easily seen to be \(O_P((j/n)^{2d_0})\) because \(E|I_{w}(\lambda_j)| = O_P(1)\) uniformly in \(j = 1, \ldots, m\). Since \(\{y_t\}\) and \(\{w_t\}\) are independent (48) is \(O_P((j/n)^{d_0}(j^{-1}(log j) + (j/n)^{\min(\varphi_y, \varphi_w)})\) in the stationary case by Theorem 2 of Robinson (1995b), yielding a contribution to (46) of \(O_P((k/n)^{d_0}((\log k) + k^{1+\min(\varphi_y, \varphi_w)}n^{\min(\varphi_y, \varphi_w)})\). In the nonstationary case we use Theorem 1 of Velasco (1999) which shows that \(\text{Re} (I_{w}(\lambda_j)\tilde{g}_{j}(d_0, \theta_0))^{-1/2}G_0 \theta_0 \exp(h_{w_j}(\theta_{0w}))^{-1/2} = O_P((j^{2d_0-2}(log j) + (j/n)^{\min(\varphi_y, \varphi_w)})))\), yielding a contribution to (46) of \(O_P((k/n)^{d_0}(k^{d_0}(\log k) + k^{1+\min(\varphi_y, \varphi_w)}n^{\min(\varphi_y, \varphi_w)}))\) (Velasco’s result has to be modified to accommodate multivariate time series, but the modification is simple by comparing e.g. his equation (A.1) with equation (4.3) of Robinson (1995b), see also the second to last equation on p. 108 of Velasco (1999)). The difference in the remainder terms relative to Robinson (1995b) and Velasco (1999) is due to the different remainder term in the approximation of \(f_y (\lambda_j)\) by \(\tilde{g}_{j}(d_0, \theta_0)\) due to the polynomial in \(\tilde{g}_{j}(d_0, \theta_0)\).

To prove the second result we write

\[
\sum_{j=1}^{k} \left( \frac{I_z (\lambda_j)}{g_j (d_0, \theta_0)} - 2 \pi I_x (\lambda_j) - E \left( \frac{I_z (\lambda_j)}{g_j (d_0, \theta_0)} - 2 \pi I_x (\lambda_j) \right) \right)
\]

\[
= \sum_{j=1}^{k} \left( \frac{I_z (\lambda_j)}{g_j (d_0, \theta_0)} - \frac{I_y (\lambda_j)}{\tilde{g}_{j}(d_0, \theta_0)} - E \left( \frac{I_z (\lambda_j)}{g_j (d_0, \theta_0)} - \frac{I_y (\lambda_j)}{\tilde{g}_{j}(d_0, \theta_0)} \right) \right) + \sum_{j=1}^{k} \left( \frac{I_y (\lambda_j)}{\tilde{g}_{j}(d_0, \theta_0)} - 2 \pi I_x (\lambda_j) - E \left( \frac{I_y (\lambda_j)}{\tilde{g}_{j}(d_0, \theta_0)} - 2 \pi I_x (\lambda_j) \right) \right),
\]

(50)

(51)
By (A.21) of AS, (51) is $O_P(k^{1/3} (\log k)^{2/3} + k^{\varphi_y + 1/2 n^{-\varphi_y}} + k^{1/2 n^{-1/4}})$ in the stationary case, and by (slight modification of) Lemma 1 of Velasco (1999), (51) is $O_P(k^{1/5 - 4d_0} (\log k)^{2/5 - 4d_0} + k^{\varphi_y + 1/2 n^{-\varphi_y}} + k^{2d_0 - 1} (\log k) + n^{-1/2 k^{1+d_0}/2} (\log n)^{5/4} + n^{-1/4 k^{d_0} (\log k)^{1/2}}$ in the nonstationary case. For eq. (50) we write

$$
\frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} - \frac{I_y(\lambda_j)}{\tilde{g}_j(d_0, \theta_0)} - E\left( \frac{I_z(\lambda_j)}{g_j(d_0, \theta_0)} - \frac{I_y(\lambda_j)}{\tilde{g}_j(d_0, \theta_0)} \right)
+ \frac{\tilde{g}_j(d_0, \theta_0) - g_j(d_0, \theta_0)}{\tilde{g}_j(d_0, \theta_0)} \left[ \left( \frac{I_y(\lambda_j)}{\tilde{g}_j(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_j) \right) - E\left( \frac{I_y(\lambda_j)}{\tilde{g}_j(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_j) \right) \right]
= \frac{2\sqrt{\tilde{g}_j(d_0, \theta_0)} \text{Re}(I_yw_j(\lambda_j) - EI_yw_j(\lambda_j))}{g_j(d_0, \theta_0)}
+ \frac{G_0\theta_{0p} \exp(h_{w_j}(\theta_{0w}))}{g_j(d_0, \theta_0)} \left[ \left( \frac{I_w(\lambda_j)}{G_0\theta_{0p} \exp(h_{w_j}(\theta_{0w}))} - 2\pi I_\eta(\lambda_j) \right) - E\left( \frac{I_w(\lambda_j)}{G_0\theta_{0p} \exp(h_{w_j}(\theta_{0w}))} - 2\pi I_\eta(\lambda_j) \right) \right]
+ \frac{\tilde{g}_j(d_0, \theta_0) - g_j(d_0, \theta_0)}{g_j(d_0, \theta_0)} (2\pi I_\varepsilon(\lambda_j) - 1) + \frac{G_0\theta_{0p} \exp(h_{w_j}(\theta_{0w}))}{g_j(d_0, \theta_0)} (2\pi I_\eta(\lambda_j) - 1),
$$

using also that $G_0\theta_{0p} \exp(h_{w_j}(\theta_{0w})) = g_j(d_0, \theta_0) - \tilde{g}_j(d_0, \theta_0)$.

Using summation by parts the contribution from the last term of (55) is $G_0\theta_{0p}$ times

$$
\sum_{j=1}^k \frac{\exp(h_{w_j}(\theta_{0w}))}{g_j(d_0, \theta_0)} (2\pi I_\eta(\lambda_j) - 1)
= \sum_{j=1}^{k-1} \frac{\exp(h_{w_j}(\theta_{0w}))}{g_j(d_0, \theta_0)} - \frac{\exp(h_{w_{j+1}}(\theta_{0w}))}{g_{j+1}(d_0, \theta_0)} \sum_{i=1}^j (2\pi I_\eta(\lambda_i) - 1) + \frac{\exp(h_{w_k}(\theta_{0w}))}{g_k(d_0, \theta_0)} \sum_{j=1}^k (2\pi I_\eta(\lambda_j) - 1)
= \sum_{j=1}^{k-1} \frac{\exp(h_{w_j}(\theta_{0w}))}{g_j(d_0, \theta_0)} g_{j+1}(d_0, \theta_0) = O_P(j^{1/2} + \frac{\exp(h_{w_k}(\theta_{0w}))}{g_k(d_0, \theta_0)} O_P(k^{1/2})
= O_P \left( \sum_{j=1}^{k-1} j^{2d_0 - 1/2 n^{-2d_0}} \right) + O_P(k^{1/2 + 2d_0 n^{-2d_0}}) = O_P(k^{1/2 + 2d_0 n^{-2d_0}}),
$$

using (4.9) of Robinson (1995a) for the second equality. The first term of (55) is handled in exactly the same way yielding the same contribution. For the term (53) we can split it up in the same way as (54) and the last term of (55), and the contribution is the same.

Using summation by parts on (52) its contribution to (50) is

$$
\sum_{j=1}^{k-1} \left( \frac{\tilde{g}_j(d_0, \theta_0) - g_j(d_0, \theta_0)}{\tilde{g}_j(d_0, \theta_0)} - \frac{\tilde{g}_{j+1}(d_0, \theta_0) - g_{j+1}(d_0, \theta_0)}{g_{j+1}(d_0, \theta_0)} \right) \times \sum_{i=1}^j \left[ \left( \frac{I_y(\lambda_i)}{\tilde{g}_i(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_i) \right) - E\left( \frac{I_y(\lambda_i)}{\tilde{g}_i(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_i) \right) \right]
+ \frac{\tilde{g}_k(d_0, \theta_0) - g_k(d_0, \theta_0)}{g_k(d_0, \theta_0)} \sum_{j=1}^k \left[ \left( \frac{I_y(\lambda_j)}{\tilde{g}_j(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_j) \right) - E\left( \frac{I_y(\lambda_j)}{\tilde{g}_j(d_0, \theta_0)} - 2\pi I_\varepsilon(\lambda_j) \right) \right],
$$
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which is $O_P \left( \left( \frac{k}{n} \right)^{2d_0} \left( k^{1/3} (\log k)^{2/3} + k^{\varphi_v + 1/2 n^{-\varphi_v} + k^{1/2 n^{-1/4}}} \right) \right)$ in the stationary case using (A.21) of AS. In the nonstationary case we use Lemma 1 of Velasco (1999) and get that the contribution of (52) to (50) is

$$O_P \left( \left( \frac{k}{n} \right)^{2d_0} \left( k^{1/(5-4d_0)} (\log k)^{2/(5-4d_0)} + k^{\varphi_v + 1/2 n^{-\varphi_v} + k^{2d_0 - 1} (\log k)} \right. \right.$$  
$$
\left. + n^{-1/2} k^{(1+d_0)/2} (\log n)^{5/4} + n^{-1/4} k^{d_0} (\log k)^{1/2}) \right).$$

Finally the term (54) is handled in exactly the same way as the stationary case of (52) yielding the contribution $O_P \left( \left( \frac{k}{n} \right)^{2d_0} \left( k^{1/3} (\log k)^{2/3} + k^{\varphi_w + 1/2 n^{-\varphi_w} + k^{1/2 n^{-1/4}}} \right) \right)$ to (50).
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### Table 1: Simulation results for Model I

<table>
<thead>
<tr>
<th>nsr</th>
<th>n</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>m</td>
<td>n</td>
<td>m</td>
<td>n</td>
<td>m</td>
<td>n</td>
<td>m</td>
<td>n</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.0035</td>
<td>0.1097</td>
<td>-0.0243</td>
<td>0.1176</td>
<td>0.0072</td>
<td>0.1343</td>
<td>0.0123</td>
<td>0.1398</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.0036</td>
<td>0.0788</td>
<td>-0.0146</td>
<td>0.0802</td>
<td>0.0018</td>
<td>0.0867</td>
<td>0.0110</td>
<td>0.0977</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.0043</td>
<td>0.0494</td>
<td>-0.0072</td>
<td>0.0609</td>
<td>0.0029</td>
<td>0.0610</td>
<td>0.0101</td>
<td>0.0624</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.0053</td>
<td>0.1429</td>
<td>-0.0212</td>
<td>0.1558</td>
<td>0.0108</td>
<td>0.1634</td>
<td>0.0056</td>
<td>0.1694</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.0029</td>
<td>0.0918</td>
<td>-0.0163</td>
<td>0.1045</td>
<td>0.0033</td>
<td>0.1086</td>
<td>0.0054</td>
<td>0.1140</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>0.0097</td>
<td>0.1893</td>
<td>-0.0218</td>
<td>0.1984</td>
<td>0.0165</td>
<td>0.2070</td>
<td>0.0079</td>
<td>0.2074</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>0.0131</td>
<td>0.1205</td>
<td>-0.0191</td>
<td>0.1347</td>
<td>0.0085</td>
<td>0.1347</td>
<td>0.0024</td>
<td>0.1372</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0024</td>
<td>0.0785</td>
<td>-0.0131</td>
<td>0.0896</td>
<td>0.0038</td>
<td>0.0850</td>
<td>0.0041</td>
<td>0.0865</td>
</tr>
</tbody>
</table>

Note: The polynomial approximation used under the heading “LPWN(R_y, R_w)” is \( (R_y, R_w) \).

### Table 2: Simulation results for Model II with \((\alpha_y, \beta_y) = (0.8, 0)\) and \((\alpha_w, \beta_w) = (0, 0)\)

<table>
<thead>
<tr>
<th>nsr</th>
<th>n</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LWN</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
<td>n</td>
<td>m</td>
<td>n</td>
<td>m</td>
<td>n</td>
<td>m</td>
<td>n</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0460</td>
<td>0.1158</td>
<td>-0.0046</td>
<td>0.1115</td>
<td>0.0145</td>
<td>0.1234</td>
<td>0.0106</td>
<td>0.1272</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0315</td>
<td>0.0788</td>
<td>-0.0006</td>
<td>0.0856</td>
<td>0.0027</td>
<td>0.0838</td>
<td>0.0062</td>
<td>0.0890</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0217</td>
<td>0.0555</td>
<td>-0.0019</td>
<td>0.0629</td>
<td>-0.0013</td>
<td>0.0620</td>
<td>-0.0093</td>
<td>0.0637</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0264</td>
<td>0.1486</td>
<td>-0.0212</td>
<td>0.1568</td>
<td>0.0159</td>
<td>0.1695</td>
<td>0.0011</td>
<td>0.1729</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0151</td>
<td>0.0955</td>
<td>-0.0057</td>
<td>0.1107</td>
<td>-0.0046</td>
<td>0.1167</td>
<td>-0.0057</td>
<td>0.1149</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0081</td>
<td>0.0649</td>
<td>-0.0258</td>
<td>0.0827</td>
<td>-0.0158</td>
<td>0.0834</td>
<td>-0.0110</td>
<td>0.0817</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0206</td>
<td>0.1806</td>
<td>-0.0278</td>
<td>0.1894</td>
<td>0.0190</td>
<td>0.1977</td>
<td>0.0126</td>
<td>0.2049</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0074</td>
<td>0.1156</td>
<td>-0.0314</td>
<td>0.1333</td>
<td>0.0001</td>
<td>0.1360</td>
<td>-0.0062</td>
<td>0.1373</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0020</td>
<td>0.0769</td>
<td>-0.0274</td>
<td>0.0958</td>
<td>-0.0082</td>
<td>0.0949</td>
<td>-0.0069</td>
<td>0.0936</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LWN</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
<td>LPWN(1)</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0667</td>
<td>0.1177</td>
<td>0.0105</td>
<td>0.1109</td>
<td>0.0298</td>
<td>0.1213</td>
<td>0.0197</td>
<td>0.1232</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0516</td>
<td>0.0859</td>
<td>0.0001</td>
<td>0.0766</td>
<td>0.0127</td>
<td>0.0822</td>
<td>0.0109</td>
<td>0.0823</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0410</td>
<td>0.0621</td>
<td>-0.0057</td>
<td>0.0586</td>
<td>0.0018</td>
<td>0.0562</td>
<td>0.0027</td>
<td>0.0585</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0457</td>
<td>0.1433</td>
<td>-0.0006</td>
<td>0.1530</td>
<td>0.0281</td>
<td>0.1615</td>
<td>0.0085</td>
<td>0.1631</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0298</td>
<td>0.0922</td>
<td>-0.0109</td>
<td>0.1049</td>
<td>0.0131</td>
<td>0.1098</td>
<td>0.0057</td>
<td>0.1081</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0224</td>
<td>0.0638</td>
<td>-0.0140</td>
<td>0.0759</td>
<td>0.0032</td>
<td>0.0788</td>
<td>0.0015</td>
<td>0.0756</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0308</td>
<td>0.1760</td>
<td>-0.0051</td>
<td>0.1862</td>
<td>0.0289</td>
<td>0.1895</td>
<td>-0.0007</td>
<td>0.1950</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0221</td>
<td>0.1100</td>
<td>-0.0132</td>
<td>0.1271</td>
<td>0.0125</td>
<td>0.1270</td>
<td>0.0012</td>
<td>0.1275</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.0141</td>
<td>0.0723</td>
<td>-0.0153</td>
<td>0.0887</td>
<td>0.0099</td>
<td>0.0857</td>
<td>0.0037</td>
<td>0.0851</td>
</tr>
</tbody>
</table>

Note: The polynomial approximation used under the heading “LPWN(R_y, R_w)” is \( (R_y, R_w) \).
### Table 3: Simulation results for Model III with $(\alpha_y, \beta_y) = (0, 0)$ and $(\alpha_u, \beta_u) = (0, 0.8)$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$m = (3/4)^{n/4}$</th>
<th>$m = (3/4)^{n/4}$</th>
<th>$m = (3/4)^{n/4}$</th>
<th>$m = (3/4)^{n/4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2048</td>
<td>-0.0549 0.1202</td>
<td>-0.0565 0.1193</td>
<td>0.0158 0.1543</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>-0.0397 0.0887</td>
<td>-0.0373 0.0868</td>
<td>0.0056 0.1046</td>
</tr>
<tr>
<td>8192</td>
<td>-0.0251 0.0632</td>
<td>-0.0216 0.0635</td>
<td>0.0022 0.0749</td>
<td>-0.0110 0.0779</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>-0.0833 0.1626</td>
<td>-0.0874 0.1627</td>
<td>0.0100 0.1927</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>-0.0602 0.1169</td>
<td>-0.0588 0.1140</td>
<td>0.0005 0.1295</td>
</tr>
<tr>
<td>8192</td>
<td>-0.0390 0.0811</td>
<td>-0.0353 0.0796</td>
<td>0.0001 0.0889</td>
<td>0.0102 0.0926</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>-0.1009 0.1903</td>
<td>-0.1095 0.1943</td>
<td>0.0061 0.2213</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>-0.0762 0.1411</td>
<td>-0.0755 0.1377</td>
<td>-0.0051 0.1521</td>
</tr>
<tr>
<td>8192</td>
<td>-0.0500 0.0971</td>
<td>-0.0465 0.0941</td>
<td>-0.0081 0.0987</td>
<td>0.0030 0.1008</td>
</tr>
</tbody>
</table>

Note: The polynomial approximation used under the heading “LPWN($R_y, R_u$)” is $(R_y, R_u)$.

### Table 4: Simulation results for Model IV with $(\alpha_y, \beta_y) = (0, 0)$ and $(\alpha_u, \beta_u) = (0, 0.8)$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$m = (3/4)^{n/4}$</th>
<th>$m = (3/4)^{n/4}$</th>
<th>$m = (3/4)^{n/4}$</th>
<th>$m = (3/4)^{n/4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2048</td>
<td>0.0233 0.0375</td>
<td>-0.0622 0.0897</td>
<td>-0.0017 0.0542</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.0213 0.0351</td>
<td>-0.0595 0.0750</td>
<td>0.0027 0.0351</td>
</tr>
<tr>
<td>8192</td>
<td>0.0016 0.0161</td>
<td>-0.0569 0.0647</td>
<td>0.0031 0.0181</td>
<td>-0.0457 0.0574</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.0384 0.0487</td>
<td>-0.1088 0.1276</td>
<td>-0.0157 0.0615</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.0309 0.0308</td>
<td>-0.1074 0.1174</td>
<td>-0.0095 0.0428</td>
</tr>
<tr>
<td>8192</td>
<td>0.0032 0.0170</td>
<td>-0.1048 0.1101</td>
<td>0.0032 0.0179</td>
<td>-0.0829 0.0885</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>0.0490 0.0577</td>
<td>-0.1364 0.1516</td>
<td>-0.0244 0.0694</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.0365 0.0349</td>
<td>-0.1386 0.1466</td>
<td>-0.0084 0.0512</td>
</tr>
<tr>
<td>8192</td>
<td>0.0041 0.0172</td>
<td>-0.1376 0.1417</td>
<td>0.0036 0.0186</td>
<td>-0.1069 0.1106</td>
</tr>
</tbody>
</table>

Note: The polynomial approximation used under the heading “LPWN($R_y, R_u$)” is $(R_y, R_u)$.
Table 5: Simulation results for Model V with \((\alpha_y, \beta_y) = (0.8, 0)\) and \((\alpha_w, \beta_w) = (-0.8, 0)\)

<table>
<thead>
<tr>
<th>(ns_r)</th>
<th>(n)</th>
<th>(LW_N) Bias</th>
<th>(RMSE)</th>
<th>(LPWN(1,0)) Bias</th>
<th>(RMSE)</th>
<th>(LPWN(0,1)) Bias</th>
<th>(RMSE)</th>
<th>(LPWN(1,1)) Bias</th>
<th>(RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A:</strong> (m = \lceil (3/4)n^{0.8} \rceil)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.1119</td>
<td>0.1574</td>
<td>0.0111</td>
<td>0.1297</td>
<td>0.0355</td>
<td>0.1450</td>
<td>0.0016</td>
<td>0.1437</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.0750</td>
<td>0.1049</td>
<td>-0.0088</td>
<td>0.0857</td>
<td>0.0043</td>
<td>0.0889</td>
<td>0.0001</td>
<td>0.0873</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.0509</td>
<td>0.0725</td>
<td>-0.0181</td>
<td>0.0646</td>
<td>-0.0088</td>
<td>0.0612</td>
<td>-0.0068</td>
<td>0.0631</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.1217</td>
<td>0.1977</td>
<td>0.0226</td>
<td>0.1848</td>
<td>0.0688</td>
<td>0.1935</td>
<td>0.0085</td>
<td>0.1991</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.0771</td>
<td>0.1236</td>
<td>-0.0037</td>
<td>0.1267</td>
<td>0.0343</td>
<td>0.1378</td>
<td>0.0102</td>
<td>0.1317</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.0494</td>
<td>0.0818</td>
<td>-0.0163</td>
<td>0.0901</td>
<td>0.0016</td>
<td>0.0949</td>
<td>-0.0010</td>
<td>0.0868</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>0.1334</td>
<td>0.2381</td>
<td>0.0314</td>
<td>0.2162</td>
<td>0.0654</td>
<td>0.2108</td>
<td>-0.0084</td>
<td>0.2241</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.0848</td>
<td>0.1470</td>
<td>0.0062</td>
<td>0.1513</td>
<td>0.0547</td>
<td>0.1520</td>
<td>0.0216</td>
<td>0.1569</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.0526</td>
<td>0.0938</td>
<td>-0.0070</td>
<td>0.1068</td>
<td>0.0380</td>
<td>0.1105</td>
<td>0.0244</td>
<td>0.1087</td>
</tr>
<tr>
<td><strong>Panel B:</strong> (m = \lceil n^{0.8} \rceil)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.1940</td>
<td>0.2187</td>
<td>0.0574</td>
<td>0.1917</td>
<td>0.0999</td>
<td>0.1952</td>
<td>-0.0103</td>
<td>0.1679</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.1364</td>
<td>0.1522</td>
<td>0.0111</td>
<td>0.1496</td>
<td>0.0456</td>
<td>0.1428</td>
<td>-0.0017</td>
<td>0.1018</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.0990</td>
<td>0.1098</td>
<td>-0.0038</td>
<td>0.0962</td>
<td>0.0107</td>
<td>0.0638</td>
<td>0.0058</td>
<td>0.0598</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.2196</td>
<td>0.2670</td>
<td>0.0781</td>
<td>0.1965</td>
<td>0.1007</td>
<td>0.1947</td>
<td>-0.0061</td>
<td>0.1971</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.1474</td>
<td>0.1723</td>
<td>0.0540</td>
<td>0.1515</td>
<td>0.1036</td>
<td>0.1684</td>
<td>0.0169</td>
<td>0.1478</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.1018</td>
<td>0.1185</td>
<td>0.0134</td>
<td>0.1024</td>
<td>0.0598</td>
<td>0.1370</td>
<td>0.0293</td>
<td>0.1103</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>0.2049</td>
<td>0.3152</td>
<td>0.0407</td>
<td>0.2103</td>
<td>0.0683</td>
<td>0.2007</td>
<td>-0.0126</td>
<td>0.2139</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.1637</td>
<td>0.2003</td>
<td>0.0601</td>
<td>0.1547</td>
<td>0.0834</td>
<td>0.1508</td>
<td>0.0117</td>
<td>0.1564</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.1095</td>
<td>0.1310</td>
<td>0.0386</td>
<td>0.1202</td>
<td>0.1003</td>
<td>0.1314</td>
<td>0.0494</td>
<td>0.1257</td>
</tr>
<tr>
<td><strong>Panel C:</strong> (m = \lceil (5/4)n^{0.8} \rceil)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>0.2858</td>
<td>0.3023</td>
<td>0.1089</td>
<td>0.2088</td>
<td>0.1421</td>
<td>0.2190</td>
<td>-0.0048</td>
<td>0.1535</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.2068</td>
<td>0.2163</td>
<td>0.0765</td>
<td>0.1676</td>
<td>0.1198</td>
<td>0.1914</td>
<td>-0.0051</td>
<td>0.1062</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.1524</td>
<td>0.1587</td>
<td>0.0433</td>
<td>0.0940</td>
<td>0.0434</td>
<td>0.0886</td>
<td>0.0012</td>
<td>0.0602</td>
</tr>
<tr>
<td>10</td>
<td>2048</td>
<td>0.2544</td>
<td>0.3636</td>
<td>-0.0191</td>
<td>0.1714</td>
<td>0.0519</td>
<td>0.1641</td>
<td>-0.0009</td>
<td>0.1658</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.2263</td>
<td>0.2446</td>
<td>0.0830</td>
<td>0.1563</td>
<td>0.1113</td>
<td>0.1644</td>
<td>0.0056</td>
<td>0.1314</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.1618</td>
<td>0.1715</td>
<td>0.0940</td>
<td>0.1521</td>
<td>0.1524</td>
<td>0.1786</td>
<td>0.0214</td>
<td>0.1157</td>
</tr>
<tr>
<td>15</td>
<td>2048</td>
<td>0.0766</td>
<td>0.4017</td>
<td>-0.1026</td>
<td>0.2031</td>
<td>0.0195</td>
<td>0.1870</td>
<td>-0.0091</td>
<td>0.1954</td>
</tr>
<tr>
<td></td>
<td>4096</td>
<td>0.2324</td>
<td>0.2818</td>
<td>0.0021</td>
<td>0.1396</td>
<td>0.0390</td>
<td>0.1277</td>
<td>-0.0008</td>
<td>0.1324</td>
</tr>
<tr>
<td></td>
<td>8192</td>
<td>0.1766</td>
<td>0.1894</td>
<td>0.0709</td>
<td>0.1221</td>
<td>0.0863</td>
<td>0.1266</td>
<td>0.0148</td>
<td>0.1061</td>
</tr>
</tbody>
</table>

Note: The polynomial approximation used under the heading “LPWN\((R_y, R_w)\)” is \((R_y, R_w)\).
<table>
<thead>
<tr>
<th>Ticker Symbol</th>
<th>m = (3/4)n^{0.8}</th>
<th>m = n^{0.8}</th>
<th>m = (5/4)n^{0.8}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LW</td>
<td>LFW</td>
<td>LWN</td>
</tr>
<tr>
<td>MSFT</td>
<td>0.3808</td>
<td>0.3791</td>
<td>0.3798</td>
</tr>
<tr>
<td>MCD</td>
<td>0.1971</td>
<td>0.1963</td>
<td>0.1965</td>
</tr>
<tr>
<td>HON</td>
<td>0.3308</td>
<td>0.3300</td>
<td>0.3302</td>
</tr>
<tr>
<td>BA</td>
<td>0.1987</td>
<td>0.1984</td>
<td>0.1986</td>
</tr>
<tr>
<td>C</td>
<td>0.1396</td>
<td>0.1393</td>
<td>0.1395</td>
</tr>
<tr>
<td>CAT</td>
<td>0.1122</td>
<td>0.1119</td>
<td>0.1121</td>
</tr>
<tr>
<td>DD</td>
<td>0.0712</td>
<td>0.0710</td>
<td>0.0712</td>
</tr>
<tr>
<td>DIS</td>
<td>0.1576</td>
<td>0.1573</td>
<td>0.1575</td>
</tr>
<tr>
<td>GM</td>
<td>0.1358</td>
<td>0.1355</td>
<td>0.1357</td>
</tr>
<tr>
<td>HD</td>
<td>0.1490</td>
<td>0.1487</td>
<td>0.1489</td>
</tr>
<tr>
<td>HON</td>
<td>0.1507</td>
<td>0.1504</td>
<td>0.1506</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.1557</td>
<td>0.1554</td>
<td>0.1556</td>
</tr>
<tr>
<td>IBM</td>
<td>0.1702</td>
<td>0.1700</td>
<td>0.1701</td>
</tr>
<tr>
<td>INTC</td>
<td>0.1600</td>
<td>0.1598</td>
<td>0.1599</td>
</tr>
<tr>
<td>JNJ</td>
<td>0.1600</td>
<td>0.1598</td>
<td>0.1599</td>
</tr>
<tr>
<td>JPM</td>
<td>0.1953</td>
<td>0.1951</td>
<td>0.1952</td>
</tr>
<tr>
<td>KO</td>
<td>0.1600</td>
<td>0.1598</td>
<td>0.1599</td>
</tr>
<tr>
<td>MCD</td>
<td>0.1151</td>
<td>0.1149</td>
<td>0.1150</td>
</tr>
<tr>
<td>MMM</td>
<td>0.1305</td>
<td>0.1303</td>
<td>0.1304</td>
</tr>
<tr>
<td>MO</td>
<td>0.1628</td>
<td>0.1626</td>
<td>0.1627</td>
</tr>
<tr>
<td>MRK</td>
<td>0.1220</td>
<td>0.1218</td>
<td>0.1219</td>
</tr>
<tr>
<td>MSFT</td>
<td>0.1683</td>
<td>0.1681</td>
<td>0.1682</td>
</tr>
<tr>
<td>PFE</td>
<td>0.1450</td>
<td>0.1448</td>
<td>0.1449</td>
</tr>
<tr>
<td>PG</td>
<td>0.1678</td>
<td>0.1675</td>
<td>0.1676</td>
</tr>
<tr>
<td>SBC</td>
<td>0.1551</td>
<td>0.1549</td>
<td>0.1550</td>
</tr>
<tr>
<td>VZ</td>
<td>0.1681</td>
<td>0.1679</td>
<td>0.1680</td>
</tr>
<tr>
<td>WMT</td>
<td>0.1496</td>
<td>0.1493</td>
<td>0.1494</td>
</tr>
<tr>
<td>XOM</td>
<td>0.1408</td>
<td>0.1406</td>
<td>0.1407</td>
</tr>
</tbody>
</table>

Note: Asymptotic standard errors in parentheses.
## Table 7: LPWN estimation of long memory in volatility of DJIA stocks

<table>
<thead>
<tr>
<th>Ticker Symbol</th>
<th>m = $\frac{3}{4}n^{0.8}$</th>
<th>m = $n^{0.8}$</th>
<th>m = $\frac{5}{4}n^{0.8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1, 0)</td>
<td>(1, 1)</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>AA</td>
<td>0.0737</td>
<td>0.0787</td>
<td>0.0737</td>
</tr>
<tr>
<td></td>
<td>(0.0549)</td>
<td>(0.0757)</td>
<td>(0.1122)</td>
</tr>
<tr>
<td>AIG</td>
<td>0.5941</td>
<td>0.5974</td>
<td>0.6178</td>
</tr>
<tr>
<td></td>
<td>(0.0359)</td>
<td>(0.0751)</td>
<td>(0.1120)</td>
</tr>
<tr>
<td>AXP</td>
<td>0.6015</td>
<td>0.6100</td>
<td>0.6028</td>
</tr>
<tr>
<td></td>
<td>(0.0536)</td>
<td>(0.0748)</td>
<td>(0.1125)</td>
</tr>
<tr>
<td>BA</td>
<td>0.5081</td>
<td>0.6615</td>
<td>0.6654</td>
</tr>
<tr>
<td></td>
<td>(0.0530)</td>
<td>(0.0740)</td>
<td>(0.1104)</td>
</tr>
<tr>
<td>C</td>
<td>0.5080</td>
<td>0.5739</td>
<td>0.5119</td>
</tr>
<tr>
<td></td>
<td>(0.0491)</td>
<td>(0.0654)</td>
<td>(0.0974)</td>
</tr>
<tr>
<td>CAT</td>
<td>0.5010</td>
<td>0.5261</td>
<td>0.5255</td>
</tr>
<tr>
<td></td>
<td>(0.0485)</td>
<td>(0.0770)</td>
<td>(0.1156)</td>
</tr>
<tr>
<td>DD</td>
<td>0.3581</td>
<td>0.3638</td>
<td>0.3510</td>
</tr>
<tr>
<td></td>
<td>(0.0761)</td>
<td>(0.1505)</td>
<td>(0.0862)</td>
</tr>
<tr>
<td>DIS</td>
<td>0.6160</td>
<td>0.6593</td>
<td>0.6882</td>
</tr>
<tr>
<td></td>
<td>(0.0530)</td>
<td>(0.0740)</td>
<td>(0.1104)</td>
</tr>
<tr>
<td>GE</td>
<td>0.7209</td>
<td>0.7742</td>
<td>0.8034</td>
</tr>
<tr>
<td></td>
<td>(0.0494)</td>
<td>(0.0729)</td>
<td>(0.1092)</td>
</tr>
<tr>
<td>GM</td>
<td>0.3993</td>
<td>0.5542</td>
<td>0.2600</td>
</tr>
<tr>
<td></td>
<td>(0.0629)</td>
<td>(0.0761)</td>
<td>(0.1505)</td>
</tr>
<tr>
<td>HD</td>
<td>0.7044</td>
<td>0.7534</td>
<td>0.5764</td>
</tr>
<tr>
<td></td>
<td>(0.0500)</td>
<td>(0.0730)</td>
<td>(0.1134)</td>
</tr>
<tr>
<td>HON</td>
<td>0.4456</td>
<td>0.7722</td>
<td>0.8197</td>
</tr>
<tr>
<td></td>
<td>(0.0621)</td>
<td>(0.0729)</td>
<td>(0.1091)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.8446</td>
<td>0.9218</td>
<td>0.9606</td>
</tr>
<tr>
<td></td>
<td>(0.0466)</td>
<td>(0.0727)</td>
<td>(0.1093)</td>
</tr>
<tr>
<td>IBM</td>
<td>0.6526</td>
<td>0.6980</td>
<td>0.7179</td>
</tr>
<tr>
<td></td>
<td>(0.0517)</td>
<td>(0.0735)</td>
<td>(0.1100)</td>
</tr>
<tr>
<td>INTC</td>
<td>0.6769</td>
<td>0.7809</td>
<td>0.8015</td>
</tr>
<tr>
<td></td>
<td>(0.0559)</td>
<td>(0.0729)</td>
<td>(0.1092)</td>
</tr>
<tr>
<td>JNJ</td>
<td>0.6414</td>
<td>0.6649</td>
<td>0.6891</td>
</tr>
<tr>
<td></td>
<td>(0.0520)</td>
<td>(0.0739)</td>
<td>(0.1103)</td>
</tr>
<tr>
<td>JPM</td>
<td>0.6090</td>
<td>0.6591</td>
<td>0.6590</td>
</tr>
<tr>
<td></td>
<td>(0.0483)</td>
<td>(0.0740)</td>
<td>(0.1110)</td>
</tr>
<tr>
<td>KO</td>
<td>0.7990</td>
<td>0.8041</td>
<td>0.7929</td>
</tr>
<tr>
<td></td>
<td>(0.0476)</td>
<td>(0.0728)</td>
<td>(0.1093)</td>
</tr>
<tr>
<td>MCD</td>
<td>0.4935</td>
<td>0.6956</td>
<td>0.4919</td>
</tr>
<tr>
<td></td>
<td>(0.0589)</td>
<td>(0.0735)</td>
<td>(0.1175)</td>
</tr>
<tr>
<td>MMM</td>
<td>0.9199</td>
<td>0.9893</td>
<td>0.9879</td>
</tr>
<tr>
<td></td>
<td>(0.0451)</td>
<td>(0.0729)</td>
<td>(0.1094)</td>
</tr>
<tr>
<td>MO</td>
<td>0.5207</td>
<td>0.5703</td>
<td>0.5868</td>
</tr>
<tr>
<td></td>
<td>(0.0373)</td>
<td>(0.0757)</td>
<td>(0.1130)</td>
</tr>
<tr>
<td>MRK</td>
<td>0.4637</td>
<td>0.5836</td>
<td>0.5988</td>
</tr>
<tr>
<td></td>
<td>(0.0608)</td>
<td>(0.0754)</td>
<td>(0.1126)</td>
</tr>
<tr>
<td>MSFT</td>
<td>0.6095</td>
<td>0.6227</td>
<td>0.6694</td>
</tr>
<tr>
<td></td>
<td>(0.0533)</td>
<td>(0.0744)</td>
<td>(0.1108)</td>
</tr>
<tr>
<td>PFE</td>
<td>0.6152</td>
<td>0.6012</td>
<td>0.6320</td>
</tr>
<tr>
<td></td>
<td>(0.0530)</td>
<td>(0.0750)</td>
<td>(0.1116)</td>
</tr>
<tr>
<td>PG</td>
<td>0.5740</td>
<td>0.8113</td>
<td>0.7787</td>
</tr>
<tr>
<td></td>
<td>(0.0547)</td>
<td>(0.0728)</td>
<td>(0.1093)</td>
</tr>
<tr>
<td>SBC</td>
<td>0.5828</td>
<td>0.6089</td>
<td>0.6023</td>
</tr>
<tr>
<td></td>
<td>(0.0544)</td>
<td>(0.0748)</td>
<td>(0.1125)</td>
</tr>
<tr>
<td>UTX</td>
<td>0.6734</td>
<td>0.6872</td>
<td>0.6863</td>
</tr>
<tr>
<td></td>
<td>(0.0451)</td>
<td>(0.0729)</td>
<td>(0.1094)</td>
</tr>
<tr>
<td>VZ</td>
<td>0.5935</td>
<td>0.7149</td>
<td>0.7093</td>
</tr>
<tr>
<td></td>
<td>(0.0539)</td>
<td>(0.0753)</td>
<td>(0.1101)</td>
</tr>
<tr>
<td>WMT</td>
<td>0.7926</td>
<td>0.8095</td>
<td>0.7760</td>
</tr>
<tr>
<td></td>
<td>(0.0477)</td>
<td>(0.0728)</td>
<td>(0.1093)</td>
</tr>
<tr>
<td>XOM</td>
<td>0.4575</td>
<td>0.4979</td>
<td>0.5176</td>
</tr>
<tr>
<td></td>
<td>(0.0612)</td>
<td>(0.0780)</td>
<td>(0.1169)</td>
</tr>
</tbody>
</table>

Note: The heading "($R_{p}, R_{m}$)" indicates the LPWN($R_{p}, R_{m}$) estimator. Asymptotic standard errors in parentheses.
Table 8: Parametric Whittle estimation of long memory in volatility of DJIA stocks

<table>
<thead>
<tr>
<th>Ticker Symbol</th>
<th>$d$</th>
<th>$\hat{\alpha}_y$</th>
<th>$\beta_y$</th>
<th>$\hat{\sigma}_y^2$</th>
<th>$\hat{\omega}_y$</th>
<th>$\beta_w$</th>
<th>$\hat{\sigma}_w^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>0.077</td>
<td>0.8441</td>
<td>0.1634</td>
<td>0.0622</td>
<td>3.4266</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0943)</td>
<td>(0.1864)</td>
<td>(0.1122)</td>
<td>(0.0206)</td>
<td>(0.1300)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIG</td>
<td>0.6377</td>
<td>0.7946</td>
<td>0.2771</td>
<td>-0.8357</td>
<td>0.9185</td>
<td>2.8112</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0748)</td>
<td>(0.1447)</td>
<td>(0.1629)</td>
<td>(0.0293)</td>
<td>(0.0944)</td>
<td>(0.7084)</td>
<td></td>
</tr>
<tr>
<td>AXP</td>
<td>0.5915</td>
<td>-0.7416</td>
<td>1.9245</td>
<td>0.2959</td>
<td>1.2799</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0695)</td>
<td>(0.0863)</td>
<td>(0.2775)</td>
<td>(0.1167)</td>
<td>(0.3486)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA</td>
<td>0.5532</td>
<td>-0.9275</td>
<td>0.6585</td>
<td>0.1152</td>
<td>0.0584</td>
<td>3.2629</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1019)</td>
<td>(0.2558)</td>
<td>(0.0844)</td>
<td>(0.0215)</td>
<td>(0.1125)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.6201</td>
<td>0.0145</td>
<td>0.0913</td>
<td>0.0004</td>
<td>3.1170</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0671)</td>
<td>(0.0482)</td>
<td>(0.0866)</td>
<td>(0.0160)</td>
<td>(0.0758)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAT</td>
<td>0.4444</td>
<td>0.2211</td>
<td>0.6814</td>
<td>-0.7236</td>
<td>3.2299</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1962)</td>
<td>(0.4432)</td>
<td>(0.1389)</td>
<td>(0.1823)</td>
<td>(0.5543)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>0.1478</td>
<td>-0.7589</td>
<td>0.7682</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0978)</td>
<td>(0.3492)</td>
<td>(0.8560)</td>
<td>(0.7411)</td>
<td>(0.5543)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIS</td>
<td>0.7555</td>
<td>0.1012</td>
<td>0.0604</td>
<td>3.3340</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1331)</td>
<td>(0.0161)</td>
<td>(0.0600)</td>
<td>(0.5543)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>0.7500</td>
<td>0.6409</td>
<td>-0.8178</td>
<td>0.1303</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1177)</td>
<td>(0.2936)</td>
<td>(0.0901)</td>
<td>(0.1740)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>0.5040</td>
<td>-0.9720</td>
<td>0.9371</td>
<td>0.1624</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1438)</td>
<td>(0.0440)</td>
<td>(0.2038)</td>
<td>(0.2419)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HD</td>
<td>0.6211</td>
<td>0.4356</td>
<td>-0.8670</td>
<td>1.0402</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1200)</td>
<td>(0.0676)</td>
<td>(0.5819)</td>
<td>(0.5603)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HON</td>
<td>0.4166</td>
<td>-0.3490</td>
<td>0.6309</td>
<td>-0.6202</td>
<td>0.6475</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0672)</td>
<td>(0.3161)</td>
<td>(0.3963)</td>
<td>(0.4812)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPQ</td>
<td>0.9296</td>
<td>-0.9010</td>
<td>0.0085</td>
<td>0.6844</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1684)</td>
<td>(0.1339)</td>
<td>(0.1530)</td>
<td>(0.1972)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBM</td>
<td>0.6775</td>
<td>-0.6562</td>
<td>0.1063</td>
<td>0.0325</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0978)</td>
<td>(0.1972)</td>
<td>(0.0743)</td>
<td>(0.1931)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INTC</td>
<td>0.7168</td>
<td>-0.8816</td>
<td>0.0712</td>
<td>-0.9341</td>
<td>0.9686</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0865)</td>
<td>(0.1020)</td>
<td>(0.0557)</td>
<td>(0.0836)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JNJ</td>
<td>0.5824</td>
<td>0.3924</td>
<td>-0.7923</td>
<td>0.9809</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1038)</td>
<td>(0.0759)</td>
<td>(0.0630)</td>
<td>(0.6923)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPM</td>
<td>0.5798</td>
<td>0.1461</td>
<td>0.1461</td>
<td>-</td>
<td>3.1921</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0624)</td>
<td>(0.0685)</td>
<td>(0.1055)</td>
<td>(0.0955)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KO</td>
<td>0.8234</td>
<td>-0.7461</td>
<td>0.0249</td>
<td>0.0423</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1214)</td>
<td>(0.2712)</td>
<td>(0.0267)</td>
<td>(0.0602)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCD</td>
<td>0.6211</td>
<td>0.5379</td>
<td>-0.8949</td>
<td>0.8105</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1290)</td>
<td>(0.1005)</td>
<td>(0.0414)</td>
<td>(0.0425)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMM</td>
<td>0.7032</td>
<td>0.0128</td>
<td>0.0128</td>
<td>0.3561</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1748)</td>
<td>(0.0236)</td>
<td>(0.0871)</td>
<td>(0.0955)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>0.5410</td>
<td>0.6217</td>
<td>0.0185</td>
<td>0.0349</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0760)</td>
<td>(0.3652)</td>
<td>(0.0339)</td>
<td>(0.0876)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRK</td>
<td>0.4903</td>
<td>0.1430</td>
<td>0.1430</td>
<td>0.2390</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0764)</td>
<td>(0.0673)</td>
<td>(0.0873)</td>
<td>(0.1142)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSFT</td>
<td>0.5987</td>
<td>0.7656</td>
<td>0.2990</td>
<td>-0.8105</td>
<td>0.8940</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0725)</td>
<td>(0.1441)</td>
<td>(0.1846)</td>
<td>(0.0887)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFE</td>
<td>0.6093</td>
<td>0.0777</td>
<td>0.0777</td>
<td>-</td>
<td>3.3014</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0950)</td>
<td>(0.0428)</td>
<td>(0.0941)</td>
<td>(0.0872)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PG</td>
<td>0.5724</td>
<td>0.0901</td>
<td>0.0901</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0741)</td>
<td>(0.0565)</td>
<td>(0.0942)</td>
<td>(0.0942)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBC</td>
<td>0.5518</td>
<td>0.1294</td>
<td>0.1294</td>
<td>-</td>
<td>3.2578</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0697)</td>
<td>(0.0681)</td>
<td>(0.1018)</td>
<td>(0.1018)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UTX</td>
<td>0.6159</td>
<td>0.5142</td>
<td>0.8598</td>
<td>0.8469</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1041)</td>
<td>(0.0943)</td>
<td>(0.4314)</td>
<td>(0.4314)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VZ</td>
<td>0.6778</td>
<td>-0.5928</td>
<td>0.1039</td>
<td>-0.0714</td>
<td>3.2410</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1022)</td>
<td>(0.3156)</td>
<td>(0.0747)</td>
<td>(0.0240)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMT</td>
<td>0.8328</td>
<td>0.0078</td>
<td>0.0078</td>
<td>0.3636</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1229)</td>
<td>(0.0987)</td>
<td>(0.0733)</td>
<td>(0.0733)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XOM</td>
<td>0.4962</td>
<td>0.1532</td>
<td>0.1532</td>
<td>-</td>
<td>3.2217</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0698)</td>
<td>(0.0639)</td>
<td>(0.1192)</td>
<td>(0.1192)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Asymptotic standard errors (evaluated as the inverse of the negative Hessian) in parentheses.