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Abstract

This paper discusses model-based inference in an autoregressive model for fractional processes which allows the process to be fractional of order \(d\) or \(d - b\). Fractional differencing involves infinitely many past values and because we are interested in nonstationary processes we model the data \(X_1, \ldots, X_T\) given the initial values \(X_{-n}, n = 0, 1, \ldots\), as is usually done. The initial values are not modeled but assumed to be bounded. This represents a considerable generalization relative to all previous work where it is assumed that initial values are zero. For the statistical analysis we assume the conditional Gaussian likelihood and for the probability analysis we also condition on initial values but assume that the errors in the autoregressive model are i.i.d. with suitable moment conditions.

We analyze the conditional likelihood and its derivatives as stochastic processes in the parameters, including \(d\) and \(b\), and prove that they converge in distribution. We use the results to prove consistency of the maximum likelihood estimator for \(d, b\) in a large compact subset of \(\{1/2 < b < d < \infty\}\), and to find the asymptotic distribution of the estimators and the likelihood ratio test of the associated fractional unit root hypothesis. The limit distributions contain the fractional Brownian motion of type II.
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1 Introduction and motivation

Nonstationary autoregressive models have been studied intensively over the past three decades. In the usual autoregressive model, we consider the nonstationarity implied by a unit root in the associated autoregressive polynomial. Recently, much attention has been given to alternative models of nonstationarity such as fractional models characterized by a fractional
rather than integer integration operator, see e.g. Baillie (1996) or Henry and Zaffaroni (2003) for reviews and examples, and it appears important to allow fractional orders of integration (or fractionality) in the time series model. Formal statistical tests of the unit root hypothesis are of additional interest to economists because they can help to evaluate the nature of the nonstationarity that most macroeconomic and financial time series data exhibit.

The autoregressive model with \( k + 1 \) lags for the univariate time series \( X_t, \ t = 1, \ldots, T \), conditional on initial values \( X_{-n}, n = 0, \ldots, k \), written in levels and differences, is

\[
\Delta X_t = \pi X_{t-1} + \sum_{i=1}^{k} \phi_i \Delta X_{t-i} + \epsilon_t, \ t = 1, \ldots, T,
\]

where \( \epsilon_t \) is i.i.d. \((0, \sigma^2)\).

A corresponding fractional autoregressive model, conditional on infinitely many initial values \( X_{-\infty}, n = 0, \ldots, \), was obtained by Johansen (2008) by replacing the difference and lag operators \( \Delta \) and \( L = 1 - \Delta \) by their fractional counterparts \( \Delta^b \) and \( L_b = 1 - \Delta^b \) and applying \( \Delta^{d-b} \) to \( X_t \):

\[
\Delta^d X_t = \pi \Delta^{d-b} L_b X_t + \sum_{i=1}^{k} \phi_i \Delta^d L^i_b X_t + \epsilon_t, \ t = 1, \ldots, T, \tag{1}
\]

In the statistical model defined by (1) the parameters \((d, b, \phi_1, \ldots, \phi_k, \pi, \sigma^2)\) are unrestricted except \( d \geq b > 1/2 \) and \( \sigma^2 > 0 \). Note that if \( k = 0 \) in model (1) the parameter \( b \) is not identified under the unit root null \( \pi = 0 \), see section 2.3. This motivates study of the simpler model with \( d = b \),

\[
\Delta^d X_t = \pi L_d X_t + \sum_{i=1}^{k} \phi_i \Delta^d L^i_d X_t + \epsilon_t, \ t = 1, \ldots, T, \tag{2}
\]

and in the simplest case with \( k = 0 \), model (2) reduces to

\[
\Delta^d X_t = \pi L_d X_t + \epsilon_t, \ t = 1, \ldots, T, \tag{3}
\]

which we consider separately in some of our results.

The properties of the solution of model (1) depend on the characteristic function for the process

\[
\Pi(z) = (1 - z)^d - \pi (1 - z)^{d-b}(1 - (1 - z)^b) - \sum_{i=1}^{k} \phi_i (1 - z)^d(1 - (1 - z)^b)^i
\]

\[
= (1 - z)^{d-b} \xi (1 - (1 - z)^b) = \sum_{j=-1}^{k} \rho_j (1 - z)^{d+jb}, \tag{4}
\]

\[
\xi(y) = 1 - y - \pi y - \sum_{i=1}^{k} \phi_i (1 - y)^i = \sum_{j=0}^{k+1} \rho_{j-1} (1 - z)^{jb},
\]

where \( \sum_{j=-1}^{k} \rho_j = 1 \) and \( y = 1 - (1 - z)^b \). Note that \( \Pi(z) \) is a polynomial in \( z \) if and only if \( d \) and \( b \) are non-negative integers, whereas \( \xi(y) \) is a polynomial in \( y \) for any \( d, b \). The parameter \( \rho = (\rho_{-1}, \ldots, \rho_{k})' \) is a simple linear transformation of \( \pi \) and \( \phi = (\phi_1, \ldots, \phi_k)' \) and satisfy \( \rho_{-1} = -\pi, \rho_k = \phi_k \) and \( \sum_{j=-1}^{k} \rho_j = 1 \).

As statistical model we analyze the conditional distribution of \((X_1, \ldots, X_T)\) given the
initial values $X_{-n}$, $n = 0, 1, \ldots$, under the assumption that $\varepsilon_t$ is i.i.d. $N(0, \sigma^2)$. That is, we derive estimators and test statistics from the conditional likelihood function and their properties from the conditional distribution. For the asymptotic analysis we assume that $\varepsilon_t$ is i.i.d. with suitable moment conditions and that $X_{-n}$ is bounded. Thus, the initial values are not modeled but treated as (bounded) constants. The standard approach in the literature conducts inference conditional on initial values, which are set equal to zero. In this paper we develop methods for analysis of the nonstationary (unit root) case with $\pi = 0$ and $d \geq b > 1/2$. We call the test of $\pi = 0$ the fractional unit root test in our model.

Our main result is to find asymptotic properties of (Gaussian) maximum likelihood estimators of the parameters in model (1) under the assumption that $\pi = 0$, and the asymptotic distribution of the likelihood ratio (LR) test that $\pi = 0$. We show that if the initial values are bounded they have no influence on limit results, except that conditioning on initial values implies that some of the limit results are expressed in terms of the fractional Brownian motion (fBM) of type II, whereas fBM of type I plays no role in the analysis.

Thus, (1) and (2) are fractional versions of the augmented Dickey and Fuller (1979, 1981) regression model, and we provide a first analysis of a univariate model with two fractional parameters with a simple criterion for different orders of fractionality. The test that $\pi = 0$ is a test that the process is fractional of order $d$ versus $d - b$, i.e. the fractional unit root test is also a test of the order of fractionality of $X_t$. Note that when $d > b$ the characteristic function (4) has a unit root also when $\pi \neq 0$. However, we still refer to the test of $\pi = 0$ as the unit root test in (1) since it is a test of a unit root in the polynomial $\xi(y)$. Other hypotheses of interest are linear hypotheses on the regression parameters $\phi = (\phi_1, \ldots, \phi_k)'$ and the fractionality parameters $d$ and $b$. The analysis of model (1) is a first step towards the analysis of the multivariate model which allows cofractionality, that is, linear combinations of fractional processes that decrease the order of fractionality.

A prominent place in literature on models for fractional processes is held by the ARFIMA model

$$A(L) \Delta^d X_t = B(L) \varepsilon_t, \quad (5)$$

where $A(L)$ and $B(L)$ are the autoregressive and moving average polynomials. The ARFIMA model generalizes the well known ARIMA model by introducing the fractional (non-integer) order of differencing, $d$. The original Dickey and Fuller (1979, 1981) test is a LR test of $A(1) = 0$ within the autoregressive model with $d = 0$ and $B(L) = 1$. A Wald-type test of the same null was considered by, e.g. Chan and Terrin (1995) and Ling and Li (2001) in the ARFIMA model, where the null hypothesis $A(1) = 0$ implies that the process is fractional of order $d + 1$ versus order $d$ under the alternative.\footnote{Robinson (1994) proposed testing for a unit root using the LM-test in several different models, see also Tanaka (1999) and Nielsen (2004). However, these authors examined the properties of hypothesis tests of the form $d = d_0$ (against composite alternatives) in ARFIMA models, so these are not unit root tests in the sense defined above.}

The model we propose to analyze, (1), is different from the ARFIMA model (5) because it is characterized by two fractional parameters and because of the role of the lag operator $L_b$. Our model is not an ARFIMA model in $L$, unless $b = 0, 1, 2, \ldots$, but an ARFIMA model in the new lag operator $L_b$. Thus, in (5) there is only one fractional parameter and the fractional order of the time series always differs by exactly one under the unit root null and the alternative, whereas the lag operator $L_b$ implies that the difference in order
of fractionality of the process generated by model (1) under the unit root null and the alternative is \( b \) rather than one, see section 2.1 below. Note that when the roots of \( A(z) \) are outside the unit circle, we find that \( X_t \) is fractional of order \( d \). Thus a simple criterion exists for fractionality of the solution of the ARFIMA model. A similar simple condition exists in terms of \( \xi(y) \) for the process generated by model (1), see Lemma 1.

Another strand of the literature analyzes regression-type statistics with the purpose of testing for a fractional unit root. An early contribution is Sowell (1990) who analyzed the regression \( y_t = \phi y_{t-1} + u_t \), where \( \Delta^d u_t = \varepsilon_t \) and \( \phi_0 = 1 \). He derived the asymptotic distribution of \( \hat{\phi}_{FS} \), the regression estimator of \( \phi \) on \( y_{t-1} \), instead of the maximum likelihood estimator for fixed \( d \), \( \hat{\phi}_{ML} \), that is, a regression of \( \Delta^d y_t \) on \( \Delta^d y_{t-1} \) as considered by Ling and Li (2001). Consequently, the asymptotic distribution of the estimator \( \hat{\phi}_{FS} \) is discontinuous in \( d \), in the sense that \( T^{2d+1}(\hat{\phi}_{FS} - 1) \) converges in distribution to a fBM functional when \( d \leq 0 \) and \( T(\hat{\phi}_{FS} - 1) \) converges in distribution to another such functional when \( d > 0 \). On the other hand, the distribution of \( \hat{\phi}_{ML} \) is the same as that of the standard Dickey and Fuller (1979, 1981) statistic (see also the analysis in Phillips, 1987). The ideas in Sowell (1990) were further developed by Dolado, Gonzalo, and Mayoral (2002) who consider the statistical model \( \alpha(L) \Delta y_t = \phi \Delta^d y_{t-1} + \varepsilon_t \) and test that \( \phi = 0 \), and Lobato and Velasco (2006) who consider the model \( \alpha(L) \Delta y_t = \phi \alpha(L) (\Delta^{d_2-1}) \Delta y_t + u_t \) and test that \( \phi = 0 \). Here \( \alpha(L) \) is a lag polynomial. They indicate the properties of the process under the null and under the alternative\(^2\). In both cases they apply a \( t \)-ratio based on a regression equation and motivated by the model equations, rather than a test based upon an analysis of the likelihood function.

Model (1) proposed here has the advantage relative to that of Dolado, Gonzalo, and Mayoral (2002) and others, that one can give simple criteria for fractional integration of various orders in terms of the parameters of the model, see Johansen (2008, Theorem 8) and Lemma 1. In this way we have a platform for conducting model-based statistical inference on the parameters and on the fractional order of \( X_t \), and the possibility of extending the results to the multivariate case.

The remainder of the paper is organized as follows. In section 2 we discuss the properties of the solution of model (1), including the role of initial values and assumptions for the asymptotic analysis. In section 3 we define the Gaussian likelihood function and profile likelihood function as a function of \((d,b)\) and determine its probability limit. In section 4 we show that the asymptotic distribution of the maximum likelihood estimators \( \hat{d}, \hat{b} \), and \( \hat{\phi} \) are asymptotically Gaussian, whereas the asymptotic distribution of \( \pi \) and the LR test for \( \pi = 0 \) in section 5 involve fBM of type II. We conclude in section 6 and give some mathematical details in four appendices.

2 Assumptions and main properties of the fractional autoregressive model

We now discuss properties of the solution of the fractional autoregressive model (1) and the role of initial values, and formulate the assumptions needed for the asymptotic analysis.

\(^2\)The condition given by Dolado, Gonzalo, and Mayoral (2002) for the roots of \( \pi(z) = \alpha(z)(1-z)^{1-d_1} - \phi z = 0 \) to be outside the unit circle is \( \pi(0) = 1, \pi(1) > 0, \pi(-1) > 0 \). This cannot be correct as the example \( \pi(z) = 4(z - 1/2)^2 = (1 - 4z)(1 - z) + z \) shows. Indeed, the correct condition leads to the solution of an unpleasant transcendental equation, see the discussion in Johansen (2008), and thus it does not appear possible to give simple conditions for fractionality of various orders in terms of the parameters of their model.
2.1 Properties of the solution of the fractional autoregressive model

The binomial expansion of $(1-z)^{-d}$ defines the coefficients $\pi_n(d) = (-1)^n \binom{-d}{n}$ which are bounded in absolute value by $c(d)n^{d-1}$, $d \in \mathbb{R}$. For $d < 1/2$ and $\varepsilon_t$ i.i.d. $(0, \sigma^2)$ we define the stationary process with finite variance $\Delta^{-d}\varepsilon_t = (1-L)^{-d}\varepsilon_t = \sum_{n=0}^{\infty} \pi_n(d)\varepsilon_{t-n}$. For $d \geq 1/2$ the infinite sum does not exist, but we define a nonstationary process by the operator $\Delta^{-d}$,

$$\Delta^{-d}_+\varepsilon_t = \sum_{n=0}^{t-1} \pi_n(d)\varepsilon_{t-n} = \varepsilon_t + d\varepsilon_{t-1} + \cdots + (-1)^{t-1}\binom{-d}{t-1}\varepsilon_1, \ t = 1, \ldots, T,$$

see for instance Dolado, Gonzalo, and Mayoral (2002) or Marinucci and Robinson (2000) who call this a “type II” process and use the notation $\Delta^{-d}\varepsilon_t 1_{\{t\geq1\}}$, where $1_{\{A\}}$ denotes the indicator function of the event $A$.

We call a stationary linear process $Y_t = \sum_{n=0}^{\infty} \xi_n\varepsilon_{t-n}$ with continuous spectral density, $\phi(\lambda)$, fractional of order zero if $\phi(0) \neq 0$. We also call the process $Y_t^+ = \sum_{n=0}^{t-1} \xi_n\varepsilon_{t-n} + \mu_t$, where $\mu_t$ is a deterministic trend, fractional of order zero, and finally if $\Delta^2Z_t$ is fractional of order zero then $Z_t$ is fractional of order $d$.

For the asymptotic analysis we apply the result, e.g. Davydov (1970) and Akonom and Gourieroux (1987), that when $d > 1/2$ and $E|\varepsilon_t|^q < \infty$ for some $q > 1/(d - 1/2)$, then

$$T^{-d+1/2}\Delta^{-d}_+\varepsilon_{[Tu]} \to W_{d-1}(u) = \Gamma(d)^{-1} \int_0^u (u-s)^{d-1/2}dW(s) \text{ on } D[0,1],$$

where $W$ denotes BM generated by $\varepsilon_t$ and $W_{d-1}$ is the corresponding fBM of type II. By the continuous mapping theorem,

$$T^{-2d}\sum_{t=1}^{T} (\Delta^{-d}_+\varepsilon_t)^2 \to \int_0^1 W_{d-1}^2 du.$$

We also have, see Jakubowski, Mémin, and Pages (1989),

$$T^{-d}\sum_{t=1}^{T} \Delta^{-d}_+\varepsilon_t\varepsilon_{t+1} \to \int_0^1 W_{d-1}dW.$$

The properties of the solution of model (1) depend on the characteristic function $\Pi(z)$ and the polynomial $\xi(y)$ in (4). If we represent $\Pi(z)$ as a power series $\sum_{n=0}^{\infty} \nu_nz^n$ with $\sum_{n=0}^{\infty} \nu_n^2 < \infty$, we define $\Pi_+(L)X_t = \sum_{n=0}^{t-1} \nu_nX_{t-n}$ and $\Pi_-(L)X_t = \sum_{n=t}^{\infty} \nu_nX_{t-n}$. An equation like $\Pi(L)X_t = \Pi_+(L)X_t + \Pi_-(L)X_t = \varepsilon_t$ is solved by expanding $\Pi(z)^{-1} = \sum_{n=0}^{\infty} \tau_nz^n$, $|z| < 1$, and using the coefficients to define $\Pi_+(L)^{-1}\varepsilon_t = \sum_{n=0}^{\infty} \tau_n\varepsilon_{t-n}$. Then we apply $\Pi_+(L)^{-1}$ and find

$$X_t = \Pi_+(L)^{-1}\varepsilon_t - \Pi_+(L)^{-1}\Pi_-(L)X_t, \ t = 1, \ldots, T.$$

This shows that without any conditions on the parameters, $X_t$ is the sum of a stochastic term $\Pi_+(L)^{-1}\varepsilon_t$ and a deterministic term generated by initial values. To describe the stochastic properties of the solution we introduce the image of the unit circle under the function $z \mapsto 1 - (1-z)^b$, $b > 0$, i.e. the set

$$\mathbb{C}_b = \{1 - (1-z)^b : |z| \leq 1\}.$$

**Lemma 1** 1. If the roots of $\xi$ are outside $\mathbb{C}_b$, then $\xi(y)^{-1}$ is regular in a neighborhood of $\mathbb{C}_b$ and $\xi(1) \neq 0$, so that $F(z) = \xi(1 - (1-z)^b)^{-1} = \sum_{n=0}^{\infty} \tau_nz^n$, $|z| < 1$, defines a stationary process $Y_t = \sum_{n=0}^{\infty} \tau_n\varepsilon_{t-n}$ with $\sum_{n=0}^{\infty} \tau_n^2 < \infty$, which is fractional of order zero. Equation (1)
is solved by
\[ X_t = \Delta_+^{-(d-b)}Y_t^+ - \Pi_+(L)^{-1}\Pi_-(L)X_t = \Delta_+^{-(d-b)}Y_t^+ + \mu_t, \quad t = 1, 2, \ldots, \tag{10} \]
where \( Y_t^+ = \sum_{n=0}^{t-1} \tau_n^2 \) and \( \mu_t \) is a function of initial values. Thus \( X_t \) is fractional of order \( d-b \).

2. If \( \pi = 0 \) then \( \xi(1) = 0 \), and if the remaining roots of \( \xi \) are outside \( \mathbb{C}_b \), then
\[ (1 - z)^d \Pi(z)^{-1} = \gamma + (1 - z)^b H(1 - (1 - z)^b), \tag{11} \]
where \( \gamma = (1 - \sum_{i=1}^{k} \phi_i)^{-1} \) and \( H(y) \) is regular in a neighborhood of \( \mathbb{C}_b \) with \( H(1) \neq 0 \), so that the coefficients defined by \( F(z) = H(1 - (1 - z)^b) = \sum_{n=0}^{\infty} \tau_n z^n, \ |z| < 1 \), define a stationary process \( Y_t = \sum_{n=0}^{\infty} \tau_n \varepsilon_{t-n} \) with \( \sum_{n=0}^{\infty} \tau_n^2 < \infty \), which is fractional of order zero. Equation (1) is solved by
\[ X_t = \Delta_+^{-(d-b)}(\gamma \varepsilon_t + \Delta_+^{b}Y_t^+) + \mu_t, \quad t = 1, 2, \ldots, \tag{12} \]
where \( \mu_t \) is given in (10). Thus \( X_t \) is fractional of order \( d \). Note that \( Z_t = \gamma \varepsilon_t + \Delta_+^{b}Y_t \) satisfies \( (1 - \sum_{i=1}^{k} \phi_i L_i^b)Z_t = \varepsilon_t \).

3. If \( b > 1/2 \) it holds in both cases 1 and 2 that \( \sum_{n=0}^{\infty} |\tau_n| < \infty \), so that the covariance function \( E(Y_tY_{t-h}) \) satisfies \( \sum_{h=-\infty}^{\infty} |E(Y_tY_{t-h})| < \infty \).

**Proof.** The results (10), (11), and (12) follow from Johansen (2008, Corollary 6 and Theorem 8) and the equation is solved as in (9) using the expression (11) for \( \Pi_+(L)^{-1}\varepsilon_t \).

We prove here that \( b > 1/2 \) implies \( \sum_{n=0}^{\infty} |\tau_n| < \infty \). We give the proof for case 2 of a unit root. Because \( H(y) \) is regular in a neighborhood of \( \mathbb{C}_b \), the function \( F(z) = \sum_{n=0}^{\infty} \tau_n z^n, \ |z| < 1 \), can be extended by continuity to \( |z| = 1 \), and the continuous transfer function for \( Y_t \) has the form \( \phi(\lambda) = H(1 - (1 - e^{i\lambda})b) = F(e^{i\lambda}), \) where \( i = \sqrt{-1} \) is the imaginary unit. The derivative of \( \phi(\lambda) \) is, for \( y = 1 - (1 - z)^b \),
\[ \frac{\partial \phi}{\partial \lambda} = \frac{\partial H}{\partial y} \frac{\partial y}{\partial z} \frac{\partial z}{\partial \lambda} = \frac{\partial H}{\partial y}(1 - (1 - e^{i\lambda})b(1 - e^{i\lambda})b^{-1} e^{i\lambda}), \]
which is continuous for \( b \geq 1 \) and has a pole for \( \lambda = 0 \) when \( b < 1 \). It is, however, square integrable for \( b > 1/2 \). By Parseval’s formula it then holds that the Fourier coefficients of \( \partial \phi/\partial \lambda \), in \( \tau_n \), are square summable so that \( \sum_{n=0}^{\infty} n^2 \tau_n^2 < \infty \), see Zygmund (2003, p. 37). Hence
\[ \left( \sum_{n=1}^{\infty} \tau_n \right)^2 = \left( \sum_{n=1}^{\infty} n \tau_n \right)^2 \leq \sum_{n=1}^{\infty} |\tau_n| \sum_{n=1}^{\infty} n^{-2} < \infty, \]
so that \( \sum_{n=0}^{\infty} |\tau_n| < \infty \). Finally we evaluate \( \sum_{h=-\infty}^{\infty} |E(Y_tY_{t-h})| \) by
\[ \sum_{h=-\infty}^{\infty} \sum_{i,j=0}^{\infty} |E(\tau_j \varepsilon_{t-j} \tau_i \varepsilon_{t+h-i})| \leq c \sum_{i=0}^{\infty} \sum_{h=-\infty}^{\infty} |\tau_i| \sum_{i=0}^{\infty} |\tau_i| \leq c \left( \sum_{i=0}^{\infty} |\tau_i| \right)^2 < \infty. \]

### 2.2 Assumptions for the asymptotic analysis

We give here the assumptions we use in the asymptotic analysis of our models and a discussion of initial values.

**Assumption 1** The process \( X_t, \ t = 1, \ldots, T, \) is generated by model (1) for some \( k = 1, 2, \ldots \) and satisfies:
Errors: The errors $\varepsilon_t$ are i.i.d. $(0, \sigma^2)$ with $E|\varepsilon_t|^q < \infty$ for some $q > \max(6, 1/\eta_0)$ and $0 < \eta_0 < \min(1/2, b_0 - 1/2, d_0 - b_0)$.

True values: The true values satisfy $d_0 > b_0 > 1/2$, $\pi_0 = 0$, $\sigma_0^2 > 0$, so that $\xi(y)$ has a unit root and the remaining roots of $\xi(y)$ are outside the set $C_{b_0}$, so that $\gamma_0 \neq 0$, where $\gamma_0$ is the true value of $\gamma$. Finally $\phi_{00} \neq 0$ so the asymptotic distribution of the estimators is nonsingular.

Initial values: The initial values $X_{-n}$, $n = 0, 1, \ldots$, satisfy $\max_{n \geq 0} |X_{-n}| \leq c$.

**Assumption 2** The process $X_t$, $t = 1, \ldots, T$, is generated by model (2) for some $k = 0, 1, 2, \ldots$ and satisfies the errors condition for some $q > \max(4, 1/(d_0 - 1/2))$, together with the true values and initial values conditions.

Importantly, the Errors assumption does not include Gaussianity for the asymptotic analysis, but only an i.i.d. condition with sufficient moments to apply a functional central limit theorem and our tightness arguments. Note that the moment condition in model (2) with only one fractional parameter is the same as that required to obtain the functional central limit theorem (6) at $d = d_0$, e.g. Aknion and Gourieroux (1987) or Marinucci and Robinson (2000), except we need a minimum of four moments to apply our tightness methods. The moment condition in model (1) with two fractional parameters is stronger since we need (6) to hold in a neighborhood of the true value and we also need more moments (six) to apply our tightness methods with two fractional parameters. The True Values assumption is the unit root assumption, which ensures that $X_t$ is nonstationary and fractional of order $d_0$.

The theory in this paper will be developed for observations $X_1, \ldots, X_T$ generated by (1) assuming that all initial values are observed, that is, conditional on $X_{-n}$, $n = 0, 1, \ldots$, and under the assumption that they are bounded, which seems a reasonable condition in practice. Thus, we follow the standard approach in the literature on inference for nonstationary autoregressive processes, where the initial values are observed but not modeled and inference is conditional on them. However, we do not set initial values equal to zero as is often done in the literature on fractional processes, but instead assume only that they are observed unmodelled bounded constants, which represents a significant generalization and makes the results more applicable, as we prove that initial values do not influence the asymptotic results.

In the Initial values assumption the bound on $|X_{-n}|$ is needed so that $\Delta^v X_t = \sum_{n=0}^{\infty} \tau_n(-v)X_{t-n}$, and hence the likelihood function, can be calculated for any $v > 0$. In practice, however, one has to choose an approximation to $\Delta^v X_t$ by setting initial values to zero before some time $-T_0$. The approximation error in doing so, $D_{tT_0}(v) = \sum_{j=t+T_0}^{\infty} \tau_j(-v)X_{t-j}$, is bounded by, see (55),

$$|D_{tT_0}(v)| \leq c \sum_{j=t+T_0}^{\infty} j^{-v-1} \leq c(t + T_0)^{-v}. $$

This is small if either $t$ or $T_0$ is large. For $T_0 = \lambda T$, $\lambda > 0$, the error in $T^{-1}\sum_{t=1}^{T}(\Delta^v X_t)^2$ can be evaluated by $(T^{-1}\sum_{t=1}^{T} D_{tT_0}(v))^2)^{1/2} = O(T^{-v})$. For $T_0 = 0$ the bound becomes $c(\log T)^{1/2}T^{-\min(v, 1/2)}$. Thus even if $T_0 = 0$, we get an increasing accuracy in the calculations the larger the sample size $T$, but when $v > 1/2$ we can improve the order of approximation by including initial values.
To study the consistency of the maximum likelihood estimator of \((d, b)\) we next define a large compact parameter set \(N(\eta_0)\), which is almost \(\{1/2 < b < d < \infty\}\). We use the notation \(\psi = (d, b)^\prime\).

**Definition 2** For \(0 < \eta_0 < \min(1/2, b_0 - 1/2, d_0 - b_0)\) and \(d_0 < \eta_1 < \infty\), we define the compact parameter sets \(\bar{N} = \{\psi : 1/2 + \eta_0 \leq b \leq d - \eta_0 \leq \eta_1/\eta_0\}\) and \(N(\eta_0) = \cup_{n=0}^{k+2} N_n\), where

\[
N_0 = \{\psi \in \bar{N} : -1/2 + \eta_0 \leq d - b - d_0\},
\]

\[
N_n = \{\psi \in \bar{N} : d + (n - 2)b - d_0 \leq -1/2 - \eta_0 < -1/2 + \eta_0 \leq d + (n - 1)b - d_0\}, \quad n = 1, \ldots, k + 1,
\]

\[
N_{k+2} = \{\psi \in \bar{N} : d + kb - d_0 \leq -1/2 - \eta_0\}.
\]

Similarly, for \(0 < \eta_0 < \min(1/2, d_0 - 1/2)\) and \(d_0 < \eta_1 < \infty\), we define \(\bar{J} = \{d : 1/2 + \eta_0 \leq d \leq \eta_1/\eta_0\}\) and \(J(\eta_0) = \cup_{n=1}^{k+2} J_n\), where

\[
J_1 = \{d \in \bar{J} : -1/2 + \eta_0 \leq d - d_0\},
\]

\[
J_n = \{d \in \bar{J} : d(n - 1) - d_0 \leq -1/2 - \eta_0 < -1/2 + \eta_0 \leq dn - d_0\}, \quad n = 2, \ldots, k + 1,
\]

\[
J_{k+2} = \{d \in \bar{J} : d(k + 1) - d_0 \leq -1/2 - \eta_0\}.
\]

The interpretation of \(N_n\) (or \(J_n\)) is that for \(\psi \in N_n\) and \(-1 \leq i < n - 1\), the \(n\) processes \(T^{d + ib - d_0 + 1/2} \Delta^{d + ib} X_t\) are nonstationary, and for \(n-1 \leq i \leq k\) the \(k-n+2\) processes \(\Delta^{d + ib} X_t\) are (asymptotically) stationary. Note that some of the sets may be empty depending on \(d_0\), and also note that \(\psi_0 \in N_1\) where \(\Delta^{d - b} X_t\) is the only nonstationary process.

For \(\eta_0 \to 0\) and \(\eta_1\) fixed, \(N(\eta_0) \to \{1/2 < b < d < \infty\}\) except for the lines \(d + ib = d_0 - 1/2, i = -1, \ldots, k\), which are critical values for the behavior of the processes because the main contribution to \(\Delta^{d + ib} X_t\) on these lines is \(\gamma_0 \Delta_{\gamma_0}^{d + ib - d_0} \zeta_t = \gamma_0 \Delta_{\gamma_0}^{1/2} \zeta_t\). To prove uniform convergence of the likelihood function, we thus need to exclude a small neighborhood of these critical values.

### 2.3 Identification of the parameters in the statistical model

There is an indeterminacy between \(b, d\), and \(k\), as the following example shows. We use the formulation in terms of \(\rho\), see (4). The two functions

\[
\Pi^\star(z) = \rho_{-1}^\star(1 - z)^{d - b} + \rho_0^\star(1 - z)^d + \rho_1^\star(1 - z)^{d + b}^\star
\]

\[
\Pi(z) = \rho_{-1}^\star(1 - z)^{d - b} + 0(1 - z)^d + \rho_0^\star(1 - z)^{d + b} + 0(1 - z)^{d + 2b} + \rho_1^\star(1 - z)^{d + 3b}
\]

correspond to the same model if we take \(d^\star = d + b\) and \(b^\star = 2b\), but the first has \(k = 1\) and the second \(k = 3\). Note that \(d - b = d^\star - b^\star\). We therefore discuss identification based on the following result.

**Lemma 3** Let \(m \geq 1\) and \(\sum_{i=0}^{m} \zeta_i (1 - z)^{a + ib} = \sum_{i=0}^{m} \tilde{\zeta}_i (1 - z)^{\tilde{a} + i\tilde{b}}, |z| < 1\), and assume that \(\zeta_0 \neq 0\) and \(\zeta_m \neq 0\). Then \((a, b, \zeta) = (\tilde{a}, \tilde{b}, \tilde{\zeta})\).

**Proof.** Because \(\zeta_m \neq 0\), the highest order terms must be equal, which implies that \(a + mb = \tilde{a} + m\tilde{b}\). Similarly \(\zeta_0 \neq 0\) implies that \(a = \tilde{a}\). Therefore also \(\zeta = \tilde{\zeta}\).

**Corollary 4** Let two models be generated by (1) with the same lag length \(k \geq 1\), but with parameters \((\rho, d, b)\) and \((\tilde{\rho}, \tilde{d}, \tilde{b})\), respectively. Then, under Assumption 1, the parameters are identified under the null hypothesis \(\pi = 0\). The same holds under the alternative where \(\pi \neq 0\).
Proof. The assumption that the lag length is $k$ means that $\rho_k \neq 0$, and the conclusion then follows from Lemma 3 under the null $\pi = -\rho_{-1} = 0$, where $\rho_0 \neq 0$, see Assumption 1. It holds under the alternative, because then $\pi = -\rho_{-1} \neq 0$ and $\rho_k \neq 0$. ■

3 Conditional likelihood and profile likelihood

We consider model (1) with i.i.d. Gaussian errors in order to determine the score and information. The parameter set is expressed in terms of $\tau = (d, b, \phi', \pi, \sigma^2)'$ or $\tau = (d, b, \rho', \sigma^2)'$, where $\sum_{i=-1}^{k} \rho_i = 1$ or $\rho' \mathbf{1} = 1$ and $\mathbf{1}$ is a vector of ones. The likelihood function, conditional on initial values $\{X_{-n}, n \geq 0\}$, becomes

$$-2T^{-1} \log L_T(\tau) = \log \sigma^2 + \frac{1}{\sigma^2 T} \sum_{t=1}^{T} (\Delta^d X_t - \pi \Delta^{d-b} L_b X_t - \sum_{i=1}^{k} \phi_i \Delta^d L_i X_t)^2 \quad (15)$$

$$= \log \sigma^2 + \frac{1}{\sigma^2 T} \sum_{t=1}^{T} (\sum_{i=-1}^{k} \rho_i \Delta^{d+i} X_t)^2 = \log \sigma^2 + \frac{1}{\sigma^2} \rho' \mathcal{M}_T(\psi) \rho, \quad (16)$$

where we define the product moments

$$\mathcal{M}_{ijT}(\psi) = T^{-1} \sum_{t=1}^{T} (\Delta^{d+i} X_t)(\Delta^{d+j} X_t) \text{ for } i, j = -1, \ldots, k. \quad (17)$$

Minimizing over $\sigma^2$ and $\rho$, the profile likelihood and the estimators $\hat{\sigma}^2(\psi)$ and $\hat{\rho}(\psi)$ are

$$-2T^{-1} \log L_{profile,T}(\psi) = 1 + \log \hat{\sigma}^2(\psi), \quad (18)$$

$$\hat{\sigma}^2(\psi) = \min_{\rho' = 1} \rho' \mathcal{M}_T(\psi) \rho \quad (19)$$

$$\hat{\rho}(\psi) = \mathcal{M}_T(\psi)^{-1} \mathbf{1} / \mathbf{1}' \mathcal{M}_T(\psi)^{-1} \mathbf{1}. \quad (20)$$

The last relation is found by considering the first order condition for the constrained optimization problem $\rho' \mathcal{M}_T(\psi) \rho - \lambda (\rho' \mathbf{1} - 1)$. This can of course also be found, using $(\pi, \phi)$, by regressing $\Delta^d X_t$ on $\Delta^{d-b} L_b X_t$ and $\Delta^d L_b X_t$, $i = 1, \ldots, k$. Finally the maximum likelihood estimator $\hat{\psi}$ is found by optimizing the profile likelihood (18) and applying (19) and (20).

For the asymptotic analysis we normalize the processes as $T^{\min(d+ib-d_0+1/2,0)} \Delta^{d+ib} X_t$ and define the normalized product moment $\mathcal{M}_{ij}^*(\psi)$. For model (2) we define the corresponding product moments $\mathcal{M}_T(d) = \mathcal{M}_T(d, d)$ and $\mathcal{M}_T^*(d) = \mathcal{M}_T^*(d, d)$.

The limit results are expressed in terms of fBM, see (6), and in terms of the stationary process $Z_t = \gamma_0 \xi_t + \Delta^d \xi_t$, see Lemma 1. We use these to define the matrices

$$\mathcal{M}_{ij}(\psi) = \gamma_0^2 \int_0^1 W_{d_0-d-i} W_{d_0-d-j} \, du, \quad \psi \in N_n, \text{ for } -1 \leq i, j < n - 1, \quad (21)$$

$$\mathcal{M}_{ij}(\psi) = E(\Delta^{d+ib} L_b Z_t)(\Delta^{d+jb} L_b Z_t), \quad \psi \in N_n, \text{ for } n - 1 \leq i, j \leq k, \quad (22)$$

$$\mathcal{M}_{ij}(\psi) = \mathcal{M}_{ji}(\psi) = 0, \quad \psi \in N_n, \text{ for } -1 \leq j < n - 1 \leq i \leq k. \quad (23)$$

We use the notation $\mathbf{D}^m \mathcal{M}_{ijT}(\psi)$ to denote derivatives with respect to $\psi$. We can now formulate the main limit result for the normalized product moments.

Theorem 5 Let Assumption 1 be satisfied for model (1). Then the normalized product moments $\mathcal{M}_T^*(\psi)$ and their derivatives $\mathbf{D}^m \mathcal{M}_T^*(\psi)$ are tight as continuous processes on $N(\eta_0)$,
and for $m = 0, 1, 2$, it holds jointly that for $\psi \in \mathbb{N}_n$

$$M_{ijT}(\psi) \Rightarrow M_{ij}(\psi), -1 \leq i, j < n - 1,$$  \hspace{1cm} (24)

$$D^m M_{ijT}(\psi) \Rightarrow D^m M_{ij}(\psi), n - 1 \leq \max(i, j) \leq k.$$  \hspace{1cm} (25)

For $\psi = \psi_0$

$$T^{-b_0} \sum_{t=1}^{T} \Delta_{t-b_0} L_{b_0} X_t \overset{d}{\rightarrow} \gamma_0 \int_0^1 W_{t-b_0} dW.$$  \hspace{1cm} (26)

Let Assumption 2 be satisfied for model (2). Then (24) and (25) hold for $M_{T}(\psi)$ and their derivatives on $J(\eta_0)$ and (26) holds with $b_0 = d_0$.

The proof of Theorem 5 is given in Appendix D. We next apply these results to derive the uniform probability limit of the profile likelihood functions for models (1) and (2).

3.1 Convergence of the profile likelihood

Corollary 6 Let Assumption 1 be satisfied for model (1) and let $N_n$ be given in Definition 2 and define for $\psi \in \mathbb{N}_n$, the $(k+2-n) \times (k+2-n)$ matrix $M(\psi) = \{M_{ij}(\psi)\}_{i,j=n-1}^k$. Then the profile likelihood function converges in distribution as a continuous process on $N(\eta_0)$ to a deterministic limit, so the convergence is uniform in probability:

$$-2T^{-1} \log L_{\text{profile,T}}(\psi) \Rightarrow \begin{cases} 1 + \log \sigma^2(\psi), & \psi \in \bigcup_{n=0}^{k+1} N_n, \\ \infty, & \psi \in N_{k+2}, \end{cases}$$  \hspace{1cm} (27)

where

$$\sigma^2(\psi) = \min_{\zeta \in \mathbb{N}_{k+1}} \zeta^T M^{(n)}(\psi) \zeta \geq \sigma_0^2, \psi \in \mathbb{N}_n,$$  \hspace{1cm} (28)

and equality holds if and only if $\psi = \psi_0$. Note that $\psi_0 \in N_1$ so that $\min_{\psi \in \mathbb{N}_n} \sigma^2(\psi) > \sigma_0^2$ for $n \neq 1$.

Proof. The profile likelihood function and the estimators $\hat{\sigma}^2(\psi)$ and $\hat{\rho}(\psi)$ are given in (18), (19), and (20).

For $\psi \in \mathbb{N}_n$, $n \leq k + 1$, the processes $\Delta^{d+ib} X_t$ are asymptotically stationary for $n - 1 \leq i, j \leq k$ and $M_{ijT}(\psi) \overset{p}{\rightarrow} M_{ij}(\psi)$ by (25), but for $i, j < n - 1$, $M_{ijT}(\psi)$ diverges, see (24), and in order to minimize $\rho' M_T(\psi) \rho$ over $\rho$, we have to choose $\rho_i = 0$, for $i < n - 1$. Therefore $\hat{\sigma}^2(\psi) \overset{p}{\rightarrow} \sigma^2(\psi) = \min_{\zeta \in \mathbb{N}_{k+1}} \zeta^T M^{(n)}(\psi) \zeta$, $\psi \in \mathbb{N}_n$.

For $\psi \in \mathbb{N}_{k+2}$, all processes $\Delta^{d+ib} X_t$ are nonstationary and $M_{ijT}(\psi)$ diverges for all $i$ and $j$. It follows that $\hat{\sigma}^2(\psi)$ and hence the profile likelihood tends to infinity in probability. In all cases tightness implies that we have convergence in distribution and hence uniform convergence in probability on the compact set $N(\eta_0)$.

We next discuss the inequality in (28). For $z = (\zeta_n - 1, \ldots, \zeta_k)$ satisfying $\zeta' 1 = 1$, we define for $\psi \in \mathbb{N}_n$, the stationary linear process $S_t(\psi) = \sum_{i=n-1}^k \zeta_i \Delta^{d+ib-d_0}(\gamma_0 \psi_t + \Delta^{d_0} Y_t)$, which has transfer function, see Lemma 1,

$$f(z) = \frac{(1 - z)^{d-d_0} \sum_{i=n-1}^k \zeta_i (1 - z)^i}{\sum_{i=0}^k \rho_i^0 (1 - z)^{ib}}.$$  \hspace{1cm} (29)

We use the superscript in $\rho_i^0$ to denote true value to avoid confusion with the coefficient $\rho_0$, and we also define $\rho_s = (\rho_0, \ldots, \rho_k)'$. From $f(0) = \sum_{i=n-1}^k \zeta_i / \sum_{i=0}^k \rho_i^0 = 1$ the coefficient of $\zeta_t$ in $S_t$ is one, so that $S_t - \zeta_t$ is a function of lagged $\zeta$'s. It follows that for any $\zeta$ such that
\[ \zeta' \mathcal{M}^{(n)}(\psi) \zeta = \text{Var}(S_t(\psi)) = \text{Var}(S_t(\psi) - \varepsilon_t) + \text{Var}(\varepsilon_t) \geq \text{Var}(\varepsilon_t) = \sigma_0^2 \]

with equality if and only if \( S_t = \varepsilon_t \), which in turn is true if and only if \( f(z) = 1 \) for all \( z \).

If \( \psi = \psi_0 \) (and thus \( n = 1 \)), then \( f(z) = (\sum_{i=0}^{k} \zeta_i(1 - z)^{ib_i}) / (\sum_{i=0}^{k} \rho_i^0(1 - z)^{ib_i}) \) which is clearly equal to one for all \( z \) if \( \zeta = \rho^0 \). That is, if \( \psi = \psi_0 \) then \( \min_{\zeta' \mathcal{M}^{(1)}(\psi_0) \zeta = \rho^0} \mathcal{M}^{(1)}(\psi_0) \rho^0 = \sigma_0^2 \). To prove the reverse implication, suppose the minimum is achieved for some value \( \zeta_\psi \) for which \( \zeta_\psi \mathcal{M}^{(n)}(\psi) \zeta_\psi = \sigma_0^2 \). Then it follows that \( f(z) = ((1 - z)^{d-d_0} \sum_{i=n-1}^{k} \zeta_{\psi,i}(1 - z)^{ib_i}) / (\sum_{i=0}^{k} \rho_i^0(1 - z)^{ib_i}) = 1 \) for all \( z \). Because \( \rho_{k}^0 \neq 0 \) and \( \rho_0^0 \neq 0 \), this implies by Lemma 3 that \( n = 1 \) and \( (\psi, \zeta_\psi) = (\psi_0, \rho^0) \).

**Corollary 7** Let Assumption 2 be satisfied for model (2) and \( J_n \) be given in Definition 2. Then:

1. The profile likelihood function converges in distribution as a continuous process on \( J(\eta_0) \):

   \[
   -2T^{-1} \log L_{\text{profile},T}(d) \xrightarrow{\text{dist}} \begin{cases} 1 + \log \sigma^2(d), & d \in \bigcup_{n=1}^{k+2} J_n, \\ \infty, & d \in J_{k+2}, \end{cases}
   \]

   (30)

   where \( \sigma^2(d) = \min_{\zeta' \mathcal{M}^{(n)}(d) \zeta \geq \sigma_0^2} \) for \( d \in J_n \), and equality holds if and only if \( d = d_0 \). Note that \( d_0 \in J_1 \) so that \( \min_{d \in J_n} \sigma^2(d) > \sigma_0^2 \) for \( n \neq 1 \)

2. For \( k = 0 \), the convergence in (30) holds on \( J(\eta_0) \), and the limit is strictly convex on \( J_1 \) with a minimum at \( d = d_0 \).

**Proof.** The proof of 1 follows as in Corollary 6. To prove 2, we note that when \( k = 0 \) and \( \pi_0 = 0 \), the model is \( \Delta^d X_t = \varepsilon_t \), and for \( d \in J_1 \) we find

\[
-2T^{-1} \log L_{\text{profile},T}(d) \xrightarrow{\text{dist}} 1 + \log \sigma^2(d),
\]

where

\[
\sigma^2(d) = E(\Delta^{d-d_0} \varepsilon_t)^2 = \frac{\sigma_0^2}{2\pi} \int_{-\pi}^{\pi} |1 - e^{i\lambda}|^{2(d-d_0)} d\lambda.
\]

The convexity follows from the convexity of the function \( d \mapsto |1 - e^{i\lambda}|^{2(d-d_0)} \).

### 3.2 Some moment relations

For \( \psi = \psi_0 \) we want to find an expression for \( \sigma_0^2 \) and \( \rho^0 \). We also prove that the asymptotic covariance for \( (\hat{\psi}, \hat{\phi}) \) is nonsingular.

We define, for \( \psi \in N_1 \), the process

\[
\varepsilon_t(\psi, \phi) = \Delta^{d-d_0}(1 - \sum_{i=1}^{k} \phi_i L_{b_i}^i) \Delta^{d_0} X_t = \sum_{i=-1}^{k} \rho_i \Delta^{d+ib} X_t,
\]

and the stationary process

\[
\bar{\varepsilon}_t(\psi, \phi) = \Delta^{d-d_0}(1 - \sum_{i=1}^{k} \phi_i L_{b_i}^i)(\gamma_0 \varepsilon_t + \Delta^{b_0} Y_t),
\]

for which

\[
\sigma^2(\psi, \phi) = \lim_{t \to \infty} \text{Var}(\varepsilon_t(\psi, \phi)) = \text{Var}(\bar{\varepsilon}_t(\psi, \phi)).
\]

For a symmetric matrix \( A \) we write \( A > 0 \) to mean that it is positive definite.
Lemma 8 Under Assumption 1 it holds for model (1) that \( \rho_{0-1} = -\pi_0 = 0 \) and for \( \rho_* = (\rho_0, \ldots, \rho_k)' \) and \( \mathcal{M}^{(1)}(\psi_0) = \{\mathcal{M}_{ij}(\psi_0)\}_{i,j=0}^k \) we have

\[
\rho_*^0 = (\mathcal{M}^{(1)}(\psi_0))^{-1}(1'((\mathcal{M}^{(1)}(\psi_0))^{-1}1)),
\]

\[
\sigma_0^2 = \rho_*^0 \mathcal{M}^{(1)}(\psi_0) \rho_*^0 = 1/(1'((\mathcal{M}^{(1)}(\psi_0))^{-1}1)),
\]

\[
D^2\sigma^2(\psi_0, \phi_0) = 2\Sigma_0 = 2 \left( \sum_{\substack{\phi_0 \phi_0' \phi_0 \phi_0}} \sum_{\phi_0 \phi_0'} \right) > 0 \text{ for } \phi_{0k} \neq 0.
\]

Under Assumption 2 when \( k \geq 0 \), we find for model (2) that (31) and (32) hold with \( b_0 = d_0 \), and that

\[
D^2\sigma^2(d_0, \phi_0) = 2 \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right) \Sigma_0 \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)' > 0 \text{ for } \phi_{0k} \neq 0.
\]

Proof. Let \( v = (v_0, \ldots, v_k)' \) be such that \( v'1 = 0 \). The coefficient of \( \varepsilon_t \) in the process \( U_t = \sum_{i=0}^k v_i \Delta^{d_0+ib_0} X_i \) is \( \varepsilon_t = 0 \) and it follows that \( \varepsilon_t \) is independent of \( U_t \). Hence the probability limit of the product moment of \( U_t \) with \( \sum_{i=0}^k \rho_*^0 \Delta^{d_0+ib_0} X_i = \varepsilon_t \) gives \( \rho_*^0 \mathcal{M}^{(1)}(\psi_0) v = 0 \). Therefore \( \rho_*^0 \) is proportional to \( \mathcal{M}^{(1)}(\psi_0)^{-1}1 \), which shows (31) since also \( 1'\rho_*^0 = 1 \). To prove (32) we take the average of \( \left( \sum_{i=0}^k \rho_*^0 \Delta^{d_0+ib_0} X_i \right)^2 = \varepsilon_t^2 \) and find the limit \( \rho_*^0 \mathcal{M}^{(1)}(\psi_0) \rho_*^0 = \sigma_0^2 \), which proves (32) using (31).

We let \( E_{t-1} \) denote the conditional expectation given the past, \( \mathcal{F}_{t-1} = \sigma\{X_{-n}, n \geq 0, \varepsilon_s, 1 \leq s \leq t-1\} \), and find that because \( \varepsilon_t(\psi_0, \phi_0) = \varepsilon_t \) and \( D^m \varepsilon_t(\psi, \phi) \) only contains lagged \( \varepsilon_t \) for \( m \geq 1 \),

\[
E_{t-1}(\varepsilon_t D \varepsilon_t(\psi_0, \phi_0)) = 0, \quad E_{t-1}(\varepsilon_t D^2 \varepsilon_t(\psi_0, \phi_0)) = 0,
\]

showing that \( \varepsilon_t D \varepsilon_t(\psi_0, \phi_0) \) and \( \varepsilon_t D^2 \varepsilon_t(\psi_0, \phi_0) \) are martingale difference sequences. To prove (33) we differentiate \( \sigma^2(\psi, \phi) \) twice and find, for \( (\psi, \phi) = (\psi_0, \phi_0) \) and using (35), that

\[
D^2\sigma^2(\psi_0, \phi_0) = 2 \lim_{t \to \infty} E(D \varepsilon_t(\psi_0, \phi_0) D \varepsilon_t(\psi_0, \phi_0)') = 2E(D \tilde{\varepsilon}_t(\psi_0, \phi_0) D \tilde{\varepsilon}_t(\psi_0, \phi_0)')
\]

which we call \( 2\Sigma_0 \).

We next want to show that \( \Sigma_0 \) is positive definite when \( \phi_{0k} \neq 0 \). If \( \Sigma_0 \) were singular then there would be constants \( \alpha, \beta, \lambda_1, \ldots, \lambda_k \), such that the stationary linear process

\[
(\alpha \frac{\partial}{\partial d} - \beta \frac{\partial}{\partial b} - \sum_{i=1}^k \lambda_i \frac{\partial}{\partial \phi_i}) \tilde{\varepsilon}_t(\psi, \phi) |_{\psi=\psi_0, \phi=\phi_0}
\]

is identically zero, or equivalently that its transfer function is identically zero. The transfer function for \( \tilde{\varepsilon}_t(\psi, \phi) \) is, see also (29),

\[
f(z) = \frac{(1-z)^{d-d_0}(1-\sum_{i=1}^k \phi_i (1-(1-z)^{b_i})^i)}{1-\sum_{i=1}^k \phi_{0i}(1-(1-z)^{b_0})^i},
\]

and that of the derivative process (37) can be expressed as

\[
\frac{\alpha}{b_0} \log(1-y) - \frac{\beta}{b_0} (1-y) \log(1-y) \hat{\xi}_0(y) / \xi_0(y) - \sum_{i=1}^k \lambda_i y^i / \xi_0(y),
\]

for \( \xi_0(y) = 1 - \sum_{i=1}^k \phi_{0i} y^i \), \( \hat{\xi}_0(y) = -\sum_{i=1}^k i \phi_{0i} y^{i-1} \) and \( y = 1 - (1-z)^{b_0} \). Thus singularity
Theorem 9
4.1 Consistency of the likelihood estimator

The asymptotic distribution of the maximum likelihood estimator.

Because there are no unit roots in \( \xi_0(y) \), see Assumption 1, this implies that \( \alpha = 0 \), and hence \( \beta(1-y)\xi_0(y) \) is not positive definite. This implies that \( \beta = 0 \) because \( \xi_0(y) \) is of degree \( k \geq 1 \) and \( \phi_{0k} \neq 0 \). Thus we have proved that \( \alpha, \beta, \lambda_1, \ldots, \lambda_k \) are all zero and the matrix \( \Sigma_0 \) is positive definite.

Finally, for \( b = d = d_0 \) and \( \phi = \phi_0 \) we find (34) from \( \sigma^2(d, \phi) = \sigma^2(d, d, \phi) \) and the relation

\[
\frac{\partial^2}{\partial d^2} \sigma^2(d, \phi) = \frac{\partial^2}{\partial d^2} \sigma^2(b, d, \phi) + \frac{\partial^2}{\partial b^2} \sigma^2(b, d, \phi) + 2 \frac{\partial^2}{\partial b \partial d} \sigma^2(b, d, \phi).
\]

\[\square\]

4 Asymptotic properties of the likelihood estimator

In this section we use the results of the previous sections to prove consistency and derive the asymptotic distribution of the maximum likelihood estimator.

4.1 Consistency of the likelihood estimator

Theorem 9 Let Assumption 1 be satisfied for model (1) or Assumption 2 for model (2). Then:

1. For model (1), \( \hat{\psi} \in N(\eta_0) \) exists and is consistent and \( (T^{b_0-1/2}\hat{\pi}, \hat{\phi}, \hat{\sigma}^2) \rightarrow_p (0, \phi_0, \sigma_0^2) \).
2. The same result holds for the likelihood estimators \( \hat{d}, \hat{\phi}, \hat{\pi}, \) and \( \hat{\sigma}^2 \) in model (2).
3. If \( k = 0 \) in model (2), the limit of the profile likelihood is convex on the interval \( J_1 \), and \( P\{\min_{d \in J_1} (-2T^{-1}\Delta^2 \log L_{\text{profile},T}(d)) > 0\} \rightarrow 1 \), so the profile likelihood is convex and \( \hat{\psi} \) exists uniquely in the set \( J(\eta_0) \) with probability converging to one.

Proof. Proof of 1 and 2: We give the proof for model (1). Because \( N(\eta_0) \) is compact and the profile likelihood function is continuous, \( \hat{\psi} \) exists on \( N(\eta_0) \), and hence also \( (\hat{\rho}, \hat{\sigma}^2) \), see (19) and (20). Convergence in distribution on \( N(\eta_0) \) to a deterministic limit in (27), and continuity of the sup functional implies the uniform convergence \( \sup_{\psi \in N_{k+2}} | -2T^{-1} \log L_{\text{profile},T}(\psi) | \rightarrow \infty \) and

\[
\sup_{\psi \in N_{k+1} \cap N_{k+2}} | -2T^{-1} \log L_{\text{profile},T}(\psi) - (1 + \log \sigma_0^2(\psi)) | \rightarrow 0. \tag{38}
\]

Let \( m(\psi) \) be the probability limit given in (27) which has a a strict minimum at \( \psi = \psi_0 \). It follows that for any \( \delta > 0 \),

\[
\inf_{N(\eta_0) \cap \{ \psi : |\psi - \psi_0| \geq \delta \}} m(\psi) > 1 + \log \sigma_0^2. \tag{39}
\]

Consistency of \( \hat{\psi} \) now follows from (38) and (39) by Theorem 5.7 of van der Vaart (1998).

Now take \( \psi \in N_1 \) which contains \( \psi_0 \) and let \( \rho_* = (\rho_0, \ldots, \rho_k)' \). We express \( \hat{\rho}(\psi) \), see (20), in terms of the normalized product moments \( \mathcal{M}_T^*(\psi) \)

\[
\left( T^{b_0-1/2} \hat{\rho}_{-1} \right) = (\mathcal{M}_T^*(\hat{\psi}))^{-1} \left( T^{-b_0+1/2} 1 \right) / \left( (T^{-b_0+1/2} 1)' (\mathcal{M}_T^*(\hat{\psi}))^{-1} (T^{-b_0+1/2} 1) \right).
\]
which by tightness of $\mathcal{M}_T^*(\psi)$ and Theorem 5 converges in probability towards, see (31),

$$
\left( (\mathcal{M}^{(1)}(\psi_0))^{-1} \mathbf{1}/(\mathbf{1}'(\mathcal{M}^{(1)}(\psi_0))^{-1}\mathbf{1}) \right) = \left( \begin{array}{c} 0 \\ \rho^\phi \end{array} \right),
$$

where $\mathcal{M}^{(1)}(\psi_0) = \{ \mathcal{M}_{ij}(\psi_0) \}_{i,j=0}^k$. The result for $(\hat{\pi}, \hat{\phi})$ follows from the result for $\hat{\rho}$.

**Proof of 3:** For $k = 0$ and $b = d$, the limit of the second derivative of the profile likelihood converges to $D^2(1 + \log \sigma^2(d)) = D^2 \log \sigma^2(d) > 0$ for $d \in J_1$. Because the convergence is uniform on the compact interval $J_1$, it holds that $K_T = \{ \min_{d \in J_1}(-2T^{-1}D^2 \log L_{\text{profile},T}(d)) > 0 \}$ has probability converging to one and for such outcomes $-2T^{-1} \log L_{\text{profile},T}(d)$ is strictly convex, so the maximum likelihood estimator exists uniquely. ■

### 4.2 Asymptotic distribution of the likelihood estimator

Because $\hat{\pi}$ is superconsistent we rescale $\pi$ as $\theta = T^{b_0-1/2} \pi$. We find the asymptotic distribution of the score functions and the limit of the information for $\tau = \hat{\tau} = (d_0, b_0, \phi_0, 0, \hat{\sigma}^2)$. By Lemma A.3 we only need the information at $\hat{\tau}$ since the estimators are consistent (by Theorem 9) and the second derivatives are tight (by Theorem 5). We let $\mathcal{D}$ denote the $2+k$ vector of derivatives with respect to $\psi$ and $\phi$.

**Lemma 10** Under Assumption 1 the limit distribution of the Gaussian score function for model (1) at $\hat{\tau} = (d_0, b_0, \phi_0, 0, \hat{\sigma}^2)$ is given by

$$
T^{-1/2} \mathcal{D} \log L_T(\hat{\tau}) \xrightarrow{d} \left( \begin{array}{c} N_{2+k}(0, \sigma_0^{-2} \Sigma_0) \\ \gamma_0 \int_0^1 B_{b_0-1} dB \end{array} \right),
$$

where $\Sigma_0$ is given in (33), $B_{b_0-1} = \sigma_0^{-1} W_{b_0-1}$, $B = \sigma_0^{-1} W$, and the two components are independent.

**Proof.** Let $\varepsilon_t(\psi, \phi) = \Delta^d X_t - \sum_{i=1}^k \phi_i \Delta^d L_{b_i} X_t$. Because $\varepsilon_t(\psi_0, \phi_0) = \varepsilon_t$, we find the score functions for $(\psi, \phi)$ and $\theta$ to be

$$
T^{-1/2} \mathcal{D} \log L_T(\hat{\tau}) = -\hat{\sigma}^{-2} T^{-1/2} \sum_{t=1}^T \varepsilon_t \mathcal{D} \varepsilon_t(\psi_0, \phi_0),
$$

$$
T^{-1/2} \frac{\partial}{\partial \theta} \log L_T(\hat{\tau}) = \hat{\sigma}^{-2} T^{-b_0} \sum_{t=1}^T (\Delta^{b_0} L_{b_0} X_t) \varepsilon_t.
$$

Because $\varepsilon_t \mathcal{D} \varepsilon_t(\psi_0, \phi_0)$ is a stationary martingale difference, see (35), with finite third moment, we find the first result in (40) from the central limit theorem for martingale difference sequences, see Hall and Heyde (1980, chp. 3). The asymptotic variance is found as the limit $T^{-1} \sum_{t=1}^T \mathcal{D} \varepsilon_t(\psi_0, \phi_0) \mathcal{D} \varepsilon_t(\psi_0, \phi_0)^\prime \xrightarrow{P} \Sigma_0$, see (33) and (36). The second result follows from (26). A similar argument shows, see (6), that we have joint convergence on $D[0, 1]$ towards the Gaussian processes $(U, W, W_{b_0-1})$:

$$
T^{-1/2} \sum_{t=1}^{[T u]} \varepsilon_t \mathcal{D} \varepsilon_t(\psi_0, \phi_0), T^{-1/2} \sum_{t=1}^{[T u]} \Delta^d \varepsilon_t(\psi_0, \phi_0), T^{-b_0+1/2} \Delta^d \varepsilon_t(\psi_0, \phi_0) \xrightarrow{d} (U(u), W(u), W_{b_0-1}(u)),
$$

where $U$ is independent of $(W, W_{b_0-1})$. The independence of the two components of (40) follows because the stochastic integral $\int_0^1 W_{b_0-1} dB$, which is defined as the $L_2$ limit of the sums $N^{-1} \sum_{i=1}^N W_{b_0-1}(u_i)(W(u_{i+1}) - W(u_i))$, is measurable with respect to the sigma-field generated by the processes $(W, W_{b_0-1})$ and hence independent of $U$. ■
Lemma 11 Under Assumption 1 the Gaussian information per observation for model (1) at $\hat{\tau} = (d_0, b_0, \phi_0, 0, \sigma^2)$ converges in distribution to
\[
\begin{pmatrix}
\sigma_0^{-2} \Sigma_0 & 0 \\
0 & \gamma_0^2 \int_0^1 B_{b_0-1}^2 du
\end{pmatrix}.
\] (43)

Proof. Let $D$ denote derivatives with respect to $(d, b, \phi)$, then the probability limit of
\[
-T^{-1} D^2 \log L_T(\hat{\tau}) = \hat{\sigma}^{-2} T^{-1} \sum_{t=1}^T \varepsilon_t D^2 \varepsilon_t(\psi_0, \phi_0) + \hat{\sigma}^{-2} T^{-1} \sum_{t=1}^T D \varepsilon_t(\psi_0, \phi_0) D \varepsilon_t(\psi_0, \phi_0)'
\]
is $\sigma_0^{-2} \Sigma_0$ by (33), (35), and a law of large numbers. For the remaining derivatives we find
\[
-T^{-1} \frac{\partial^2}{\partial \theta \partial \phi} \log L_T(\hat{\tau}) = \hat{\sigma}^{-2} (T^{1/2-b_0} \frac{\partial}{\partial \psi} \mathcal{M}_{00T}^*(\psi_0) - \frac{\partial}{\partial \psi} \mathcal{M}_{10T}^*(\psi_0))
\]
\[
+ \hat{\sigma}^{-2} \sum_{i=1}^k \phi_i \sum_{j=0}^i \binom{i}{j} (-1)^j \left( \frac{\partial}{\partial \psi} \mathcal{M}_{-1jT}^*(\psi_0) - T^{1/2-b_0} \frac{\partial}{\partial \psi} \mathcal{M}_{0jT}^*(\psi_0) \right) \overset{P}{\to} 0,
\]
\[
-T^{-1} \frac{\partial^2}{\partial \theta \partial \psi} \log L_T(\hat{\tau}) = \hat{\sigma}^{-2} \sum_{j=0}^i \binom{i}{j} (-1)^j (\mathcal{M}_{-1jT}^*(\psi_0) - T^{1/2-b_0} \mathcal{M}_{0jT}^*(\psi_0)) \overset{P}{\to} 0,
\]
\[
-T^{-1} \frac{\partial^2}{\partial \theta^2} \log L_T(\hat{\tau}) = \hat{\sigma}^{-2} (\mathcal{M}_{1-1T}^*(\psi_0) - 2T^{1/2-b_0} \mathcal{M}_{-10T}^*(\psi_0) + T^{1-2b_0} \mathcal{M}_{00T}^*(\psi_0))
\]
\[
\overset{d}{\to} \sigma_0^{-2} \gamma_0^2 \int_0^1 W_{b_0-1}^2 du = \gamma_0^2 \int_0^1 B_{b_0-1}^2 du.
\]

Theorem 5 shows $D^m \mathcal{M}_{1jT}^*(\psi_0) \overset{P}{\to} 0$, for $j = 0, \ldots, k$, and $\mathcal{M}_{1-1T}^*(\psi_0) \overset{P}{\to} \gamma_0^2 \int_0^1 W_{b_0-1}^2 du$. The factor $T^{1/2-b_0}$ ensures that the remaining terms converge to zero. ■

We now apply the previous two lemmas in the usual expansion of the score function to obtain the asymptotic distribution of the likelihood estimators.

**Theorem 12** Under Assumption 1 the asymptotic distribution of the Gaussian maximum likelihood estimators $\hat{\tau} = (\hat{d}, \hat{b}, \hat{\phi})'$ and $\hat{\pi}$ for model (1) is given by
\[
\begin{pmatrix}
T^{1/2}(\hat{\kappa} - \kappa_0) \\
T^{b_0} \hat{\pi}
\end{pmatrix} \overset{d}{\to} \begin{pmatrix} N_{2+k}(0, \sigma_0^2 \Sigma_0^{-1}) \\ \int_0^1 B_{b_0-1} dB / (\gamma_0 \int_0^1 B_{b_0-1}^2 du) \end{pmatrix},
\]
where the two blocks are independent.

Under Assumption 2 for model (2) where $d = b$, we define $\hat{\kappa} = (\hat{d}, \hat{\phi})'$ and find
\[
\begin{pmatrix}
T^{1/2}(\hat{\kappa} - \kappa_0) \\
T^{b_0} \hat{\pi}
\end{pmatrix} \overset{d}{\to} \begin{pmatrix} N_{1+k}(0, \sigma_0^2 (Q \sigma_0 Q')^{-1}) \\ \int_0^1 B_{b_0-1} dB / (\gamma_0 \int_0^1 B_{b_0-1}^2 du) \end{pmatrix},
\]
where $Q = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & I_k \end{pmatrix}$ and the two blocks are independent.
Proof. Proof of (44): To find the limit distributions of $\hat{d}$, $\hat{b}$, $\hat{\phi}$, and $\hat{\theta}$, we expand the first derivatives of $l_T(\hat{\tau}) = -T^{-1}\log L_T(\hat{\tau})$ around the value $\tau = (\kappa_0, 0, \sigma^2)$. Using Taylor’s formula with remainder term we find (with subscripts denoting partial derivatives)

$$0 = \left( \frac{T^{1/2}l_{T\kappa}(\hat{\tau})}{T^{1/2}l_{T\vartheta}(\hat{\tau})} \right) + \left( \frac{l_{T\kappa\kappa}^{*} l_{T\kappa\vartheta}^{*} l_{T\vartheta\vartheta}^{*}}{l_{T\kappa\kappa}^{*} l_{T\kappa\theta}^{*} l_{T\theta\theta}^{*}} \right) \left( \frac{T^{1/2}(\kappa - \kappa_0)}{T^{1/2}\hat{\theta}} \right).$$

Here the asterisks indicate that the information matrix is evaluated at intermediate points (for each row) between $\hat{\tau}$ and $\bar{\tau}$, which hence converge to $\tau_0$ in probability by Theorem 9.

The score functions normalized by $T^{1/2}$ and their limits in distribution are given by Lemma 10. Because the second derivatives are tight, see Theorem 5 and Lemma A.2, and the intermediate points converge in probability to $\tau_0$ we apply Lemma A.3 to replace the intermediate points by $\tau_0$ and find the limit of the information per observation in Lemma 11, see (43). Premultiplying by its inverse we find (44). The independence of the two blocks follows from Lemma 10.

Proof of (45): The same proof applies. The asymptotic variance follows from (34).

We remark that the asymptotic distribution is normal for the estimators of the fractional and autoregressive parameters. The asymptotic distribution of the estimator of the unit root is non-normal and of the Dickey-Fuller type, where the integrand BMs have been replaced by fBM. Similar distributions have been obtained previously in the literature. For instance, Tanaka (1999) and Nielsen (2004), among others, consider likelihood based inference in the ARFIMA model and obtain asymptotically normal distribution theory for the parameters. However, they do not allow for a unit root in the autoregressive polynomial and cannot consider the asymptotic distribution of an estimator of a unit root. On the other hand, Ling and Li (2001) do allow for a unit root in the autoregressive polynomial in the ARFIMA model, and obtain results similar to ours except their functionals are in fact functionals of BM since, in our notation, their $b = b_0 = 1$.

Note also that the order of the fBM depends on the distance between the fractional order of $X_t$ when $\pi = 0$ (the data generating process) and $\pi \neq 0$. That is, it depends on the parameter $b_0$, but it does not depend on the fractional order of $X_t$ itself, $d_0$. Finally, we remark that the estimator of $\pi$ is super-consistent since the rate of convergence is $T^{b_0}$, which is more than root-$T$-consistent.

5 The likelihood ratio test for a fractional unit root

We next consider the likelihood ratio (LR) test of the unit root hypothesis $\pi = 0$, i.e. the Dickey and Fuller (1979, 1981) test in our model. The profile likelihood for $(\psi, \phi)$ when $\pi = 0$ is

$$-2T^{-1}\log L_{\text{profile}, T}(\psi, \phi, \pi = 0) = -2T^{-1}\log \max_{\theta = 0, \sigma^2} L_T(\psi, \phi, \theta, \sigma^2) = 1 + \log \hat{\sigma}^2(\psi, \phi),$$

where the restricted maximum likelihood estimators, $\tilde{\psi}$ and $\tilde{\phi}$ when $\pi = 0$, satisfy $\frac{\partial}{\partial \psi} \tilde{\sigma}^2(\tilde{\psi}, \tilde{\phi}) = 0$, $\frac{\partial}{\partial \phi} \tilde{\sigma}^2(\tilde{\psi}, \tilde{\phi}) = 0$, and the estimator for $\sigma^2$ is $\hat{\sigma}^2 = \tilde{\sigma}^2(\tilde{\psi}, \tilde{\phi})$. Consistency of the restricted estimator $(\tilde{\psi}, \tilde{\phi}, \tilde{\sigma}^2)$ can be proved the same way as consistency of $(\hat{\psi}, \hat{\phi}, \hat{\sigma}^2)$.

Theorem 13 Under Assumption 1 for model (1) the asymptotic distribution of the Gaussian
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log likelihood ratio statistic for the hypothesis $\pi = 0$ is given by

$$-2 \log LR_T(\pi = 0) \xrightarrow{d} \frac{\left(\int_0^1 B_{b_0-1}dB\right)^2}{\int_0^1 B_{b_0-1}^2du}. \quad (47)$$

Under Assumption 2 for model (2) the same result holds with $b_0$ replaced by $d_0$.

Proof. We give the proof for model (1) only, since the same proof can be applied for model (2). Let $l_T(\tau) = -2T^{-1}\log L_T(\tau)$ and denote derivatives by subscripts. Expansion of $l_T(\hat{\tau})$ around $\tau_0$ gives

$$0 = l_T(\hat{\tau}) = l_T(\tau_0) + l_T''(\hat{\tau} - \tau_0),$$

where $l_T''$ is the matrix of second derivatives (the information per observation) with each row evaluated at an intermediate point, see (46). Expansion of the LR test for $\tau = \tau_0$ gives

$$-2 \log LR_T(\tau = \tau_0) = \frac{2}{T} \log \frac{L_T(\hat{\tau})}{L_T(\tau_0)} = T(\hat{\tau} - \tau_0)^T l_T''(\hat{\tau} - \tau_0)$$

$$= T(l_{T\eta}(\tau_0) + l_T''(\tau_0))^{-1} l_T(\tau_0) + T \left( \frac{(l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0)) - l_{T\eta}(\tau_0)}{(l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0))^{-1} l_T(\tau_0)} \right)^2.$$

Similarly we find under the null hypothesis $\theta = 0$ that

$$-2 \log \frac{L_T(\hat{\tau}, 0)}{L_T(\tau_0, 0)} = T \left( \frac{l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0)}{(l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0))^{-1} l_T(\tau_0)} \right)^2$$

so that the test for $\pi = 0$, i.e. $-2 \log (L_T(\hat{\tau})/L_T(\hat{\tau}))$, becomes

$$-2 \log \frac{L_T(\hat{\tau})/L_T(\tau_0)}{L_T(\hat{\tau})/L_T(\tau_0)} = T \left( \frac{(l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0))^{-1} l_T(\tau_0)}{(l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0))^{-1} l_T(\tau_0)} \right)^2 + T l_{T\eta}(\tau_0)^T (l_{T\eta}(\tau_0)^T - (l_{T\eta}(\tau_0)^T)^{-1} l_T(\tau_0)) l_{T\eta}(\tau_0).$$

Because $l_{T\eta}$ is tight (see Lemma A.2 and Theorem 5), $\hat{\tau}$ and $\tau$ are consistent, and $T^{1/2} l_{T\eta}(\tau_0)$ converges in distribution, we find that $T^{1/2} l_{T\eta}(\tau_0)^T (l_{T\eta}(\tau_0)^T - (l_{T\eta}(\tau_0)^T)^{-1}) T^{1/2} l_{T\eta}(\tau_0) = o_P(1)$.

Finally, we see by (43) that $l_{T\eta}(\tau_0) - l_{T\eta}(\tau_0)^T = o_p(1)$, so that $-2 \log (L_T(\hat{\tau})/L_T(\hat{\tau}))$ has the same limit as

$$\left( \frac{T^{1/2} l_{T\eta}(\tau_0)^2}{l_{T\eta}(\tau_0)} \right)^2 \xrightarrow{d} \frac{\left(\int_0^1 B_{b_0-1}dB\right)^2}{\int_0^1 B_{b_0-1}^2du}.$$
Note that a test that $X_t$ is fractional of order one (or $I(1)$) is a joint test of $\pi = 0$ and $d = 1$. The asymptotic distribution of the LR test of such a joint hypothesis is readily obtained from Theorems 12 and 13 as the sum of (47) and an independent $\chi^2_1$-distributed random variable.

6 Conclusion

We have discussed likelihood based inference in an autoregressive model for a nonstationary fractional process based on the lag operator $L_b$. The model generalizes the usual autoregressive model to allow for solutions where the process is fractional of order $d$ or $d - b$, where $d \geq b > 1/2$ are parameters to be estimated. The two fractional parameters and new lag operator, $L_b$, that characterize our model (1) allow the process to have fractional orders that differ by $b$ under the unit root null hypothesis and the alternative. In the ARFIMA model there is a different lag structure and only one fractional parameter and consequently the fractional orders of the process always differ by exactly one under the unit root null and the alternative. Hence, our model allows substantially more generality than the ARFIMA model in this respect. Within this framework we have discussed model-based likelihood inference on the parameters and on the fractional order of the process.

We model the data $X_1, \ldots, X_T$ given initial values $X_{-n}$, $n = 0, 1, \ldots$, under the assumption that errors are i.i.d. Gaussian. The standard approach in analysis of fractional processes is to set initial values equal to zero. We assume that initial values are observed but not modeled, but we do not set initial values equal to zero. Thus our results are more useful for applications of fractional processes.

Our main technical tool is to consider the likelihood and its derivatives as stochastic processes in the parameters under the assumption that errors are i.i.d. with suitable moment conditions. We apply these tools to prove that the likelihood and its derivatives converge in distribution, and use this to discuss existence, consistency, and asymptotic distribution of the maximum likelihood estimator, as well as the distribution of the associated LR test of the unit root hypothesis. Conditioning on initial values results in the use of type II fBM for the asymptotic analysis.
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Appendix A: Some results on convergence in distribution

We apply the results to processes indexed by the parameters defined on a large compact set, but formulate them, as is usually done, e.g. Kallenberg (2001), for processes $X_n(s)$ with
s = (s_1, \ldots, s_m) \in [0, 1]^m. For a sequence of p-dimensional stochastic processes \(X_n(s) \in \mathbb{R}^p, s = (s_1, \ldots, s_m) \in [0, 1]^m\), we write \(X_n \rightarrow X\) or \(X_n(s) \rightarrow X(s)\) to indicate convergence in distribution of the sequence, either as continuous or cadlag processes on \([0, 1]^m\), whereas \(X_n(s) \overset{d}{\rightarrow} X(s)\) means convergence in distribution on \(\mathbb{R}^p\) for a fixed \(s\). When \(E|X|^q < \infty\) we define the \(L_q\)-norm \(||X||_q = (E|X|^q)^{1/q}\), where \(|X| = (tr\{X'X\})^{1/2}\) denotes the Euclidean norm.

**Lemma A.1** If \(X_n(s) \in \mathbb{R}^p\) with \(s = (s_1, \ldots, s_m) \in [0, 1]^m\) is a sequence of p-dimensional continuous processes on \([0, 1]^m\) for which \(X_n(0)\) is tight and

\[
||X_n(s) - X_n(t)||_{m+1} \leq c|s - t| \quad (48)
\]

for some constant \(c > 0\), which does not depend on \(n, s,\) or \(t\), then \(X_n(s)\) is tight.

**Proof.** This is a consequence of Kallenberg (2001, Corollary 16.9). ■

Below we apply Lemma A.1 for the product moments as processes indexed by \(\psi\) and hence \(m = 2\) for model (1), and for product moments indexed by \(d\) and hence \(m = 1\) for model (2).

**Lemma A.2** If the continuous process \(X_n(s) \in \mathbb{R}^p\) with \(s \in [0, 1]^m\) is tight on \([0, 1]^m\) and \(F : [0, 1]^k \times \mathbb{R}^p \mapsto \mathbb{R}^q\) is continuously differentiable, then \(Z_n(u, s) = F(u, X_n(s))\) is tight on \([0, 1]^{k+m}\).

**Proof.** From Taylor’s formula we find \(F(u, v) - F(\bar{u}, \bar{v}) = (u - \bar{u})^t \frac{\partial F^*}{\partial u} + (v - \bar{v})^t \frac{\partial F^{**}}{\partial v}\), where \(\frac{\partial F^*}{\partial u}\) and \(\frac{\partial F^{**}}{\partial v}\) denote partial derivatives taken in suitable intermediate points. Because the partial derivatives are continuous and therefore bounded on compact sets, we find the inequality

\[
\max_{u, \bar{u} \in [0, 1]^k, v, \bar{v} \in [-A, A]^p} |F(u, v) - F(\bar{u}, \bar{v})| \leq (|u - \bar{u}| + |v - \bar{v}|)M_A,
\]

which we can use to evaluate the modulus of continuity of \(Z_n(u, s)\) and thereby show tightness. ■

Below we use that the likelihood function for \((\psi, \phi, \theta, \sigma^2)\), the profile likelihood function for \((\psi, \phi, \theta)\), and the profile likelihood function for \(\psi\) are all tight as processes in the parameters. Lemma A.2 shows that this follows from the tightness of the product moment \(\mathcal{M}_T\).

**Lemma A.3** Let the continuous process \(X_n(s) \in \mathbb{R}^p\) with \(s \in [0, 1]^m\) be tight on \([0, 1]^m\) and let \(S_n \stackrel{P}{\rightarrow} s_0 \in [0, 1]^m\). Then \(X_n(S_n) - X_n(s_0) \stackrel{P}{\rightarrow} 0\).

**Proof.** This result follows from \(P(|X_n(S_n) - X_n(s_0)| > \varepsilon) \leq P(|S_n - s_0| \geq \delta) + P(\omega_{X_n}(\delta) \geq \varepsilon)\), where \(\omega_{X_n}(\delta) = \max_{|s - \tilde{s}| \leq \delta} |X_n(s) - X_n(\tilde{s})|\) is the modulus of continuity of \(X_n\). ■

Lemma A.3 is especially useful when deriving the asymptotic distribution of the maximum likelihood estimators via an asymptotic expansion of the score function. The remainder term in the expansion is the second derivative of the likelihood function evaluated at an intermediate point, which we can replace by the true value by application of Lemma A.3 and an initial consistency proof. Thus, we avoid finding a uniform bound on the third derivative of the likelihood function and rely instead on showing tightness using the moment condition in Lemma A.1.
We conclude with a result which indicates how we are going to establish tightness in the application of the result of Kallenberg.

**Lemma A.4** We consider for \( 1 \leq t \leq T < \infty \) the processes \( V_{uT}^{(i)}, i = 1, 2 \), which are continuous in \( u \in [0, 1] \) and linear in the i.i.d. variables \( \varepsilon_t \) with finite sixth moment. We assume that
\[
||V_{uT}^{(i)}||_2 \leq c \text{ and } ||V_{uT}^{(i)} - V_{\tilde{u}T}^{(i)}||_2 \leq c|u - \tilde{u}|, \tag{49}
\]
where the constant \( c \) does not depend on \( (u, \tilde{u}) \in [0, 1]^2 \) or \( 1 \leq t \leq T < \infty \). Furthermore we consider deterministic functions \( D_{uT}^{(i)} \), which are continuous in \( u \in [0, 1] \) and satisfy the condition
\[
\max_{u \in [0, 1]} T^{-1} \sum_{t=1}^{T} (D_{uT}^{(i)})^2 \to 0 \text{ as } T \to \infty. \tag{50}
\]
Then the sequence of product moments
\[
S_{uvT}^{(i,j)} = T^{-1} \sum_{t=1}^{T} (V_{uT}^{(i)} + D_{uT}^{(i)})(V_{vT}^{(j)} + D_{vT}^{(j)}), \quad T = 1, 2, \ldots,
\]
is tight in \( (u, v) \in [0, 1]^2 \) for \( i, j \in \{1, 2\} \).

**Proof.** We decompose \( S_{uvT}^{(i,j)} \) as
\[
S_{uvT}^{(i,j)} = T^{-1} \sum_{t=1}^{T} V_{uT}^{(i)}V_{vT}^{(j)} + T^{-1} \sum_{t=1}^{T} V_{uT}^{(i)}D_{vT}^{(j)} + T^{-1} \sum_{t=1}^{T} D_{uT}^{(i)}V_{vT}^{(j)} + T^{-1} \sum_{t=1}^{T} D_{uT}^{(i)}D_{vT}^{(j)}. \tag{51}
\]
To prove that the first term is tight we apply the decomposition
\[
T^{-1} \sum_{t=1}^{T} V_{uT}^{(i)}V_{vT}^{(j)} - T^{-1} \sum_{t=1}^{T} V_{\tilde{u}T}^{(i)}V_{\tilde{v}T}^{(j)} = T^{-1} \sum_{t=1}^{T} (V_{uT}^{(i)} - V_{\tilde{u}T}^{(i)})V_{vT}^{(j)} + V_{uT}^{(i)}(V_{\tilde{v}T}^{(j)} - V_{vT}^{(j)})
\]
and the inequality (54) in Lemma B.2 and find
\[
||T^{-1} \sum_{t=1}^{T} (V_{uT}^{(i)}V_{vT}^{(j)} - V_{\tilde{u}T}^{(i)}V_{\tilde{v}T}^{(j)})||_3 \leq c T^{-1} \sum_{t=1}^{T} ||V_{uT}^{(i)} - V_{\tilde{u}T}^{(i)}||_2 ||V_{vT}^{(j)}||_2 + ||V_{\tilde{u}T}^{(i)}||_2 ||V_{vT}^{(j)} - V_{\tilde{v}T}^{(j)}||_2 
\leq c(||u - \tilde{u}| + |v - \tilde{v}|) \leq c \sqrt{2}(u - \tilde{u}, v - \tilde{v}).
\]
This shows that the tightness criterion (48) from Lemma A.1 holds and that the first term of (51) is tight. The last term of (51) converges to zero uniformly in \( (u, v) \) by (50) and is therefore tight. The mixed moment is bounded by
\[
\max_{(u,v) \in [0,1]^2} T^{-1} \sum_{t=1}^{T} |V_{uT}^{(i)}D_{vT}^{(j)}|^2 \leq \max_{v \in [0,1]} (T^{-1} \sum_{t=1}^{T} (D_{vT}^{(j)})^2)^{1/2} \max_{u \in [0,1]} (T^{-1} \sum_{t=1}^{T} (V_{uT}^{(i)})^2)^{1/2}.
\]
The first factor converges to zero by (50) and the second factor is \( O_p(1) \) because \( T^{-1} \sum_{t=1}^{T} (V_{uT}^{(i)})^2 \) is tight. Therefore the product converges to zero in probability. \( \blacksquare \)

Thus to establish tightness of product moments it is enough to check condition (49) for the stochastic components and (50) for the deterministic components of the processes.
Appendix B: Some inequalities

Note the following properties of the $L_q$-norm,

$$||X + Y||_q \leq ||X||_q + ||Y||_q, \quad ||XY||_q \leq ||X||_2||Y||_2,$$

for $1 \leq q \leq r$.  \hspace{1cm} (52)

The first inequality states that $|| \cdot ||_q$ is a norm (triangle inequality), the second follows from the Cauchy-Schwarz inequality, and the third from Jensen’s inequality.

**Lemma B.1** Let $\varepsilon_t$ be i.i.d. with mean zero and $E|\varepsilon_t|^{2q} < \infty$ and define $Z = \sum_{j=0}^{\infty} \xi_j \varepsilon_j$ for some coefficients $\xi_j$ for which $\sum_{j=0}^{\infty} \xi_j^2 < \infty$. Then

$$||Z||_{2q} \leq c_q ||Z||_2,$$

where the constant $c_q$ does not depend on the coefficients $\xi_j$.

**Proof.** Because $||\lambda Z||_{2q} = |\lambda|||Z||_{2q}$, we can scale the $\xi_j$’s so that $\sum_{j=0}^{\infty} \xi_j^2 = 1$. We first calculate the $n$’th cumulant $\kappa_n(Z)$, $n \leq 2q$. This is additive for independent variables and homogenus of degree $n$, so that $\kappa_n(Z) = \sum_{j=0}^{\infty} \kappa_n(\xi_j \varepsilon_j) = \sum_{j=0}^{\infty} \xi_j^n \kappa_n(\varepsilon_j) = \kappa_n(\varepsilon) \sum_{j=0}^{\infty} \xi_j^n$. We next show the inequality $\sum_{j=0}^{\infty} |\xi_j|^n \leq 1$, $n = 1, \ldots, 2q$. For an even number $n = 2m$, this follows from $\sum_{j=0}^{\infty} \xi_j^{2m} \leq (\sum_{j=0}^{\infty} \xi_j^2)^m = 1$. For $n = 2m + 1$ we apply the Cauchy-Schwarz inequality

$$\left( \sum_{j=0}^{\infty} |\xi_j|^{2m+1} \right)^2 \leq \left( \sum_{j=0}^{\infty} |\xi_j|^{2m} \right)^2 \leq \left( \sum_{j=0}^{\infty} \xi_j^2 \right) \left( \sum_{j=0}^{\infty} \xi_j^{4m} \right) \leq 1.$$

Thus the cumulants $\kappa_n(Z)$, $n = 1, \ldots, 2q$, are bounded independently of $\xi_j$ when $\sum_{j=0}^{\infty} \xi_j^2 = 1$. Finally we find from Kendall and Stuart (1977, p. 70) that $E(Z^{2q})$ is a continuous function of the cumulants $\kappa_n(Z)$, $n = 1, \ldots, 2q$, and hence bounded when $\sum_{j=0}^{\infty} \xi_j^2 = 1$.  \hspace{1cm} $\blacksquare$

**Lemma B.2** Let $U_t, V_t, X_t, Y_t$, $t = 1, \ldots, T$, be processes of the form $\sum_{n=0}^{\infty} \xi_n t^n \varepsilon_n$, with finite sixth moments and $\sum_{n=0}^{\infty} \xi_n^2 < \infty$, then

$$\left| \sum_{t=1}^{T} X_t U_t - \sum_{t=1}^{T} Y_t V_t \right|_3 \leq c \sum_{t=1}^{T} (||X_t||_2||U_t - V_t||_2 + ||V_t||_2||X_t - Y_t||_2),$$

where the constant does not depend on the coefficients $\xi_n$.

**Proof.** The inequality follows by the properties (52) with $q = 3$, and by using $X_t U_t - Y_t V_t = X_t(U_t - V_t) + V_t(X_t - Y_t)$ such that

$$\left| \sum_{t=1}^{T} X_t U_t - \sum_{t=1}^{T} Y_t V_t \right|_3 \leq \sum_{t=1}^{T} ||X_t(U_t - V_t)||_3 + ||V_t(X_t - Y_t)||_3 \leq \sum_{t=1}^{T} (||X_t||_6||U_t - V_t||_6 + ||V_t||_6||X_t - Y_t||_6),$$

and then applying Lemma B.1.  \hspace{1cm} $\blacksquare$

**Lemma B.3** For $|u| \leq u_0$, $m \geq 0$, and $j \geq 1$ it holds that

$$|D^m \pi_j(u)| \leq c(u_0)(1 + \log j)^m j^{u-1},$$

$$|D^m T^{-u} \pi_j(u)| \leq c(u_0) T^{-u} (1 + |\log j/T|)^m j^{u-1}. \hspace{1cm} (56)$$
For \(-u_0 \leq v \leq u \leq u_0, m \geq 0, \) and \(j \geq 1\) we have
\[
|D^m \pi_j(u) - D^m \pi_j(v)| \leq c(u_0)(u-v)(1 + \log j)^{m+1}j^{u-1}, 
\]
\[
|D^m T^{-u} \pi_j(u) - D^m T^{-u} \pi_j(v)| \leq c(u_0)(u-v)(1 + |\log \frac{j}{T}|)^{m+1}T^{-v}j^{v-1}. 
\]

**Proof.** Proof of (55): For \(m = 0\) we apply Stirling’s formula
\[
\pi_j(u) = \frac{\Gamma(u + j)}{\Gamma(u)\Gamma(j + 1)} = \frac{1}{\Gamma(u)} j^{u-1}(1 + \epsilon(u, j)),
\]
where \(\max_{\delta_0 \leq u \leq u_0} |\epsilon(u, j)| \to 0\) as \(j \to \infty\). This proves the result for \(\delta_0 \leq u \leq u_0,\) see also Lemma D.1 of Robinson and Hualde (2003), but we want to extend the result to negative \(u\) and \(m > 0\).

For general \(u,\) possibly negative, we choose an integer \(n_0 > u_0\) and take \(j > n_0,\) and define \(g(u) = u(u+1) \cdots (u + n_0 - 1).\) Then
\[
\pi_j(u) = \frac{g(u)}{(j-n_0 + 1) \cdots j} \pi_{j-n_0}(u+n_0). 
\]

Now we apply (55) to \(\pi_{j-n_0}(u+n_0)\) because \(u+n_0 \in [n_0 - u_0, 2n_0],\) and therefore find, using \((j-n_0 + 1) \cdots j \geq (j-n_0)^n_0,\) that
\[
|\pi_j(u)| \leq (\max_{|u| \leq u_0} |g(u)|) \frac{1}{(j-n_0)^n_0} c(u_0)(j-n_0)^{u+n_0-1} \leq c(u_0)(j-n_0)^{u-1}
\]
because \(|g(u)|\) is uniformly bounded in \(|u| \leq u_0.\) Finally,
\[
j^{-u+1}(j-n_0)^{u-1} = (1-n_0/j)^{u-1} \leq (1-n_0/j)^{-u_0-1} \to 1 \text{ as } j \to \infty,
\]
such that \(\max_{j \geq n_0} j^{-u+1}(j-n_0)^{u-1} \leq c(u_0)\), which proves (55) for \(m = 0\) and \(j > n_0.\) For \(j \leq n_0\) we have finitely many terms and evaluate each of them as \(\max_{|u| \leq u_0} |\pi_j(u)j^{-u+1}| \leq \max_{|u| \leq u_0} |(u+1)(u+2)\cdots (u+j-1)| j^{-u+1} \leq \pi_j(u_0)j^{u_0-1} \leq c(u_0).\) This completes the proof of (55) for \(m = 0.\)

For \(m > 0\) we apply the inequalities
\[
D \log \pi_j(u) = \sum_{i=0}^{j-1} \frac{1}{u+i} \leq \frac{1}{u} + \log j + \log \left(\frac{1}{u} + \frac{1}{j}\right) \leq c(u_0, \delta_0)(1 + \log j), \ u > 0,
\]
\[
|D^m \log \pi_j(u)| = |(-1)^{m+1} \sum_{i=0}^{j-1} \frac{1}{(u+i)^m}| \leq c(u_0, \delta_0), \ u > 0.
\]
We find from (59) that
\[
D \pi_j(u) = \frac{\pi_{j-n_0}(u+n_0)}{(j-n_0+1) \cdots j} (ug(u)D \log \pi_{j-n_0}(u+n_0) + Dug(u)).
\]
Here \(ug(u)\) and \(Dug(u)\) are uniformly bounded for \(|u| \leq u_0,\) and \(D \log \pi_{j-n_0}(u+n_0)\) can be evaluated as in (60) and \(\pi_{j-n_0}(u+n_0)\) by (55) because \(u+n_0 \in [n_0 - u_0, 2n_0].\) The result extends to all \(j\) as above. This proves the full result for \(m = 1,\) and for \(m > 1\) we apply (61).

**Proof of (56):** We first prove the result for \(0 < \delta_0 \leq u \leq u_0.\) For \(m = 0\) the result follows from (55). For \(m = 1\) we find
\[
D T^{-u} \pi_j(u) = T^{-u} \pi_j(u) \left(\sum_{i=0}^{j-1} \frac{1}{u+i} - \log T\right).
\]
We then apply the inequality, see (60),
\[ \log \frac{j}{T} - c(u_0, \delta_0) \leq \sum_{i=0}^{j-1} \frac{1}{u+i} - \log T \leq \log \frac{j}{T} + c(u_0, \delta_0), \]
and find that
\[ |DT^{-u}\pi_j(u)| \leq c(u_0, \delta_0)T^{-u}j^{u-1}(1 + |\log \frac{j}{T}|). \]

For \( m > 1 \) we apply (61). This proves (56) for \( 0 < \delta_0 \leq u \leq u_0 \). We extend the results to \( |u| \leq u_0 \) by applying (59) and noting that (56) holds for \( \pi_{j-n_0}(u + n_0) \).

**Proof of (57) and (58):** This follows by the intermediate value theorem using (55) and (56). \( \blacksquare \)

**Lemma B.4** Define \( \kappa(t, \alpha, \beta) = \sum_{j=1}^{t-1} j^{\alpha-1}(t-j)^{\beta-1} \) and \( \xi(T, \alpha, \beta) = \max_{i,k} \sum_{j=\max(i,k)}^{T} |\pi_{j-i}(\alpha)\pi_{j-k}(\beta)|. \) Then, uniformly for \( \max(|\alpha|, |\beta|) \leq \alpha_0 \), it holds that
\[
\kappa(t, \alpha, \beta) \leq c(a_0)(1 + \log t)t^{\max(\alpha+\beta-1, \alpha-1, \beta-1)},
\] (62)
\[
\xi(T, \alpha, \beta) \leq c(a_0)(1 + \log T)T^{\max(\alpha+\beta-1, \alpha-1, \beta-1, 0)}.
\] (63)

**Proof.** By symmetry we assume without loss of generality that \( \beta \leq \alpha \). Note that Robinson and Hualde (2003, Lemma D.2) prove an analogue of (63) for \( \alpha = \beta > 1/2 \), and that (62) can be proved for \( \sum_{j=0}^{t} \pi_j(\alpha)\pi_{t-j}(\beta) \).

**Proof of (62):** We consider three cases. First if \( \beta = 1 \), then \( \max(\alpha + \beta - 1, \alpha - 1, \beta - 1) = \max(\alpha, 0) \) and \( \kappa(t, \alpha, 1) = \sum_{j=1}^{t-1} j^{\alpha-1} \). We compare \( \sum_{j=1}^{t-1} j^{\alpha-1} \) with the integral \( \int_1^t x^{\alpha-1}dx = \alpha^{-1}(t^{\alpha} - 1) \), which is bounded by \( \log t \) for \( \alpha \leq 0 \) and \( \log t^{\alpha} \log t^{\alpha} \) for \( \alpha \geq 0 \). We find that
\[
\sum_{j=1}^{t-1} j^{\alpha-1} \leq \max(\alpha)(1 + \log t),
\] (64)
which is the bound for \( \beta = 1 \). Then we consider \( \beta > 1 \) and find \( \kappa(t, \alpha, \beta) \leq t^{\beta-1} \sum_{j=1}^{t-1} j^{\alpha-1} \leq t^{\beta-1}\alpha(t^{\alpha} - 1) + 1 \leq t^{\max(\alpha, 0)}(1 + \log t) \).

In this case \( j^{\alpha-1} \) is decreasing in \( j \) and \( (t-j)^{\beta-1} \) is increasing in \( j \). Therefore we have the inequality
\[
\kappa(t, \alpha, \beta) = \sum_{j=1}^{t-1} j^{\alpha-1}(t-j)^{\beta-1} \leq (\frac{t}{2})^{\beta-1} \sum_{0 \leq j \leq t/2} j^{\alpha-1} + (\frac{t}{2})^{\alpha-1} \sum_{t/2+1 < j \leq t-1} (t-j)^{\beta-1}
\]
so that, using the bound (64),
\[
\kappa(t, \alpha, \beta) \leq c(t^{\beta-1}t^{\max(\alpha, 0)}(1 + \log t) + t^{\alpha-1}t^{\max(\beta, 0)}(1 + \log t)),
\]
which is bounded by \( t^{\max(\alpha+\beta-1, \alpha-1, \beta-1)}(1 + \log t) \).

**Proof of (63):** We first consider the sum
\[
\sum_{j=\max(i,k)+1}^{T} \pi_{j-i}(\alpha)\pi_{j-k}(\beta) \leq c(a_0)\sum_{j=\max(i,k)+1}^{T} (j-i)^{\alpha-1}(j-k)^{\beta-1} = c(a_0)R_T,
\]
say. In this case we first take \( \beta \leq \alpha \leq 1 \), where we use \( (j-i) \geq (j-\max(i,k)) \) and \( (j-k) \geq (j-\max(i,k)) \). Then \( R_T \leq \sum_{j=\max(i,k)+1}^{T} (j-\max(i,k))^{\alpha+\beta-2} \leq c(1 + \log T)T^{\max(\alpha+\beta-1, 0)}. \)

Next we let \( \beta \leq \alpha \) and \( \alpha > 1 \), where \( (j-i)^{\alpha-1} \leq T^{\alpha-1} \). Then \( R_T \leq T^{\alpha-1}\sum_{j=\max(i,k)+1}^{T} (j-
\( k^{j-1} \leq c(1 + \log T)T^{\alpha-1+\max(\beta,0)} \). The term with \( j = \max(i, k) \) can be analyzed the same way.

**Appendix C: Variation bounds**

In this appendix we prove a series of lemmas containing variation bounds of the type \( ||V_{uT}||_2 \leq c \) and \( ||V_{uT} - V_{vT}||_2 \leq c(u - v) \), which we use to verify condition (49) in Lemma A.4 for relevant processes and product moments. The first lemma covers the initial values, the second and third lemmas deal with the nonstationary processes and (asymptotically) stationary processes, respectively, and the fourth lemma concerns product moments including both stationary and nonstationary processes.

We find from (12) that for \( v > 0 \), \( \Delta^v X_t = \Delta^u X_t + \Delta^v X_t \) has the representation

\[
\Delta^v X_t = \gamma_0 \Delta^v X_t + \Delta^v Y_t + \Delta^v \mu_t + \Delta^v X_t, \quad t = 1, 2, \ldots,
\]

(65)

The first term of (65) is asymptotically stationary if \( d_0 - v < 1/2 \). For \( d_0 - v > 1/2 \) it will, suitably normalized and with sufficient moments, converge to fBM, see (6). The next term is asymptotically stationary if \( d_0 - v - b_0 < 1/2 \), and the last terms are deterministic trends that are functions of initial values. In order to study the impact of the initial values we use the representations,

\[
\Pi_+(L)^{-1} = \gamma_0 \Delta^{-d_0}_+ + \Delta^{-d_0+b_0}_+ F_+(L),
\]

\[
\Pi_-(L) = (\Delta^{-d_0}_+ - \sum_{i=1}^{k} \phi_{0i} \Delta^{-d_0}_+ (1 - \Delta^{-b_0}_+)^i)_- = \sum_{j=0}^{k} \rho^0_j \Delta_{-}^{d_0+b_0}_+,
\]

for some coefficients \( \rho^0_j \), see Lemma 1 and (4), so that

\[
\Delta^v \mu_t = -\Delta^v \Pi_+(L)^{-1} \Pi_-(L) X_t = -(\gamma_0 + \Delta^v_+ F_+(L)) \sum_{j=0}^{k} \rho^0_j \Delta^v \Delta^v_{-} X_t.
\]

**Lemma C.1 (Initial values)** If \( |X_{-n}| \leq c \) and \( |u| \leq u_0, 0 < \delta_0 \leq v \leq v_0 \) then uniformly in \( u, v \) and for \( c_0 = c(u_0, v_0, \delta_0) \) the initial values satisfy the relations

\[
|\frac{\partial^m}{\partial u^m} \Delta^u_+ \Delta^v_+ X_t| = \left| \sum_{n=0}^{\infty} \left( \sum_{j=0}^{t-1} \frac{\partial^m}{\partial u^m} \pi_j(-u) \pi_{n+t-j}(-v) \right) X_{-n} \right|
\]

\[
\leq c_0 (1 + \log t)^{m+1} t^{-\min(u+v, u+1, v)}, \quad (67)
\]

\[
|\frac{\partial^m}{\partial u^m} T^u_+ \Delta^u_+ \Delta^v_+ X_t| \leq c_0 (1 + \log T)^{m+1} T^{-\min(v, 1, v-u, -u)}. \quad (68)
\]

From this it follows that for \( G(z) = \sum_{n=0}^{\infty} g_n z^n \), \( \sum_{n=0}^{\infty} |g_n| < \infty \), we have

\[
|G_+ (L) \frac{\partial^m}{\partial u^m} \Delta^u_+ \Delta^v_+ X_t| \leq c_0 (1 + \log t)^{m+1} \sum_{n=0}^{t-1} |g_{t-n} n^{-\min(u+v, u+1, v)}, \quad (69)
\]

\[
|G_+ (L) \frac{\partial^m}{\partial u^m} T^u_+ \Delta^u_+ \Delta^v_+ X_t| \leq c_0 (1 + \log T)^{m+1} T^{-\min(v, 1, v-u, -u)}. \quad (70)
\]
Similarly it holds that, uniformly in $\delta_0 \leq v \leq v_0$,
\[
|\frac{\partial^m}{\partial t^m} \Delta^v_{x_i} X_t| \to 0 \text{ as } t \to \infty, \tag{71}
\]
\[
\max_{1 \leq t \leq T} |\frac{\partial^m}{\partial t^m} T^v \Delta^v_{-x_i} X_t| \leq c_0(1 + \log T)^m T^{v_0}. \tag{72}
\]

\textbf{Proof.} Proof of (67): We find
\[
\Delta^v_{+} \Delta^v_{-} X_t = \sum_{j=0}^{t-1} \pi_j(-u) \sum_{i=t-j}^\infty \pi_i(-v) X_{t-i} = \sum_{j=0}^{\infty} (\sum_{i=0}^{\infty} \pi_j(-u) \pi_n t-j(-v)) X_{-n}. \tag{73}
\]

From the bound $|X_{-n}| \leq c$ we find by differentiating (73) and using $D^m \pi_j(\delta) \leq c(1 + \log j)^m$, see (55), that the main terms of the derivatives of the right hand side of (67), corresponding to $j > 0$, are bounded by
\[
c \sum_{n=0}^\infty \sum_{j=0}^{t-1} (1 + \log j)^m j^{-v-1} \sim n+1 \sim (n + t - j)^{-v-1} \leq c(1 + \log t)^m \sum_{n=0}^\infty \sum_{j=0}^{t-1} j^{-v-1} (n + t - j)^{-v-1}.
\]

We then find $\sum_{n=0}^\infty (n + t - j)^{-v-1} = \sum_{n=t-j}^\infty n^{-v-1} \leq c(t-j)^{-v}$ because $-v \leq -\delta_0 < 0$, so that the bound becomes $c(1 + \log t)^m \sum_{j=0}^{t-1} j^{-v-1}(t-j)^{-v}$. The result follows if we apply (62) of Lemma B.4 with $\alpha = -u$ and $\beta = 1-v$. The term with $j = 0$ is treated similarly.

\textbf{Proof of (68):} We find, using (67), that
\[
|\frac{\partial^m}{\partial v^m} T^u \Delta^u_{+} \Delta^v_{-} X_t| = \left| T^u \sum_{k=0}^m \binom{m}{k} (\log T)^{m-k} \frac{\partial^k}{\partial u^k} \Delta^u_{+} \Delta^v_{-} X_t \right|
\]
\[
\leq c_0 T^u (1 + \log T)^{m+1} T^{-\min(u+v,u+1,v)} \leq c_0 (1 + \log T)^m T^{-\min(v,1,v-u,-u)},
\]

where we used the evaluation $T^u T^{-\min(u+v,u+1,v)} \leq T^{-\min(v,1,v-u,-u)}$.

\textbf{Proof of (69) and (70):} Follows from (67) and (68).

\textbf{Proof of (71) and (72):} Uniformly for $\delta_0 \leq v \leq v_0$ we have from (55) that
\[
|\frac{\partial^m}{\partial t^m} \Delta^v_{x_i} X_t| \leq \sum_{n=t}^\infty |\frac{\partial^m}{\partial t^m} \pi_n(-v) X_{t-n}| \leq c_0 \sum_{n=t}^\infty (1 + \log n)^m n^{-v-1} \leq c_0 \sum_{n=t}^\infty (1 + \log n)^m n^{\delta_0-1} \to 0.
\]

Similarly we find that
\[
|\frac{\partial^m}{\partial v^m} T^v \Delta^v_{-} X_t| \leq |T^v \sum_{k=0}^m \binom{m}{k} (\log T)^k \frac{\partial^m}{\partial v^m-k} \Delta^v_{-} X_t| \leq c_0 T^v (1 + \log T)^m \sum_{n=t}^\infty (1 + \log n)^n n^{-v-1},
\]
which can be evaluated uniformly in $1 \leq t \leq T$ and $0 < \delta_0 \leq v \leq v_0$ by
\[
c_0 T^{v_0} (1 + \log T)^m \sum_{n=0}^\infty (1 + \log n)^m n^{-\delta_0-1} \leq c_0 (1 + \log T)^m T^{v_0}.
\]

\textbf{Lemma C.2} The deterministic terms $D_{it} = \Delta^d_{+} \mu_t + \Delta^d_{-} X_t$, see (65), satisfy
\[
\max_{\psi \in \mathcal{N}_n} |D^m \psi| \to 0 \text{ as } t \to \infty \text{ for } n-1 \leq i \leq k, \tag{74}
\]
\[
\max_{\psi \in \mathcal{N}_n} \max_{1 \leq t \leq T} |D^m T^{d_{+}+b_{-}+d_{-}+d_{-}} D_{it}| \to 0 \text{ as } T \to \infty \text{ for } -1 \leq i < n-1. \tag{75}
\]
**Proof.** Proof of (74): We first consider \( \Delta_{+}^{d+ib} \mu_t \), see (66), and define \( v = d_0 + j b_0 \in [d_0, v_0] \). For \( \psi \in N_n \) and \( n - 1 \leq i \leq k \) we have \( u = d + ib - d_0 \in [-1/2 + \eta_0, u_0] \). We therefore investigate \( |G_+(L) \frac{\partial}{\partial u} \Delta_{+}^{u} X_t| \) for such \((u, v)\). The result follows from (69) because the exponent is bounded as \( \min(u + v, u + 1, v) \geq \min(d_0 - 1/2 + \eta_0, 1/2 + \eta_0, d_0) > 0 \). Hence \(|G_+(L) D^{m} \Delta_{+}^{d+ib-d_0} \Delta_{+}^{d_0+jb_0} X_t| \to 0 \) as \( t \to \infty \) uniformly for \( \psi \in N_n \), since also \( \sum_{n=0}^{\infty} |g_n| < \infty \).

For the term \( \Delta_{+}^{d+ib} X_t \) we apply (71) with \( v = d + ib \in [1/2, v_0] \).

**Proof of (75):** We first consider \( T^{d+ib-d_0+1/2} \Delta_{+}^{d+ib} \mu_t \). Using (66) it is enough to investigate \(|G_+(L) D^{m} T^{d+ib-d_0+1/2} \Delta_{+}^{d+ib} X_t| \). We define \( v = d_0 + j b_0 \in [d_0, v_0] \) and \( u = d + ib - d_0 \in [-d_0, -1/2 - \eta_0] \) for \( \psi \in N_n \) and \(-1 \leq i < n - 1 \). We apply (70) to evaluate \( T^{1/2} |G_+(L) D^{m} T^{u} X_t| \) uniformly in \( u, v \), and \( t \), and the exponent \( \min(-1/2, 1/2, v - u - 1/2, -u - 1/2) \) is bounded by \( \min(d_0 - 1/2, 1/2, d_0 + \eta_0, \eta_0) \). For the term \( T^{d+ib-d_0+1/2} \Delta_{+}^{d+ib} X_t \) we define \( v = d + ib \) which for \( \psi \in N_n \) and \(-1 \leq i < n - 1 \) satisfies \( v = d + ib \in [\eta_0, d_0 - 1/2 - \eta_0] \). Then we consider \( T^{1/2-d_0} |D^{m} T^{u} \Delta_{+}^{u} X_t| \), and find from (72) the bound

\[
c_0 T^{1/2-d_0} (1 + \log T)^m T^{d_0-1/2-\eta_0} \leq c_0 (1 + \log T)^m T^{\eta_0} \to 0.
\]

**Lemma C.3** Let \( Z_t = \sum_{n=0}^{\infty} \xi_n \xi_{t-n} \) be a stationary linear process with finite variance and \( \sum_{n=0}^{\infty} |\xi_n| < \infty \), and define \( \phi_Z(h) = \sigma^2 \sum_{n=0}^{\infty} |\xi_n| |\xi_{n+h}| \) and \( Z_t^+ = \sum_{n=0}^{t-1} \xi_n \xi_{t-n} \). For \( m = 0, 1, 2 \) it holds that

\[
||D^{m} T^{u+1/2} \Delta_{+}^{u} Z_t^+||_2 \leq c(v_0, u_0), \tag{76}
\]

\[
||D^{m} T^{u+1/2} \Delta_{+}^{u} Z_t^+ - D^{m} T^{u+1/2} \Delta_{+}^{u} Z_i^+||_2 \leq c(v_0, u_0) |u - v|, \tag{77}
\]

uniformly in \( v_0 \leq v \leq u \leq u_0 < -1/2 \).

**Proof.** We first note the evaluation \( |\text{Cov}(Z_t^+, Z_{t+h}^+)| = \sigma^2 |\sum_{n=0}^{t-1-h} |\xi_n| |\xi_{n+h}| | \leq \phi_Z(h) \), so that

\[
V_T = \text{Var}(D^{m} T^{u+1/2} \Delta_{+}^{u} Z_t^+) = \text{Var}(\sum_{i=0}^{t-1} D^{m} T^{u+1/2} \pi_i (-u) Z_{t-i}^+)
\leq \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} |D^{m} T^{u+1/2} \pi_i (-u)| D^{m} T^{u+1/2} \pi_j (-u) \phi_Z(i - j).
\]

We apply the inequality (56) and find that \( V_T \) is bounded by

\[
c(u_0, v_0) T^{2u+1} \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} |i-j|^{-u-1} (1 + |\log(i/j)|)^m |(i-j)^{u-1} (1 + |\log(i/j)|)^m \phi_Z(i - j)
\leq c(u_0, v_0) T^{2u+1} \sum_{h=0}^{t-1-h} \phi_Z(h) \sum_{j=1}^{t-1-h} (j+h)^{-u-1} j^{-u-1} (1 + |\log(j+h)/T|)^m (1 + |\log(j+h)/T|)^m.
\]

Now we evaluate \( |\log((j+h)/T)| \leq |\log(j/T)| \) and for \(-1 \leq u \) we find \((j+h)^{-u-1} j^{-u-1} \leq j^{-2u-2}, \) so that when \(-1 \leq u \leq u_0 < -1/2 \), \( V_T \) is bounded by

\[
c(u_0, v_0) \sum_{h=0}^{\infty} \phi_Z(h) T^{-1} \sum_{j=1}^{T} \left( \frac{j}{T} \right)^{-2u-2} (1 + |\log(j/T)|)^{2m} \to c(u_0, v_0) T^{-1} \int_{0}^{1} x^{-2u-2} (1 + |\log x|)^{2m} dx < \infty.
\]
For $u \leq -1$ we evaluate $(j + h)^{-u-1} j^{-u-1} \leq T^{-2u-2}$ and find
\[
V_T \leq c(u, v_0) \sum_{h=0}^{\infty} \phi_Z(h) T^{-1} \sum_{j=1}^{T} (1 + |\log(\frac{j}{T})|)^{2m} \to c(u, v_0) \int_{0}^{1} (1 + |\log x|)^{2m} dx < \infty.
\]

To prove (77), we apply the inequality (58) and then use the same proof. ■

**Lemma C.4** Let $Z_t = \sum_{n=0}^{\infty} \xi_n \varepsilon_{t-n}$ be a stationary linear process with finite variance and $\sum_{n=0}^{\infty} |\xi_n| < \infty$, and define $\phi_Z(h) = \sigma^2 \sum_{n=0}^{\infty} |\xi_n| |\xi_{n+h}|$ and $Z_t^+ = \sum_{n=0}^{t-1} \xi_n \varepsilon_{t-n}$. For $m = 0, 1, 2$ it holds that
\[
||D^m \Delta^u Z_t^+||_2 \leq c(u, v_0), \tag{79}
\]
\[
||D^m \Delta^u Z_t^+ - D^m \Delta^v Z_t^+||_2 \leq c(u, v_0) |u - v|, \tag{80}
\]
uniformly in $-1/2 < v_0 \leq v \leq u \leq u_0$.

**Proof.** Using (55) we find, as in the proof of Lemma C.3, see (78), the inequality
\[
V_T = \text{Var}(D^m \Delta^u Z_t^+) \leq c(u, v_0) \sum_{h=0}^{t-1} \phi_Z(h) \sum_{j=1}^{t-1-h} (j+h)^{-u-1} j^{-u-1} (1 + \log(j+h))^m (1 + \log j)^m.
\]
Let $\delta_0 < \min(1/2 + v_0, 1/2)$ and note that $(j + h)^{-\delta_0} (1 + \log(j + h))^m$ and $j^{-\delta_0} (1 + \log j)^m$ are bounded in $j$ and $h$ and $(j + h)^{-u+\delta_0-1} \leq j^{-u+\delta_0-1} \leq 1$ because $-u + \delta_0 - 1 \leq \delta_0 - 1/2 < 0$. Then
\[
V_T \leq c(u, v_0) \sum_{h=0}^{t-1} \phi_Z(h) \sum_{j=1}^{t-1-h} (j+h)^{-u+\delta_0-1} j^{-u+\delta_0-1} \leq c(u, v_0) \sum_{h=0}^{\infty} \phi_Z(h) \sum_{j=1}^{\infty} j^{2(-v_0+\delta_0-1)}
\]
which is bounded because $2(-v_0 + \delta_0 - 1) < -1$, which gives (79) because $\sum_{h=0}^{\infty} \phi_Z(h) < \infty$. For $\text{Var}((\Delta^u - \Delta^v) Z_t^+)$ we apply the inequality (57), and then use the same proof. ■

**Lemma C.5** For $i = 1, 2$, let $Z_{it}^+ = \sum_{n=0}^{t-1} \xi_{in} \varepsilon_{t-n}$ satisfy $\sum_{n=0}^{\infty} |\xi_{in}| \leq c < \infty$, and define $\phi_{ij}(h) = \sigma^2 \sum_{n=0}^{\infty} |\xi_{in}| |\xi_{j,n+h}|$. Then for $u < -1/2 < v$ we have
\[
T^{u-1/2} \sum_{t=1}^{T} \Delta^u Z_{it}^+ \Delta^u Z_{2t}^+ = T^{u-1/2} \sum_{t=1}^{T} \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} \pi_{t-i}(-u) \pi_{t-j}(-v) Z_{1i}^+ Z_{2j}^+ \to 0.
\]

**Proof.** For $\mu_{i,j,k,l} = E(Z_{1i}^+ Z_{1k}^+ Z_{2j}^+ Z_{2l}^+)$, the second moment of the variable is
\[
V_T = T^{2u-1} \sum_{t=1}^{T} \sum_{i=1}^{t} \sum_{j=1}^{t} |\pi_{t-i}(-u) \pi_{t-j}(-v)| \sum_{s=1}^{t} \sum_{k=1}^{t} |\pi_{s-k}(-u) \pi_{s-l}(-v)| \mu_{i,j,k,l}
\]
\[
\leq T^{2u-1} \sum_{i,j=1}^{T} \sum_{t=\text{max}(i,j)}^{T} |\pi_{t-i}(-u) \pi_{t-j}(-v)| \sum_{k=1}^{T} \sum_{l=\text{max}(k,t)}^{T} |\pi_{s-k}(-u) \pi_{s-l}(-v)| \mu_{i,j,k,l}
\]
\[
\leq T^{2u-1} \xi(T, -u, -v)^2 \sum_{i,j,k,l=1}^{T} |\mu_{i,j,k,l}|,
\]
see Lemma B.4 for the definition of $\xi(T, -u, -v)$. We want to prove that $V_T \to 0$ as $T \to \infty$. 

\[
\]
From Anderson (1971, p. 467), for the case of stationary processes, we have that
\[
|\mu_{i,j,k,l}| \leq \sigma_0^4(\phi_{11}(i-k)\phi_{22}(j-l) + \phi_{12}(i-j)\phi_{12}(k-l) + \phi_{12}(i-l)\phi_{12}(j-k))
\]
\[
+ \kappa_4(\varepsilon) \sum_{n=0}^{\min(i,j,k,l)} \xi_{1,i-n}\xi_{1,k-n}\xi_{2,j-n}\xi_{2,l-n}.
\]
Summing over \(1 \leq (i, j, k, l) \leq T\) and using the bounds
\[
\sum_{i,k=1}^{T} \phi_{ij}(i-k) \leq cT \sum_{h=0}^{\infty} \phi_{ij}(h) \leq cT, \quad \sum_{i,j,k,l=1}^{T} \sum_{n=0}^{\min(i,j,k,l)} \xi_{1,i-n}\xi_{1,k-n}\xi_{2,j-n}\xi_{2,l-n} \leq cT,
\]
we find \(V_T \leq T^{2a-1}\xi(T,-u,-v)^2(c_1T^2 + c_2T)\). Thus we find from (63) in Lemma B.4 that
\[
V_T \leq cT^{2u+1}\xi(T,-u,-v)^2 \leq c(\log T)^{T^{\max(-1-2u,-1,2u-1,2u+1)}}
\]
The exponent is negative because \(u < -1/2 < v\) which shows that \(V_T \to 0\).

**Appendix D: Proof of Theorem 5**

The derivatives of the likelihood function are functions of \(D^mM_T(\psi)\), see (16) and (17). These product moments are functions of \(\Delta^{d+ib}X_t, \ i = -1, 0, \ldots, k, \) and their derivatives, and we discuss the properties of these processes below. We next prove tightness by applying Lemma A.4 for the normalized product moments, \(M_T^*(\psi)\), and using conditions (49) and (50). Then we derive the limits of each of the product moments and the relevant derivatives, and this completes the proof of Theorem 5.

We give the proof only for the general model (1). The same proof can be applied for model (2).

**D.1 Representation and tightness of the processes and product moments**

From (65) we find for \(i = -1, 0, \ldots, k, \) and \(t = 1, 2, \ldots\)
\[
\Delta^{d+ib}X_t = \Delta^{d+ib-d_0} (\gamma_0\varepsilon_t + \Delta^{b_0}Y^+_t) + \Delta^{d+ib}\mu_t + \Delta^{d+ib}X_t = S^+_t + D^+_t, \quad (81)
\]
\[
S^+_t = \Delta^{d+ib-d_0} (\gamma_0\varepsilon_t + \Delta^{b_0}Y^+_t), \quad (82)
\]
\[
D^+_t = \Delta^{d+ib}\mu_t + \Delta^{d+ib}X_t. \quad (83)
\]
For \(\psi \in N_n, S^+_t = \Delta^{d+ib-d_0} (\gamma_0\varepsilon_t + b_0Y_t)\) is stationary if \(n-1 \leq i \leq k, \) and nonstationary for \(-1 \leq i < n-1\).

**Lemma D.1** Let Assumption 1 be satisfied for model (1) and let \(m = 0, 1, 2\). Then \(D^m\Delta^{d+ib}X_t\) satisfies condition (49) if \(u_0 \geq d + ib - d_0 \geq -1/2 + \eta_0, \) and \(D^mT^{d+ib-d_0+1/2} \Delta^{d+ib}X_t\) satisfies condition (49) if \(-d_0 \leq d + ib - d_0 \leq -1/2 - \eta_0.\) In the same cases \(D^mD^+_t\) and \(D^mT^{d+ib-d_0+1/2}D^+_t\) satisfy (50). It follows that \(D^mM_T^*(\psi)\) is tight.

**Proof.** We write \(\Delta^{d+ib}X_t = S^+_t + D^+_t,\) see (81). The results for the deterministic terms follow from (74) and (75) in Lemma C.2. Next let \(Z^+_t = \gamma_0\varepsilon_t + \Delta^{b_0}Y^+_t = \sum_{n=0}^{t-1} \tau_n\varepsilon_{t-n}\) which satisfies \(\sum_{n=0}^{\infty} |\tau_n| < \infty,\) see Lemma 1. If \(d + ib - d_0 \geq -1/2 + \eta_0\) then \(u = d + ib - d_0 \in [-1/2 + \eta_0, u_0]\) and \(D^mS^+_t = D^m\Delta^{d+ib-d_0}Z^+_t\) satisfies (49) by Lemma C.4. If \(d + ib - d_0 \leq -1/2 - \eta_0\) then \(u = d + ib - d_0 \in [-d_0, -1/2 - \eta_0]\) and \(D^mT^{d+ib-d_0+1/2}S^+_t\) satisfies (49) by Lemma C.3.

**D.2 Convergence of product moments**

We want to find the limits of \(M_T^*(\psi)\) and its derivatives and thereby prove the results (24), (25), and (26) of Theorem 5.
Lemma D.2 Under Assumption 1 where \( q > 1/\eta_0 \) we find for \( T \to \infty \) that
\[
T^{d+ib-d_0+1/2} \Delta^{d+ib} X_{T|u} \to \gamma_0 W_{d_0-d-b-1}(u), \; \psi \in N_n, \; -1 \leq i < n.
\]  
(84)

Proof. We write \( \Delta^{d+ib} X_t = \Delta^{d+ib-d_0} \gamma_0 \varepsilon_t + \Delta^{d+ib-d_0} \Delta^b Y_t^+ + D_t. \) It follows from (6) and \( q > 1/\eta_0 \geq 1/(d_0 - d - ib - 1/2) \) when \( \psi \in N_n \) and \( i < n - 1 \), that for \( t = [Tu] \) the first term normalized by \( T^{d+ib-d_0+1/2} \) converges in distribution on \( D[0,1] \) to \( \gamma_0 W_{d_0-d-b-1}(u) \). Next let \( Z_t^+ = \Delta^{d+ib-d_0-b_0} Y_t^+ \) for which \( \max_{1 \leq t \leq T} E(|Z_t^+|^q) \leq a \), and define \( u = d + ib - d_0 + 1/2 \leq -\eta_0 \) when \( \psi \in N_n \) and \( -1 \leq i < n - 1 \). Then
\[
P(\max_{1 \leq t \leq T} T^u | Z_t^+ | \geq c) \leq \sum_{t=1}^T P(|Z_t^+| \geq c T^{-u}) \leq \sum_{t=1}^T \frac{E(|Z_t^+|^q)}{c^q T^{-qu}} \leq a c^{-q} T^{1+qu}.
\]
This converges to zero because \( 1+qu \leq 1-q\eta_0 < 0 \), which shows that \( T^{d+ib-d_0+1/2} \Delta^{d+ib-d_0-b_0} Y_t^+ \) converges to zero uniformly in \( t \leq T \). Finally, \( \max_{\psi \in N_n} \max_{1 \leq t \leq T} T^{d+ib-d_0+1/2} |D_t| \to 0 \) for \( -1 \leq i < n - 1 \) by (75).

Proof of (24): The continuous mapping theorem and (84) imply that for a fixed \( \psi \)
\[
\mathcal{M}_{ijT}(\psi) \overset{d}{\to} \gamma_0^2 \int_0^1 W_{d_0-d-b-1} W_{d_0-d-b-1} du = \mathcal{M}_{ij}(\psi), \; \psi \in N_n, \; -1 \leq i, j < n - 1.
\]
Since this holds jointly for finitely many \( \psi \) and \( \mathcal{M}_{ijT}(\psi) \) is tight, we have proved convergence in distribution.

Proof of (25): We first take \( m = 0 \). Because \( S_{it} = \Delta^{d+ib-d_0} (\gamma_0 \varepsilon_t + \Delta^b Y_t) = \sum_{j=0}^{\infty} \tau_{ij} \varepsilon_{t-j} = S_{it}^+ + S_{it}^- \) is stationary for \( \psi \in N_n \) and \( n - 1 \leq i \leq k \), we find \( E(T^{-1} \sum_{t=1}^T (S_{it}^-)^2) = \sigma_0^2 T^{-1} T^2 = \sigma_0^2 T^{-1} \sum_{t=1}^T (\sum_{n=1}^{\infty} \tau_{in}^2) - 0 \), so that the probability limit of \( T^{-1} \sum_{t=1}^T S_{it}^+ S_{jt}^- \) equals that of \( T^{-1} \sum_{t=1}^T S_{it} S_{jt} \) which exists by the law of large numbers. The deterministic terms have no influence in the limit because of (74). Thus, see (22),
\[
\mathcal{M}_{ijT}(\psi) \overset{p}{\to} \mathcal{M}_{ij}(\psi), \; \psi \in N_n, \; n - 1 \leq i, j \leq n.
\]  
(85)

The convergence in probability (and distribution) holds jointly for finitely many values of \( \psi \in N_n \), so we have proved (25) for \( n - 1 \leq i, j \leq k \) because \( \mathcal{M}_{ijT}(\psi) \) is tight. Next we take \( -1 \leq i < n - 1 \leq j \leq k \) and write
\[
\mathcal{M}_{ijT}(\psi) = T^{-1} \sum_{t=1}^T T^{d+ib-d_0+1/2} (S_{it}^+ + D_t)(S_{jt}^+ + D_t).
\]
From (74), (75), and \( \max_{1 \leq t \leq T} ||S_{it}^+||_2 \leq c \), \( \max_{1 \leq t \leq T} ||T^{d+ib-d_0+1/2} S_{it}^+||_2 \leq c \), see (76) and (79), it follows that we only have to show that \( T^{-1} \sum_{t=1}^T T^{d+ib-d_0+1/2} S_{it}^+ \overset{P}{\to} 0 \). This follows by Lemma C.5 for \( Z_t^+ = Z_{it}^+ = \gamma_0 \varepsilon_t + \Delta^b Y_t^+ \) and \( u = d + ib - d_0 \leq -1/2 - \eta_0 \), and \( v = d + gb - d_0 \geq -1/2 + \eta_0 \). The convergence in probability holds jointly for finitely many values of \( \psi \in N_n \) and tightness holds by Lemma D.1.

The derivatives \( D^m \) give rise to an extra factor \( (\log T)^m \), which does not change the proof.

Proof of (26): We write
\[
\Delta^{d_0-b_0} L_{b_0} X_t = \Delta^{d_0-b_0} X_t - \Delta^{d_0} X_t = \gamma_0 (\Delta^{d_0-b_0} \varepsilon_t - \varepsilon_t) + Y_t^+ - \Delta^b Y_t^+ + D_{-1t} - D_{0t},
\]
see (81), where $D_{-1t}^0$ and $D_{0t}^0$ are calculated for $\psi = (d_0, b_0)$. We decompose the product moment of $\Delta_{-b_0} L_{b_0} X_t$ and $\varepsilon_t$ as

$$T^{-b_0} \sum_{t=1}^{T} \gamma_0 (\Delta_{-b_0} \varepsilon_t - \varepsilon_t) \varepsilon_t + T^{-b_0} \sum_{t=1}^{T} (Y_t^+ - \Delta_{b_0} Y_t^+) \varepsilon_t + T^{-b_0} \sum_{t=1}^{T} (D_{-1t}^0 - D_{0t}^0) \varepsilon_t.$$

For the last term we find

$$\text{Var}(T^{-b_0} \sum_{t=1}^{T} (D_{-1t}^0 - D_{0t}^0) \varepsilon_t) \leq T^{-2b_0+1} T^{-1} \sum_{t=1}^{T} (D_{-1t}^0 - D_{0t}^0)^2 \to 0,$$

by (74) and (75). The second term of (86) is $T^{-b_0} \sum_{t=1}^{T} (Y_t^+ - \Delta_{-b_0} Y_t^+) \varepsilon_t$, which is a sum of a martingale difference sequence, so that

$$\text{Var}(T^{-b_0} \sum_{t=1}^{T} (Y_t^+ - \Delta_{b_0} Y_t^+) \varepsilon_t) = \sigma_0^2 T^{-2b_0} \sum_{t=1}^{T} \text{Var}(Y_t^+ - \Delta_{-b_0} Y_t^+) \leq c T^{1-2b_0} \to 0.$$

Finally, the first term of (86) is compared with the product moment of $\Delta_{-b_0} \varepsilon_t$ and $\varepsilon_{t+1}$ for which we have the convergence in (26), see (8), by showing that the difference converges to zero. We find $\sum_{t=1}^{T} \varepsilon_t (\Delta_{-b_0} \varepsilon_{t-1} - (\Delta_{-b_0} \varepsilon_t - \varepsilon_t)) = \sum_{t=1}^{T} \varepsilon_t (\varepsilon_t - \Delta_{-b_0+1} \varepsilon_t)$, with mean zero and

$$\text{Var}(\sum_{t=1}^{T} \Delta_{-b_0+1} \varepsilon_t) = \sigma_0^4 \sum_{t=1}^{T} \sum_{j=1}^{t-1} \pi_j^2 (b_0 - 1) \leq c \sum_{t=1}^{T} \sum_{j=1}^{t-1} j^{2(b_0-2)} \leq c T^{2 \max(b_0-3/2,0)+1}.$$

Normalized by $T^{-2b_0}$ this converges to zero because $b_0 > 1/2$, and proves (26) of Theorem 5.
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Table 1: Simulated quantiles of the distribution (47)

<table>
<thead>
<tr>
<th></th>
<th>$b_0 = 0.6$</th>
<th>$b_0 = 0.8$</th>
<th>$b_0 = 1.0$</th>
<th>$b_0 = 1.2$</th>
<th>$b_0 = 1.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>2.52</td>
<td>2.70</td>
<td>2.95</td>
<td>3.18</td>
<td>3.33</td>
</tr>
<tr>
<td>95%</td>
<td>3.60</td>
<td>3.83</td>
<td>4.10</td>
<td>4.37</td>
<td>4.53</td>
</tr>
<tr>
<td>99%</td>
<td>6.34</td>
<td>6.60</td>
<td>6.92</td>
<td>7.23</td>
<td>7.42</td>
</tr>
</tbody>
</table>

Note: Based on 100,000 replications and $T = 1000$. 