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ABSTRACT

A Control Function Approach to Estimating Dynamic Probit Models with Endogenous Regressors, with an Application to the Study of Poverty Persistence in China*

This paper proposes a parametric approach to estimating a dynamic binary response panel data model that allows for endogenous contemporaneous regressors. Such a model is of particular value for settings in which one wants to estimate the effects of an endogenous treatment on a binary outcome. In order to demonstrate the usefulness of the approach, we use it to examine the impact of rural-urban migration on the likelihood that households in rural China fall below the poverty line. In this application, it is shown that migration is important for reducing the likelihood that poor households remain in poverty and that non-poor households fall into poverty. Furthermore, it is demonstrated that failure to control for unobserved heterogeneity would lead the researcher to underestimate the impact of migrant labor markets on reducing the probability of falling into poverty.

JEL Classification: C13, C33, O15, P25

Keywords: dynamic binary response models, control function approach, migration, poverty-persistence, rural China

Corresponding author:

Irina Murtazashvili
Department of Economics and International Business
LeBow College of Business
Drexel University
3141 Chestnut Street
Philadelphia, PA 19104
USA
E-mail: im99@drexel.edu

* The paper has benefited from helpful comments and conversations with Alan de Brauw, Ana Maria Herrera, Martin Ravallion, Peter Schmidt, David Tschirley, Adam Wagstaff, Jeffrey Wooldridge, from seminar participants at Ohio State University, University of South Carolina, George Washington University and conference participants at the June 2007 UNU-WIDER Conference on Fragile States held in Helsinki and the September 2009 Midwest Econometrics Group Annual Meeting. We gratefully acknowledge financial support for data collection from the National Science Foundation (SES-0214702) and support for work on this paper from the Knowledge for Change Trust Fund at the World Bank (RF-P111846-RESE-TF092861 and RF-P116739-RESE-TF094568). The research discussion and conclusions presented in this paper reflect the views of the authors and should not be attributed to the World Bank or to any affiliated organization or member country.
1 Introduction

Dynamic binary response models have considerable appeal for a diverse range of policy analyses in which identifying or controlling for state dependence is important and one is interested in a binary outcome. When the outcome is also affected by an endogenous treatment, then an additional complication arises in efforts to identify the effects of the treatment on the outcome and on state dependence. In this paper, we propose a parametric approach to estimating dynamic binary response panel data models with endogenous contemporaneous regressors. Our method combines a recent approach to solving the unobserved heterogeneity and the initial conditions problems in non-linear dynamic models (Wooldridge, 2005) with a control function approach to controlling for endogeneity of contemporaneous explanatory variables in non-linear models (e.g., Smith and Blundell, 1986; Rivers and Vuong, 1988; Papke and Wooldridge, 2008).

There are several research areas for which dynamic binary response models have proven useful and important, including labor force participation (Heckman and Willis, 1977; Hyslop, 1999), the probability of receiving welfare (Bane and Ellwood, 1986), the experience social exclusion (Devicienti and Poggi, 2007), and the identification of adverse selection in insurance markets (Chiappori and Salanie, 2000). In many of these settings both state dependence and endogenous treatments may exist simultaneously, but empirical work has not always controlled for both of these problems at once. Our approach allows us to consistently estimate parameters of a dynamic binary response panel data model with unobserved heterogeneity when some of the continuous contemporaneous explanatory variables are endogenous. In this paper, we explore the relevance and potential strength of the approach with an analysis of how migration in developing countries affects the poverty status of residents living in migrant source communities. In this setting, we are faced with two important sources of endogeneity: first, the migration decision of community residents may be driven by negative shocks that also raise the probability that households are poor. Second, we expect there to be correlation between migration decisions and the unobserved characteristics of individuals and communities, which may also affect poverty status. To account for the endogeneity in migration from home communities, we employ a control function approach.
in which residuals from the reduced form for the endogenous regressor are introduced as covariates in the structural model. Recently, Papke and Wooldridge (2008) employ this approach to deal with an endogenous regressor in a static fractional response panel data model to study the effects of school inputs on student performance. In contrast with Papke and Wooldridge, this paper develops a control function approach for a dynamic model. To deal with the dynamic nature of the model, we consider two possibilities. We first use a “pure” random effects approach which assumes that unobserved heterogeneity is independent of the observed exogenous covariates and initial conditions. Next, we relax this strong assumption by employing the dynamic correlated random effects model introduced by Wooldridge (2005). This approach is not only more relevant for analyses of poverty persistence, but also more flexible and computationally straightforward than alternative approaches currently used to estimate dynamic binary response models.

We implement the empirical application using panel household and village data from rural China. Following the market-oriented reforms introduced in the early 1980s, there was a pronounced decline in the proportion of China’s population living below the poverty line (Ravallion and Chen, 2007). While much of the literature examining growth in China’s rural areas has focused on incentive effects related to reform and on the role of local non-farm employment, there has been relatively little research demonstrating the relationship between increasing migration and the probability that households within villages have consumption levels below the poverty line. Our empirical analysis demonstrates an economically significant causal relationship between migration and poverty reduction in rural China. In performing this exercise, we highlight the usefulness of our econometric approach to settings in which the researcher must work from binary indicators of poverty status, which is often the only information available from administrative data sources. The approach developed here extends to other settings in which it is sensible to employ dynamic binary response models.

The paper proceeds as follows. In the Section 2 below, we first review approaches to estimation of dynamic binary response panel data models, and then propose a general approach to estimating these models when there is an endogenous regressor. In Section 3, we introduce the rural China setting, motivate a specific implementation of the model developed
in Section 2, and finally describe a strategy for identifying the effect of migration on poverty within China’s villages. In Section 4, we discuss our estimation results and the performance of the model, and then in Section 5 we summarize our results and discuss the potential value of the estimator introduced in the paper.

2 Estimation of a Dynamic Binary Response Panel Data Model with an Endogenous Regressor

2.1 Dynamic Binary Response Panel Data Models

Dynamic binary response panel data models with unobserved heterogeneity have received considerable attention in theoretical research and are potentially important for a range of empirical studies. Both parametric and semi-parametric methods have been proposed to solve the initial conditions problem and to obtain consistent estimates of model parameters when all explanatory variables other than the lagged dependent variable are strictly exogenous.\(^1\) Semi-parametric methods allow estimation of parameters without specifying a distribution of the unobserved heterogeneity, but they are often overly restrictive with respect to the strictly exogenous covariates. Honoré and Kyriazidou (2000), for example, propose an approach that does not allow for discrete explanatory variables. More importantly, because semi-parametric methods do not specify the distribution of the unobserved heterogeneity, the absolute importance of any of the explanatory variables in a dynamic binary response panel data model cannot be determined. Models which do not place any assumption on either the unobserved effects or the initial conditions, or their relationship to other covariates, are best described as fixed effects models, and the semi-parametric approach of Honoré and Kyriazidou (2000) falls into this class of models.\(^2\)

Due to their computational simplicity, parametric methods have received greater at-

\(^1\)With a structural binary outcome model that allows for unobserved effects, one must be concerned that bias could be introduced through a systematic relationship between an unobserved effect and the initial value of the dependent variable. This is known as the initial conditions problem.

\(^2\)We follow Chay and Hyslop (2000) in classifying models requiring no assumption on unobservable effects or initial conditions as fixed effect models, and refer to random effect models as those in which one specifies a distribution of unobserved effects and initial conditions given exogenous explanatory variables.
tention than semi-parametric methods. There are four main parametric approaches, all employing conditional maximum likelihood (CMLE) analysis, that have been employed for estimation of the dynamic nonlinear panel data models in which all covariates other than the lagged dependent variable are strictly exogenous. The first approach treats the initial conditions for each cross-sectional unit - \( y_{i0} \) - as nonrandom variables. If, in addition, unobserved effects, \( c_i \), are also assumed to be independent of the exogenous explanatory variables, \( z_i = (z_{i1}, z_{i2}, ..., z_{iT}) \), one obtains the density of \((y_{i1}, y_{i2}, ..., y_{iT})\) given the initial conditions, \(y_{i0}\), and \( z_i \), by integrating out the \( c_i \). We refer to the relationship between the observed exogenous covariates and the unobserved heterogeneity in the first method as one of “pure” random effects because we assume \( c_i \) to be independent of \( z_i \) and \( y_{i0} \). While this method may provide a way to obtain consistent estimates of the model parameters, nonrandomness of the initial conditions requires a very strong and often implausible assumption of independence between the initial conditions and the unobserved effects.

A second parametric approach involves treating the initial conditions as random and specifying the density for \( y_{i0} \) given \((z_i, c_i)\). With this density, one can then obtain the joint distribution of all the outcomes, \((y_{i0}, y_{i1}, y_{i2}, ..., y_{iT})\), conditional on unobserved heterogeneity, \( c_i \), and strictly exogenous observables, \( z_i \). The most important drawback of this approach, however, lies with the difficulty of specifying the density of \( y_{i0} \) given \((z_i, c_i)\).^3

A third method, proposed by Heckman (1981), suggests approximating a density of the initial conditions, \( y_{i0} \), given \((z_i, c_i)\) and specifying a density of the unobserved effects given the strictly exogenous explanatory variables. The density of \((y_{i0}, y_{i1}, y_{i2}, ..., y_{iT})\) given \( z_i \) can then be obtained. While Heckman’s approach avoids the drawbacks of the second method, it is computationally challenging. Since both the second and the third methods explicitly specify a distribution of the unobserved heterogeneity conditional on strictly exogenous observables and a distribution of the initial conditions conditional on the unobserved effects and the exogenous covariates, they can be classified as random effects models.

Finally, Wooldridge (2005) proposes obtaining a joint distribution of \((y_{i1}, y_{i2}, ..., y_{iT})\) conditional on \((y_{i0}, z_i)\) rather than a distribution of \((y_{i0}, y_{i1}, y_{i2}, ..., y_{iT})\) conditional on \( z_i \) as in Heckman’s approach. For this method to work, one must specify a density of \( c_i \) given

^3More details on this approach and potential drawbacks can be found in Wooldridge (2010), page 627.
This fourth approach is more flexible and requires fewer computational resources than Heckman’s technique. In this method, similar to Heckman’s approach, we call the relationship between the observed exogenous covariates and the unobserved heterogeneity a 
“correlated” random effects relationship because we allow \(c_i\) to be a linear function of \(z_i\) and \(y_{i0}\).

In the next section we develop an approach to consistently estimate parameters of a dynamic binary response panel data model when the contemporaneous explanatory variables are not strictly exogenous. To do so, we employ a control function approach, popularized by Smith and Blundell (1986) and Rivers and Vuong (1988). The main idea of our approach is to add (control) variables into the structural model to control for endogeneity. We consider a model with two possible sources of endogeneity: correlation between the unobserved heterogeneity and a regressor, and correlation between a regressor and the structural error. For this reason, we model the relationships among the unobserved effect, exogenous covariates, and the error from the reduced form equation for the endogenous explanatory variable.

### 2.2 A General Approach to Estimation

Our specification of the binary response model assumes that for a random draw \(i\) from the population, there is an underlying latent variable model:

\[
y^*_1_{it} = z_{1it}\beta_1 + \beta_2 y_{2it} + \rho y_{1i,t-1} + c_{1i} + u_{1it}, \tag{1}
\]

\[
y_{1it} = 1[y^*_1_{it} \geq 0], \quad t = 1, \ldots, T, \tag{2}
\]

where \(z_{1it}\) is an \(1 \times (K-1)\) vector of exogenous covariates, which may contain a constant term, \(y_{2it}\), that is an endogenous covariate\(^5\), \(c_{1it}\) is an unobserved effect, and \(u_{1it}\) is an idiosyncratic serially uncorrelated error such that \(\Var(u_{1it}) = 1\). \(1[\cdot]\) is an indicator function. We assume a sample of size \(N\) randomly drawn from the population, and that \(T\), the number of time

\(^4\)The specification of this density in Wooldridge’s method is motivated by Chamberlain’s (1980) approach, which models the distribution of the unobserved effect conditional on the strictly exogenous variables.

\(^5\)Generally, model (1) can contain a random vector of endogenous covariates \(y_{2it}\). Modification of our approach discussed in this section to accommodate a random vector of endogenous regressors is straightforward assuming we have sufficient number of instrumental variables.
periods, is fixed in the asymptotic analysis. For simplicity, we assume a balanced panel.

Let $\beta$ denote $\begin{pmatrix} \beta_1' & \beta_2' \end{pmatrix}$, which is a $(K + 1) \times 1$ vector of parameters. Importantly, this model allows the probability of success at time $t$ to depend not only on unobserved heterogeneity, $c_{1i}$, but also on the outcome in $t - 1$. We make two key assumptions on the conditional distribution of interest, denoted by $D(y_{1it}|z_{1it}, y_{2it}, y_{1i,t-1}, c_{1i})$. First, we assume that the dynamics in model (1) are correctly specified, i.e. once we condition on $z_{1it}, y_{2it}$ and $c_{1i}$, the dynamics are first order. The second assumption is that $z_{1it}$ are strictly exogenous, conditional on the unobserved effect, $c_{1i}$. We express both of these assumptions as follows.

**Assumption 1:** Assume dynamic completeness and strict exogeneity of $z_{1it}$, or

$$D(y_{1it}|z_{1it}, y_{2it}, y_{1i,t-1}, c_{1i}) = D(y_{1it}|z_{1i1}, y_{2it}, y_{1i,t-1}, y_{1i,t-2}, ..., y_{1i0}, c_{1i}),$$

where $t = 1, ..., T$, $z_{1i} = (z_{1i1}, z_{1i2}, ..., z_{1iT})$ is a set of exogenous covariates from (1) in all time periods.

Dynamic completeness of the model implies that the error term $u_{1it}$ is serially uncorrelated. Allowing $u_{1it}$ to have arbitrary serial correlation would suggest including more lags of the observed dependent variable in (1). For example, in the simplest case of a linear model, when an error term, $u_{it}$, follows AR(1) process, a simple calculation shows that a dependent variable, $y_{it}$, actually depends on not only $y_{i,t-1}$ but also $y_{i,t-2}$. In other words, there is some logical inconsistency in studying a model with first order dynamics and serially correlated error. Thus, we assume the dynamics in our model are first order, and the error term has no serial correlation.

Next, we assume a linear equation for the endogenous scalar, $y_{2it}$, in terms of all available instrumental variables, which we assume to be strictly exogenous, conditional on $c_{1it}$: contemporaneous covariates, $z_{1it}$, and those omitted from (1), $z_{2it}$:

**Assumption 2:** Assume a linear reduced form for the endogenous covariate, $y_{2it}$, or

$$y_{2it} = z_{1it} \delta_1 + z_{2it} \delta_2 + c_{2i} + u_{2it}, \quad t = 1, ..., T,$$
where \( u_{2it} \) is a serially uncorrelated idiosyncratic error with \( \text{Var}(u_{2it}) = \sigma_2^2 \), and \( z_{it} = (z_{1it}, z_{2it}) \) is an \( 1 \times L \) vector of instrumental variables, with \( L \geq K \).\(^6\)

Further, we model the heterogeneity \( c_{2i} \) as a linear function of the instrumental variables:

**Assumption 3:** Assume the unobserved heterogeneity, \( c_{2i} \), is a deterministic linear function of all the exogenous covariates \( z_i \) of the form:

\[
c_{2i} = z_i \lambda + a_{2i},
\]

where \( a_{2i}|z_i \sim \text{Normal}(0, \sigma_{a_2}^2) \), \( z_i = (z_{1i}, z_{2i}) = (z_{i1}, z_{i2}, ..., z_{iT}) \), and \( \bar{z}_i = \frac{1}{T} \sum_{t=1}^{T} z_{it} \) is the vector of time averages.

Equation (5) reflects our use of the Mundlak (1978) device for the unobserved effect, \( c_{2i} \). We replace \( c_{2i} \) with its projection onto the time averages of all the exogenous variables. A less restrictive alternative to the Mundlak device is the specification by Chamberlain (1980), which models \( c_{2i} \) as a linear projection on \( z_{i1}, z_{i2}, ..., z_{iT} \). Clearly, Mundlak’s approach is a special case of Chamberlain’s one: Mundlak’s method is equivalent to restricting the effects of the exogenous covariates in each time period on the heterogeneity, \( c_{2i} \), to be the same in Chamberlain’s approach. While both approaches (as well as more flexible semi-parametric methods) are possible, the Mundlak device has an advantage of conserving on degrees of freedom, which is especially important when \( T \) is large.\(^7\) Thus, we adopt the Mundlak device.

Under Assumption 3 we can rewrite equation (4) as:

\[
y_{2it} = z_{it} \delta + z_i \lambda + v_{2it}, \quad t = 1, ..., T,
\]

where \( v_{2it} = a_{2i} + u_{2it} \) is the new composite error term, and \( \delta = (\delta_1', \delta_2')' \). We follow Papke and Wooldridge (2008) and refer to (6) as a reduced form equation for \( y_{2it} \).

Next, we consider the relationship between \( u_{1it} \) and \( u_{2it} \).

---

\(^6\)In other words, we assume that the vector \( z_{2it} \) contains at least one element.

\(^7\)An additional advantage of the Mundlak device is that it might be easier to apply in the context of unbalanced panels. See Wooldridge (2009) and Abrevaya (2012) for a related discussion.
**Assumption 4:** Assume \((u_{1it}, u_{2it})\) has a zero mean bivariate normal distribution and is independent of \(z_i\), or

\[
(u_{1it}, u_{2it}) \mid z_i \sim \text{Normal} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & \eta \\ \eta & \sigma_2^2 \end{pmatrix} \right). \tag{7}
\]

Note that under joint normality of \((u_{1it}, u_{2it})\), with \(\text{Var}(u_{1it}) = 1\), we can write

\[
u_{1it} = \theta u_{2it} + e_{1it} = \theta (v_{2it} - a_{2i}) + e_{1it}, \tag{8}
\]

where \(\theta = \eta / \sigma_2^2\), \(\eta = \text{Cov}(u_{1it}, u_{2it})\), \(\sigma_2^2 = \text{Var}(u_{2it})\), and \(e_{1it}\) is a serially uncorrelated random term, which is independent of \(z_i\) and \(u_{2it}\) (and, thus, of \(y_{2it}\)). The absence of serial correlation of \(e_{1it}\) follows from the fact that \(u_{1it}\) and \(u_{2it}\) are both assumed not to suffer from serial correlation.

Equation (8) is essentially an assumption regarding the contemporaneous endogeneity of \(y_{2it}\). It suggests that the contemporaneous \(v_{2it}\) is sufficient for explaining the relation between \(u_{1it}\) and \(v_{2it}\). In other words, once we somehow account for endogeneity of \(y_{2it}\) in period \(t\), we might think that \(y_{2it}\) becomes “completely” exogenous, and we can estimate the parameters of interest using standard methods valid for exogenous explanatory variables. However, there is the possibility of an additional feedback from the endogenous variable \(y_2\) in different time periods to the main dependent variable of interest, \(y_1\), at time \(t\). This possibility arises because we let the reduced form equation for the endogenous variable, \(y_{2it}\), contain a time-constant unobserved effect, \(a_{2i}\).

Under Assumption 4, \(e_{1it} \sim \text{Normal}(0, \sigma_{e_1}^2)\), where \(\sigma_{e_1}^2 = 1 - \xi^2\), since \(\text{Var}(u_{1it}) = 1\), and
\[ \xi = \text{Corr}(u_{1it}, u_{2it}). \] Thus, we rewrite our main equation of interest as

\[
y_{1it} = 1[\mathbf{x}_{1it} \beta + c_{1i} + \theta(v_{2it} - a_{2i}) + e_{1it} \geq 0]
= 1[\mathbf{x}_{1it} \beta + \theta v_{2it} + (c_{1i} - \theta a_{2i}) + e_{1it} \geq 0]
= 1[\mathbf{x}_{1it} \beta + \theta v_{2it} + c_{0i} + e_{1it} \geq 0], \tag{9}
\]

where \( t = 1, \ldots, T, \mathbf{x}_{1it} = (z_{1it}, y_{2it}, y_{1i,t-1}), \beta = (\beta'_1, \beta'_2, \rho)'t, \) and \( c_{0i} = c_{1i} - \theta a_{2i} \) is a composite unobserved effect. Since we assume that \( u_{2it} \) is normally distributed, we assume that \( D(y_{2it}|z_i,a_{2i}) \) is normal and \( y_{2it} \) should have characteristics of a normal random variable. Thus, the assumption of normality of \( u_{2it} \) potentially limits the applicability of our approach, since it rules out endogenous regressors that are discrete or have severely limited support. In the application we present in Section 3 below, \( y_{2it} \) will be the share of registered long-term village residents who are employed as migrants outside the village and the support for this variable will be comfortably within the \([0,1]\) interval. Thus, the above assumptions are plausible in our application.\(^8\)

Since the unobserved effect \( c_{0i} \) is present in equation (9), we should consider the relation between the unobserved effect \( c_{0i} \) and the explanatory variables in equation (9). Importantly, the composite unobserved effect \( c_{0i} \) is a function of \( v_{2it} \), where \( t = 1, \ldots, T, \) by construction:

\[ c_{0i} = c_{1i} - \theta a_{2i} = c_{1i} - \theta(v_{2it} - u_{2it}), t = 1, \ldots, T. \]

Thus, in order to obtain consistent estimates of the parameters from equation (9), we must take into account the relation between \( c_{0i} \) and \( v_{2it} \) in different time periods. Similar to our modeling of the unobserved heterogeneity in the reduced form equation for \( y_{2it} \), here we are also flexible when choosing the exact functional form for the unobserved heterogeneity \( c_{0i} \). In particular, we can consider the two popular options we discussed above: the Mundlak and Chamberlain specifications with respect to the sequence of the reduced form composite errors in all time periods, \( v_{2i} \).

\(^8\)Generally, when a probit model contains a binary endogenous regressor, full maximum likelihood estimation of the bivariate probit model of interest can be used instead of a two-stage CF approach. Traditional two stage least square estimates of a corresponding linear model of interest can provide another option for approximating the average partial effects.
First, we use a “pure” random effects approach:

**Assumption 5.A:** Assume the composite unobserved heterogeneity, \( c_{0i} \), is independent of \( y_{0i} \) and \( z_i \), but not of \( v_{2i} \), or

\[
c_{0i} | z_i, y_{1i0}, v_{2i} \sim \text{Normal}(\alpha_0 \bar{v}_{2i}, \sigma_{a_1}^2),
\]

where \( v_{2i} = (v_{2i1}, v_{2i2}, \ldots, v_{2iT}) \), and \( \bar{v}_{2i} = \frac{1}{T} \sum_{t=1}^{T} v_{2it} \).

Note that under Assumption 5.A we can write \( c_{0i} = \alpha_0 \bar{v}_{2i} + a_{1i} \), where \( a_{1i} | z_i, y_{1i0}, v_{2i} \sim \text{Normal}(0, \sigma_{a_1}^2) \). Under the “pure” random effects approach we assume that the composite unobserved effect, \( c_{0i} \), is independent of the initial condition, \( y_{1i0} \) (as well as \( z_i \)’s). Thus, we might find it reasonable to think that \( v_{2it} \)’s in different time periods have equal impacts on \( c_{0i} \). In other words, since the initial condition \( y_{1i0} \) is independent of the unobservable \( c_{0i} \), we might think that correlation between the unobservable \( c_{0i} \) and endogenous regressor \( y_{2it} \) is the same in all time periods. Consequently, we employ \( \bar{v}_{2i} \) as a sufficient statistic for describing the relation between \( c_{0i} \) and \( v_{2it} \)’s in different time periods.

Then, under Assumptions 1-4 and 5.A, we rewrite equation (9) as

\[
y_{1it} = 1[x_{1it} \beta + \theta \hat{v}_{2it} + \alpha_0 \bar{v}_{2i} + a_{1i} + e_{1it} \geq 0],
\]

which leads to a simple two-step estimation procedure for the model of our interest:

**Procedure 2.1:**

(i) Estimate the reduced form (6) for \( y_{2it} \) using pooled OLS. Obtain the residuals, \( \hat{v}_{2it} \), for all \( (i, t) \) pairs, and calculate \( \bar{v}_{2i} = \frac{1}{T} \sum_{t=1}^{T} \hat{v}_{2it} \) for every \( i \).

(ii) Estimate the probit \( y_{1it} \) on \( x_{1it}, \hat{v}_{2it}, \) and \( \bar{v}_{2i} \) using the conditional MLE.

As Procedure 2.1 suggests, the consistent estimates of \( \beta = \sqrt{\frac{\alpha_0}{\sigma_{a_1}^2 + \sigma_{a_2}^2}} \), \( \theta = \sqrt{\frac{\theta}{\sigma_{a_2}^2 + \sigma_{a_3}^2}} \), and \( \alpha_0 = \sqrt{\frac{\alpha_0}{\sigma_{a_1}^2 + \sigma_{a_3}^2}} \) can be obtained using standard random effects probit software by including \( \bar{v}_{2i} \) in each time period into the list of explanatory variables along with \( x_{1it} \) and \( \hat{v}_{2it} \). Since the second stage employs “generated” regressors involving the first-stage residuals \( \hat{v}_{2it} \)’s, the standard errors in the second stage should be adjusted for the first-stage estimation.
asymptotic standard errors can be obtained, bootstrapping provides a simple easily implementable alternative. We follow Papke and Wooldridge (2008) and rely on bootstrapping in our application.

It is worth pointing out that it is straightforward to extend our approach to models with additional endogenous covariates that are functions of $y_{2it}$. For example, we might be interested in a model that contains $y_{2i}^2$ as an additional regressor. Alternatively, models with interaction terms between $y_{2it}$ and some exogenous regressor(s) or between $y_{2it}$ and the lagged dependent variable are also of relevance in empirical research. These cases can be easily adopted under the above assumptions. Specifically, say, we study a model with the interaction term between $y_{2it}$ and the lagged dependent variable. Then, we modify Procedure 2.1 in the following way. The first stage of Procedure 2.1 stays unchanged, while the second stage involves estimating the probit $y_{1it}$ on $x_{1it}$, $y_{2it}$, $y_{1i,t-1}$, $\hat{v}_{2it}$, and $\hat{v}_{2i}$ using the conditional MLE, where $\hat{v}_{2it}$ are the residuals from the first stage. In other words, the presence of the second endogenous regressor, which is a function of the first endogenous covariate, requires a minor modification of the second stage of our original two-step procedure when only one endogenous explanatory variable is involved. The model with the interaction term between the endogenous covariate and the lagged dependent variable is exactly the model we study in our application.

As we discussed earlier, however, the assumption of independence between the unobserved effect, the initial conditions and the exogenous covariates is often too restrictive. In particular, the “pure” random effects assumption is unrealistic in the context of the application to poverty persistence that we will examine below. For instance, unobserved dimensions of ability are very likely to be related to poverty status not only in the initial period, but also in future periods.

Rather than using a “pure” random effects approach, we build on the dynamic “correlated” random effects model introduced by Wooldridge (2005). Instead of the conditional distribution of $c_{0i}$ in Assumption 5.A, we now employ a “correlated” random effects approach:

**Assumption 5.B:** Assume the composite unobserved heterogeneity, $c_{0i}$, is a determin-
istic function of \( y_{0i}, z_i, \) and \( v_{2i}, \) or

\[
c_{0i|z_i, y_{1i0}, v_{2i}} \sim \text{Normal}(v_{2i}\alpha_0 + z_i\alpha_1 + \alpha_2y_{1i0} + \alpha_1, \sigma^2_{\alpha_1}),
\]

(12)

where \( v_{2i} \) and \( z_i \) are defined above.

Note that Assumption 5.B implies \( c_{0i} = v_{2i}\alpha_0 + z_i\alpha_1 + \alpha_2y_{1i0} + \alpha_1, \) where \( \alpha_1|z_i, y_{1i0}, v_{2i} \sim \text{Normal}(0, \sigma^2_{\alpha_1}). \)

Since now we allow for a nonzero correlation between the composite unobserved effect, \( c_{0i}, \) and the initial condition, \( y_{1i0}, v_{2it} \)’s in different time periods might have different effects on \( c_{0i}. \) Thus, we let \( v_{2it} \)’s from different time periods have unequal “weights” for explaining \( c_{0i}. \) Assumption 5.B extends Chamberlain’s assumption for a static probit model to the dynamic setting. To allow for correlation between \( c_{0i} \) and \( z_i \) and \( y_{1i0}, \) we assume a conditional normal distribution with linear expectation and constant variance. Assumption 5.B is a restrictive assumption since it specifies a distribution for \( c_{0i} \) given \( z_i, y_{1i0}, v_{2i}. \) However, it is an improvement on the “pure” random effects approach in that it allows for some dependence between the unobserved effect and the vector of all explanatory variables across all time periods.

Then, under Assumptions 1-4 and 5.B, we rewrite equation (9) as

\[
y_{1it} = \begin{cases} 1 & \left[x_{1it}\beta + \theta v_{2it} + c_{0i} + e_{1it} \geq 0 \right] \\ 0 & \text{otherwise} \end{cases}
\]

= \begin{cases} 1 & \left[x_{1it}\beta + \theta v_{2it} + v_{2i}\alpha_0 + z_i\alpha_1 + \alpha_2y_{1i0} + a_{1i} + e_{1it} \geq 0 \right] \\ 0 & \text{otherwise} \end{cases},
\]

(13)

which implies the following two-step estimation procedure for the model of our interest:

**Procedure 2.2:**

(i) Estimate the reduced form (6) for \( y_{2it} \) using pooled OLS. Obtain the residuals, \( \hat{v}_{2it}, \) for all \((i, t)\) pairs.

(ii) Estimate the probit \( y_{1it} \) on \( x_{1it}, \hat{v}_{2it}, \hat{v}_{2i}, z_i, \) and \( y_{0i1} \) using the conditional MLE.

Procedure 2.2 suggests that we can consistently estimate \( \beta = \frac{\hat{\theta}}{\sqrt{\sigma^2_{\epsilon} + \sigma^2_{\alpha_1}}} \) and \( \theta = \frac{\hat{\sigma}}{\sqrt{\sigma^2_{\epsilon} + \sigma^2_{\alpha_1}}} \)

along with \( \alpha_0 = \frac{\hat{\alpha_0}}{\sqrt{\sigma^2_{\epsilon} + \sigma^2_{\alpha_1}}}, \alpha_1 = \frac{\hat{\alpha_1}}{\sqrt{\sigma^2_{\epsilon} + \sigma^2_{\alpha_1}}} \) and \( \alpha_2 = \frac{\hat{\alpha_2}}{\sqrt{\sigma^2_{\epsilon} + \sigma^2_{\alpha_1}}} \) using standard random effects.
probit software by including $\hat{v}_{2i}$, $z_i$, and $y_{1i0}$ in each time period into the list of explanatory variables along with $x_{1it}$ and $\hat{v}_{2it}$. Once again, the standard errors in the second stage should be adjusted for the first-stage estimation, and we choose bootstrapping to do so in our application.

2.3 Allowing for Serial Correlation of Errors in the First Stage

If the first stage error, $u_{2it}$, is serially correlated, we must modify our two-step estimating procedure. To be specific, assume $u_{2it}$ follows an AR(1) process: $u_{2it} = \pi u_{2i,t-1} + e_{2it}$, where $e_{2it}$ is a white noise error with $\text{Var}(e_{2it}) = \sigma_{e_2}^2$, and

$$
\text{Cov}(e_{1it}, e_{1it-1}) = \text{Cov}(u_{1it} - \theta u_{2it}, u_{1i,t-1} - \theta u_{2i,t-1})
\quad = \text{Cov}(u_{1it} - \pi \theta u_{2i,t-1} - \theta e_{2it}, u_{1i,t-1} - \theta u_{2i,t-1}) = \pi \theta^2 \text{E}(u_{2i,t-1}^2),
$$

which is more than 0, unless either $\pi = 0$ or $\theta = 0$. Clearly, equation (8) is no longer appropriate and must be modified.

Define the variance-covariance matrix of $v_{2i}$ as $\Omega = \text{E}(v_{2i}'v_{2i})$, a $T \times T$ matrix that we assume to be positive definite. Then,

$$
\Omega = \text{E}(v_{2i}'v_{2i}) = \sigma^2_{2i} j_T j'_T + \sigma^2_2 \begin{pmatrix}
1 & \pi & \pi^2 & \ldots & \pi^{T-2} & \pi^{T-1} \\
\pi & 1 & \pi & \ldots & \pi^{T-3} & \pi^{T-2} \\
\pi^2 & \pi & 1 & \ldots & \pi^{T-4} & \pi^{T-3} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\pi^{T-2} & \pi^{T-3} & \pi^{T-4} & \ldots & 1 & \pi \\
\pi^{T-1} & \pi^{T-2} & \pi^{T-3} & \ldots & \pi & 1
\end{pmatrix},
$$

(14)

where $j_T$ is a $T \times 1$ vector of ones, and $\sigma^2_2 = \frac{\sigma_{e_2}^2}{1-\pi^2}$. We can obtain consistent estimates of the parameters in (14), and use them to transform $v_{2it}$ to $v_{2it}^*$, which we refer to as a first-stage error free of serial correlation. In our application we obtain the transformed residuals $v_{2it}^*$ using the Cochrane-Orcutt transformation after the OLS estimation of the slope coefficient
\( \pi \) from an AR(1) regression of the first-stage residuals \( v_{2it} \).\(^9\) Once we have first-stage errors free of serial correlation, \( v_{2it}^* \), we use the transformation \( u_{2it}^* = v_{2it}^* - a_{2i} \) to adjust equation (8). We can then assume that under joint normality of \((u_{1it}, u_{2it}^*)\),

\[
u_{1it} = u_{2it}^* \theta + e_{1it} = \theta (v_{2it}^* - a_{2i}) + e_{1it}, \tag{15}\]

where \( e_{1it} \) is a serially uncorrelated random term, which is independent of \( z_i \) and \( u_{2it}^* \). Inclusion of \( u_{2it}^* \) instead of \( u_{2it} \) in equation (15) guarantees that \( e_{1it} \) will not be serially correlated. We are then able to write

\[
y_{1it} = 1[x_{1it} \beta + c_{1i} + \theta v_{2it}^* - \theta a_{2i} + e_{1it} \geq 0] = 1[x_{1it} \beta + \theta v_{2it}^* + (c_{1i} - \theta a_{2i}) + e_{1it} \geq 0] = 1[x_{1it} \beta + \theta v_{2it}^* + c_{0i} + e_{1it} \geq 0], \tag{16}\]

where \( t = 1, \ldots, T \), and \( c_{0i} = c_{1i} - \theta a_{2i} \) is a composite unobserved effect.

Based on equation (16), it is straightforward to adjust the two-step estimating procedures discussed in Section 2.2 to account for the presence of the serial correlation in \( u_{2it} \). In particular, under the “correlated” random effects Assumption 4.B, equation (16) can be written as

\[
y_{1it} = 1[x_{1it} \beta + \theta v_{2it}^* + c_{0i} + e_{1it} \geq 0] = 1[x_{1it} \beta + \theta v_{2it}^* + v_{2i} \alpha_0 + z_i \alpha_1 + \alpha_2 y_{1i0} + a_{1i} + e_{1it} \geq 0]. \tag{17}\]

Then, we can estimate the parameters \( \beta, \theta, \alpha_1, \) and \( \alpha_2 \) using standard random effects probit software by including \( \hat{v}_{2i}, z_i, \) and \( y_{1i0} \) in each time period into the list of the explanatory variables along with \( x_{1it} \).

\(^9\)An alternative method for estimating \( \pi, \sigma_{a_2}, \sigma_{\nu_2}, \) and \( \sigma_2^2 \) is the minimum distance estimator, described in detail by Chamberlain (1984). Cappellari (1999) has developed a code that conveniently implements this method in Stata.
2.4 Calculation of Average Partial Effects

To assess the magnitude of state dependence we must calculate the average partial effect (APE) of the lagged dependent variable on its current value. We follow an approach proposed by Wooldridge (2010) to calculate the APEs after our two-step estimation procedure. The APEs, evaluated at any level of covariates $x_{1t}$, can be calculated by taking either differences or derivatives of

$$E[\Phi(x_{1t}/\beta + \theta v_{2it} + v_{2i} + z_i + \alpha_2 y_{1i0})], \ t = 1, ..., T,$$  

(18)

with respect to the elements of $x_{1t}$. Here, variables with a subscript $i$ are random and all others are fixed.

In order to obtain estimates of the parameter values in (18), we appeal to a standard uniform weak law of large numbers argument.\(^{10}\) For any given value of $x_{1t}$ ($x_{1t}^0$), a consistent estimator for expression (18) can be obtained by replacing unknown parameters by consistent estimators:

$$N^{-1} \sum_{i=1}^N \Phi(x_{1t}^\beta \hat{\beta} + \hat{\theta} \hat{v}_{2it} + \hat{v}_{2i} \hat{\alpha}_{0*} + z_i \hat{\alpha}_{1*} + \hat{\alpha}_2 y_{1i0}),$$  

(19)

where $t = 1, ..., T$, the $\hat{v}_{2it}$ are the first-stage pooled OLS residuals from regressing $y_{2it}$ on $z_{it}$, $\hat{v}_{2i} = (\hat{v}_{i1}, \hat{v}_{i2}, ..., \hat{v}_{iT})$, the * subscript denotes multiplication by $\hat{\sigma}^2 = \left(\sigma_{e1}^2 + \sigma_{a1}^2\right)^{-1/2}$, and $\hat{\beta}$, $\hat{\theta}$, $\hat{\alpha}_{0}$, $\hat{\alpha}_{1}$, $\hat{\alpha}_2$, and $\hat{\sigma}^2$ are the conditional MLEs. Note that $\hat{\sigma}^2$ is the usual error variance estimator from the second-stage random effects probit regression of $y_{1it}$ on $x_{1it}$, $\hat{v}_{2it}$, $z_i$, and $y_{1i0}$. One may then employ either a mean value expansion or a bootstrapping approach to obtain asymptotic standard errors. In our application we employ bootstrapping. For each bootstrap sample, we execute the two-step procedure and compute the APEs. Then, we repeat the process to obtain a bootstrap standard error for the APEs.\(^{11}\) We can compute either changes or derivatives of equation (19) with respect to $x_{1t}$ to obtain the APEs of interest.

In common with the adjustment to our estimating procedure, one must also correct the

\(^{10}\)See Wooldridge (2010) for details.

\(^{11}\)See Chapter 12.8.2 in Wooldridge (2010) for more details.
estimated APEs when errors are serially correlated. We obtain the APEs by taking either differences or derivatives of

\[ E[\Phi(x_{1t}\beta + \theta v_{2it}^* + \nu_{2i}\alpha_0 + z_i\alpha_1 + \alpha_2 y_{1i0})], \]  

(20)

where \( t = 1, \ldots, T \). For any given value of \( x_{1t} (x_0^0) \), a consistent estimator of expression (20) is obtained by replacing unknown parameters by consistent estimators:

\[ N^{-1} \sum_{i=1}^{N} \Phi(x_{1i}^0\hat{\beta}_* + \hat{\theta}_*\hat{v}_{2it}^* + \hat{\nu}_{2i}\hat{\alpha}_0 + z_i\hat{\alpha}_1 + \hat{\alpha}_2 y_{1i0}), \]  

(21)

where \( t = 1, \ldots, T \), \( \hat{\nu}_{2it}^* \) is a first stage residual cleaned of serial correlation, where the * subscript denotes multiplication by \( \hat{\sigma}_2^2 = (\hat{\sigma}_1^2 + \hat{\sigma}_a^2)^{-1/2} \), and \( \hat{\beta}_*, \hat{\theta}, \hat{\alpha}_1, \hat{\alpha}_2, \) and \( \hat{\sigma}_2^2 \) are the conditional MLEs. One may then compute derivatives of equation (21) with respect to \( x_{1t} \) to obtain the APEs of interest.

The choice of \( x_{1it} \) is quite arbitrary, and ultimately depends on the empirical interests. Since we observe the covariates, we usually have a good idea of interesting values of \( x_{1t} \) to use for calculation of the APEs. Alternatively, we can average the APEs across the sample \( \{x_{1it} : i = 1, \ldots, N\} \) on \( x_{1t} \). In our application we follow Papke and Wooldridge (2008) and average the partial effects across both time and the cross section.

3 An Application to the Study of Migration and Poverty Persistence in Rural China

When analysts only have access to administrative data on such outcomes as receipt of unemployment benefits or welfare participation, then analysis of persistence in participation or receipt of support is important and requires a binary outcome model (e.g., Adren, 2007; Bane and Ellwood, 1986). The specific application that we examine looks at how migration from villages in rural China affects the likelihood that households will fall into poverty. Use of a dynamic binary response model focuses attention on whether or not a household passes a specific point in the distribution of consumption, or alternatively income (e.g., Biewen,
2009; Hansen and Wahlberg, 2009). By doing this, we address a policy-relevant question of how a treatment, in this case increased migration, affects the likelihood that poor households will remain poor and the likelihood that non-poor households will fall into poverty. We are agnostic as to whether poverty is reduced through direct participation in the migrant labor market, or through indirect general equilibrium effects of out-migration that raise the return to labor in agricultural and other local activities.

Before applying the dynamic binary response model developed above to an analysis of how migration affects poverty status in rural China, we first briefly review the history of rural-urban migration in China and review other evidence on the impacts of migration in migrant sending communities, and introduce the data source that will be used for our analysis. Next, we propose a specific implementation of the dynamic binary response model to an analysis of the impact of migration on the probability that a rural household is poor. We then describe our approach to identifying the migrant networks, which affect the cost of finding migrant employment for village residents.

3.1 Rural-Urban Migration in China

Rapid growth in the volume of rural migrants moving to urban areas for work during the 1990s signalled a fundamental change in China’s labor market. Estimates using the one percent sample from the 1990 and 2000 rounds of the Population Census and the 1995 one percent population survey suggest that the inter-county migrant population grew from just over 20 million in 1990 to 45 million in 1995 and 79 million by 2000 (Liang and Ma, 2004). Surveys conducted by the National Bureau of Statistics (NBS) and the Ministry of Agriculture include more detailed retrospective information on past short-term migration, and suggest even higher levels of labor migration than those reported in the census (Cai, Park and Zhao, 2008).

Before labor mobility restrictions were relaxed, households in remote regions of rural China faced low returns to local economic activity, reinforcing geographic poverty traps (Jalan and Ravallion, 2002). A considerable body of descriptive evidence related to the growth of migration in China raises the possibility that migrant opportunity may be an important mechanism for poverty reduction. Studies of the impact of migration on migrant
households suggest that migration is associated with higher incomes (Taylor, Rozelle and de Brauw, 2003; Du, Park, and Wang, 2006), facilitates risk-coping and risk-management (Giles, 2006; Giles and Yoo, 2007), and is associated with higher levels of local investment in productive activities (Zhao, 2003).

The use of migrant networks and employment referral in urban areas are important dimensions of China’s rural-urban migration experience. Rozelle et al (1999) emphasize that villages with more migrants in 1988 experienced more rapid migration growth by 1995. Zhao (2003) shows that number of early migrants from a village is correlated with the probability that an individual with no prior migration experience will choose to participate in the migrant labor market. Meng (2000) further suggests that variation in the size of migrant flows to different destinations can be partially explained by the size of the existing migrant population in potential destinations.\(^\text{12}\)

### 3.2 The RCRE Household Survey

The primary data sources used for our analyses are the village and household surveys conducted by the Research Center for Rural Economy at China’s Ministry of Agriculture from 1986 through the 2003 survey year. We use data from 90 villages in eight provinces (Anhui, Jilin, Jiangsu, Henan, Hunan, Shanxi, Sichuan and Zhejiang) that were surveyed over the 17-year period, with an average of 6305 households surveyed per year. Depending on village size, between 40 and 120 households were randomly surveyed in each village.

The RCRE household survey enumerates detailed household-level information on incomes and expenditures, education, labor supply, asset ownership, land holdings, savings, formal and informal access to credit, and remittances.\(^\text{13}\) In common with the National Bureau of Statistics (NBS) *Rural Household Survey*, respondent households keep daily diaries of

\(^\text{12}\)Referral through one’s social network is a common method of job search in both the developing and developed world. Carrington, Detragiache, and Vishnawath (1996) explicitly show that in a model of migration, moving costs can decline with the number of migrants over time, even if wage differentials narrow between source communities and destinations. Survey-based evidence suggests that roughly 50 percent of new jobs in the US are found through referrals facilitated by social networks (Montgomery, 1991). In a study of Mexican migrants in the US, Munshi (2003) shows that having more migrants from one’s own village living in the same city increases the likelihood of employment.

\(^\text{13}\)One shortcoming of the survey is the lack of individual-level information. However, we know the numbers of working-age adults and dependents, as well as the gender composition of household members.
income and expenditure, and a resident administrator living in the county seat visits with households once a month to collect information from the diaries.

Our measure of consumption includes nondurable goods expenditure plus an imputed flow of services from household durable goods and housing. In order to convert the stock of durables into a flow of consumption services, we assume that current and past investments in housing are “consumed” over a 20-year period and that investments in durable goods are consumed over a period of 7 years.\textsuperscript{14} We also annually “inflate” the value of the stock of durables to reflect the increase in durable goods’ prices over the period. Finally, we deflate all income and expenditure data to 1986 prices using the NBS rural consumer price index for each province.

There has been some debate over the representativeness of both the RCRE and NBS surveys, and concern over differences between trends in poverty and inequality in the NBS and RCRE surveys. These issues are reviewed extensively in Appendix B of Benjamin et al (2005), but it is worth summarizing some of their findings here. First, when comparing cross sections of the NBS and RCRE surveys with overlapping years from cross sectional surveys not using a diary method, it is apparent that some high and low income households are under-represented.\textsuperscript{15} Poorer illiterate households are likely to be under-represented because enumerators find it difficult to implement and monitor the diary-based survey, and refusal rates are likely to be high among affluent households who find the diary reporting method a costly use of their time. Second, much of the difference between levels and trends from the NBS and RCRE surveys can be explained by differences in the valuation of home-produced grain and treatment of taxes and fees.

### 3.3 Migration and Poverty

One of the benefits of the accompanying village survey is a question asked each year of village leaders about the number of registered village residents working and living outside their villages.

\textsuperscript{14}Our approach to valuing consumption follows the suggestions of Chen and Ravallion (1996) for the NBS Rural Household Survey, and is explained in more detail in Appendix A of Benjamin et al. (2005).

\textsuperscript{15}The cross-sections used were the rural samples of the 1993, 1997 and 2000 China Health and Nutrition Survey (CHNS) and a survey conducted in 2000 by the Center for Chinese Agricultural Policy (CCAP) with Scott Rozelle (UC Davis) and Loren Brandt (University of Toronto).
the village. In our analysis, we consider all registered residents working outside their home county to be migrants.\textsuperscript{16} Both the tremendous increase in migration from 1987 onward and heterogeneity across villages are evident in Figure 1. In 1987 an average of 3 percent of working age laborers in RCRE villages were working outside of their home villages, which rose steadily to 23 percent by 2003. Moreover, we observe considerable variability in the share of working age laborers working as migrants. Whereas some villages still had a small share of legal village residents employed as migrants, more than 50 percent of working age adults from other villages were employed outside of home villages by 2003.

In other research using this data source, de Brauw and Giles (2008) use linear dynamic panel data methods with continuous regressors to demonstrate a robust relationship between the reduction of obstacles to rural-urban migration and household consumption growth. While one might suspect that the non-poor, who have sufficiently high human capital and other dimensions of ability, may benefit most from reductions in barriers to migration, general equilibrium effects of out-migration may lead to greater specialization of households in villages and this may have benefits for the poor. In particular, de Brauw and Giles demonstrate that households at the lower end of the consumption distribution tend to expand both labor supply to productive activities and the land per capita cultivated by their households than do richer households when out-migration increases. This raises the prospect that migration may be causally related to poverty reduction within rural communities as well.

Changes in the village poverty headcount are negatively associated with the change in the number of out-migrants, suggesting that poverty declines with increased out-migration (Figure 2). Nonlinearities in the bivariate relationship are evident in the non-parametric lowess plot of the relationship. Whether obvious non-linearities are related to the simultaneity of shocks and increases in out-migration and poverty for some villages or the simple fact that we have not controlled for other characteristics of villages, establishing a relationship between migration and increased poverty within villages is likely to require an analytical approach that eliminates endogeneity bias due to simultaneity and potential sources of unobserved heterogeneity.

\textsuperscript{16}From follow up interviews with village leaders, it is apparent that registered residents living outside the county are unlikely to be commuters and generally live and work outside the village for more than six months of the year.
3.4 Estimating the Impact of Migrant Labor Markets on Poverty Persistence

We will estimate the dynamic binary outcome model for the likelihood that a household $i$ from village $j$ falls below the poverty line at time $t$:

$$pov_{it} = 1[\beta_1 pov_{it-1} + \beta_2 (M_{jt}^i * pov_{it-1}) + \beta_3 M_{jt}^i + X_{it}' \alpha_1 + \alpha_2 lpc_{it} + D_t + u_i + v_j * t_t + \varepsilon_{it} \geq 0], \quad (22)$$

where $pov_{it}$ is a binary indicator for whether the household is poor in year $t$. Current poverty status will be affected by poverty status in the prior period, $pov_{it-1}$, the size of the migrant network from village $j$ through which the household $i$ may be able to obtain a job referral, $M_{jt}^i$, a vector of household demographic and human capital characteristics, $X_{it}$, household land per capita, $lpc_{it}$, and year dummies to control for macroeconomic shocks, $D_t$. We will be concerned about the possibility that an unobserved household effect, $u_i$, may be systematically related to the size of the household’s migrant network, to other covariates, and to household poverty status, and thus introduce endogeneity concerns. Since village fixed effects are at a higher level of aggregation than household fixed effects, when controlling for household fixed effects, we also effectively control for fixed effects associated with the village in which households are located. Further, we will be concerned that there may be village-specific trends, $v_j * t_t$, related to underlying endowments and initial conditions that also have an impact on household poverty status. The error term, $\varepsilon_{it}$, may be serially correlated, and we are concerned that shocks in the error term may also be systematically related to the size of the migrant network, $M_{jt}^i$, and to the possibility of falling into poverty, and thus contribute an additional source of endogeneity.

From the model specified in (22), we are particularly interested in identifying the coefficients on $pov_{it-1}$, $M_{jt}^i$ and $M_{jt}^i * pov_{it-1}$. The coefficients on $pov_{it-1}$ and $M_{jt}^i * pov_{it-1}$ allow us to gauge the importance of persistence in the probability that a household is poor, and the impact of access to migrant employment opportunities through the migrant network on poverty persistence. $\beta_3$, the coefficient on $M_{jt}^i$, allows us to determine the impact of the migrant network on the probability that a household will fall into poverty.

The specification shown in (22) may have additional sources of endogeneity if we be-
lieve that household demographic and human capital variables in $\mathbf{X}_{it}$, or land per capita, $lpc_{it}$, vary with unobserved shocks in period $t$ or $t-1$. We address the possible concern over endogenous household composition by using household demographic and human capital variables for the legal long-term registered residents of households. While household size may vary somewhat with shocks as individuals move in and out of the household for the purpose of finding temporary work elsewhere, such variations do not show up in registered household membership. Long-term membership only changes when households split with such events as marriage or legal change of residence to another location. Land managed by the household may also vary with shocks. Land markets in rural China do not function well: land cannot be bought and sold, and only in the last few years have farmers gained the right to explicitly transfer land. Instead land is allocated by village leaders, and reallocated or adjusted among households within village small groups if a household is judged to have too little land to support itself. Nonetheless, there is some possibility that reallocation may be related to shocks that occur in period $t$ or $t-1$ that may also be systematically related to poverty status and the migrant network size.\footnote{Wooldridge (2002) shows that when the assumption of strict exogeneity of the regressors fails in the context of the standard FE estimation the inconsistency of the instrument is of order $T^{-1}$.} We thus use the period $t-2$ value of land per capita and estimate:

$$pov_{it} = 1[\beta_1 pov_{i,t-1} + \beta_2 (M^t_{jt}*pov_{i,t-1}) + \beta_3 M_{jt} + \mathbf{X}'_i \alpha_2 + \alpha_2 lpc_{i,t-2} + D_t + u_i + v_j * t_t + \varepsilon_{it} \geq 0] \quad (23)$$

One remaining issue is that we do not perfectly observe the network $M^t_{jt}$ through which household $i$ may use for job referrals. Instead, we observe the share of registered long-term village residents who are employed as migrants outside the village in a particular year, or $M_{jt}$. The true migrant network may include former legal registered residents who have now changed their long-term residence status, implying that the actual potential network is larger. Alternatively, the household may not be familiar with all of the village out-migrants, and thus the actual network through which a household may seek referrals may be smaller. Thus, we will estimate:

$$pov_{it} = 1[\beta_1 pov_{i,t-1} + \beta_2 (M_{jt}*pov_{i,t-1}) + \beta_3 M_{jt} + \mathbf{X}'_i \alpha_1 + \alpha_2 lpc_{i,t-2} + D_t + u_i + v_j * t_t + \varepsilon_{it} \geq 0] \quad (24)$$
In our identification strategy below, we will instrument the endogenous share of village out-migrants, $M_{jt}$, with village level instruments, identifying the size of the village migrant labor force, interacted with period $t-2$ lagged land per capita, $lpc_{jt-2}$, in order to allow for differences in the effective value of the village migrant network for households with different amounts of land.

### 3.5 Identifying the Migrant Network

To identify the village migrant network, we make use of two policy changes that, working together, affect the strength of migrant networks outside home counties but are plausibly unrelated to consumption growth. First, a new national ID card (shenfen zheng) was introduced in 1984. While urban residents received IDs in 1984, residents of most rural counties did not receive them immediately. In 1988, a reform of the residential registration system made it easier for migrants to gain legal temporary residence in cities, but a national ID card was necessary to obtain a temporary residence permit (Mallee, 1995). While some rural counties made national IDs available to rural residents as early as 1984, others distributed them in 1988, and still others did not issue IDs until several years later. The RCRE follow-up survey asked local officials when IDs had actually been issued to rural residents of the county. In our sample, 41 of the 90 counties issued cards in 1988, but cards were issued as early as 1984 in three counties and as late as 1997 in one county. It is important to note that IDs were not necessary for migration, and large numbers of migrants live in cities without legal temporary residence cards. However, migrants with temporary residence cards have a more secure position in the destination community, hold better jobs, and would thus plausibly make up part of a longer-term migrant network in migrant destinations. Thus, ID distribution had two effects after the 1988 residential registration (hukou) reform. First, the costs of migrating to a city should fall after IDs became available. Second, if the quality of the migrant network improves with the years since IDs are available, then the costs of finding migrant employment should continue to fall over time.

As a result, the size of the migrant network should be a function of both whether or not cards have been issued and the time since cards have been issued in the village. Given that the size of the potential network has an upper bound, we expect the years-since-IDs-issued to
have a non-linear relationship with the size of the migrant labor force and we expect growth in the migrant network to decline after initially increasing with distribution of IDs. In Figure 2, we show a lowess plot of the relationship between years since IDs were distributed and the number of migrants from the village from year $t-1$ to $t$. Note the sharp increase in migrants from the time that IDs are distributed and then a slowing of the increase over time (which would imply an even slower growth rate). This pattern suggests non-linearity in the relationship between ID distribution and new participants in the village migrant labor force. We thus specify our instrument as a dummy variable indicating that IDs had been issued interacted with the years since they had been issued, and then experimented with quadratic, cubic and quartic functions of years-since-IDs-issued. We settle on the quartic function for our instruments because, as we show below, it fits the pattern of expanding migrant networks better than the quadratic or the cubic functions.

Since ID distribution was the responsibility of county level offices of the Ministry of Civil Affairs, which are distinctly separate from agencies involved in setting policies affecting land, credit, taxation and poverty alleviation (the Ministry of Agriculture and Ministry of Finance handle most decisions that affect these policies at the local level), it is plausible that ID distribution is not be systematically related to unobservable policy decisions with more direct relationship to household consumption. Ideally, a policy would exist that was randomly implemented, affecting the ability to migrate from some counties but not others. As the differential timing of the distribution of ID cards was not random, we must be concerned that counties with specific characteristics or that followed specific policies were singled out to receive ID cards earlier than other counties, or that features of counties receiving IDs earlier are systematically correlated with other policies affecting consumption growth. These counties, one might argue, were “allowed” to build up migrant networks faster than others.

In two earlier papers, de Brauw and Giles (2008a and 2008b) address several possible concerns with use of the years-since-IDs quartic as instruments for the size of the village migrant labor force. They first show that timing of ID distribution appears to be related to remoteness of the village, but not systematically related to village policies that may affect consumption growth, with village administrative capacity, or with the demand for IDs within the village. They thus argue in favor of including a village fixed effect to control for features
of the local county which may have affected timing of ID distribution, and then identify the size of the village migrant labor force off of non-linearities in the time that it requires for migrant networks to build up.

In this paper, we identify the village migrant network by further interacting the quartic in years-since IDs with land per capita held by households in period $t - 2$. Why might we expect that interacting with $lp_{ct_{t-2}}$ might achieve this? We believe that the land per capita managed by households will likely pick up a dimension of proximity of different households within the village. Within villages in rural China, households are separated into smaller units of roughly 20 households known as village small groups (cun xiaozu), which were referred to as production teams during the Maoist period. These households are located in clusters and will have closer relationships with one another than with households of other small groups. Moreover, property rights to land in rural China typically reside with the small group, not with the village. Thus, when land reallocations take place they typically take place within but not across small groups. Small groups make more frequent small adjustments to household land as the land per capita available starts to become unequal with differential changes in household structure across households within the small group, but there is much less flexibility in making adjustments across small groups. As a result, much of the variability of land per capita within villages occurs across small groups.\footnote{We do not know village small group membership in the RCRE survey prior to 2003 when a new survey instrument was introduced. If we regress land per capita on village dummy variables in 2003, we obtain an R-Squared of 0.503, while if we run a regression of land per capita on small group dummy variables, we obtain an R-Squared of 0.616. A Lagrange Multiplier test for whether the small group effects add anything significant over the village effects, which is effectively a test of whether small group coefficients are constant within villages, yields an LM statistic of 310.67, which has a p-value of 0.0000.} Interacting a village level instrument for the migrant network with land per capita will allow the importance of $M_{jt}$ to vary across households, and much of the difference across households occurs because of unobserved differences in the small groups in which they reside and from which migrants refer to as home.\footnote{Regressing a dependent variable (such as the endogeneous village-level measure of migration) on independent variables at a lower level of aggregation is not new in empirical research. A recent paper by Olken (2009), for example, estimates such a model using cross-sectional data looking at how the number of channels (measured at the sub-district level) vary with village characteristics (which are at a lower level of aggregation).}

As period $t - 2$ lagged land per capita appears as an exogenous regressor and is also
interacted with the quartic in years since IDs were distributed in the first stage, our estimation approach must also eliminate bias introduced through likely serial correlation of the error term in the first stage regression. To this end, it is important to note that our two-step estimation procedure developed in Section 2 above allows for serial correlation of first-stage errors.

4 Results

Before estimating equation (24), we establish that our instruments are significantly related to the migrant share of the village labor force. We estimate the relationship as a quadratic, cubic, and quartic function of the years since IDs were issued each interacted with period \(t − 2\) land per capita. These results are reported in columns (1)–(3) of Table 2 for odd years from 1989 till 2001.\(^{20}\) We find a strong relationship between our instruments and the size of the migrant network for each specification. For the remainder of our estimation we favor the quartic function interacted with \(t − 2\) land per capita for two reasons. First, the effects of ID card distribution on the migration network can be determined more flexibly when we use the quartic specification. Secondly, the partial \(R^2\) increases slightly from the quadratic to the quartic for the both samples we consider. After controlling for the household characteristics, the instruments have jointly significant effects on the share of migrants with an F-statistic of 44.62 for the 1989 to 2001 sample.

We next proceed to estimate model (24), but first treat migration as exogenous and show results for both linear probability and probit implementations in Table 3. In all four specifications, we observe a positive association between migrant share of the village and probability that a household is below the poverty line, and this reflects the response of households to short-term shocks and the simultaneity between short-term migration and consumption decisions. Given the descriptive evidence shown in Figure 2, it is unsurprising to find that short-term increases in the poverty headcount will be correlated with year to year changes in the share of migrants from the village. The positive relationship suggests

\(^{20}\)Since the RCRE survey was not conducted in 1992 and 1994, we estimate the dynamic model with two-year spacing from 1989 to 2001.
that migration is truly endogenous and suggests the need for an estimation strategy that allows for identification in a dynamic binary response model where there are endogenous regressors. When we introduce the years-since IDs instrument, which is shown elsewhere to be unrelated to short-term fluctuations in the local economy (de Brauw and Giles, 2008a and 2008b), we can identify the longer term relationship between growth of the migrant labor market and the probability that a household will fall below the poverty line.

In Table 4, we report the control function (CF) estimation results based on the “pure” random effects and “correlated” random effects approaches.\textsuperscript{21} For the purposes of comparison, we also estimate model (24) using a naive linear probability model (LPM). As one might expect, the coefficients on lagged poverty status are significant and positive, indicating a strong persistence in poverty status, both in the pure random effects approach shown in columns (1) and (3) and in the correlated random effects models shown in columns (2) and (4). The decline in the value of the coefficient on lagged poverty status between pure and correlated random effects models, (1) and (2) for linear probability models and (3) and (4) for the dynamic probit models, suggests that unobserved heterogeneity associated with poverty status introduces considerable upward bias in estimates of poverty persistence. Estimates of poverty persistence using either a dynamic linear probability model or the dynamic probit would lead the researcher to overstate the importance of chronic, persistent poverty. The significant coefficient on the initial value of poverty status in the correlated random effects models suggests a substantial correlation between unobserved effects and the initial condition.

Once we instrument for migrant share of the registered village population, and thus control for simultaneity bias introduced through shocks to the local economy, we find that the migrant labor market is negatively associated with the probability of falling into poverty.\textsuperscript{22}

\textsuperscript{21}When applying the CF approach, we detect serial correlation in the first-stage residuals (p-value = 0.000). Thus, on the second stage, we use the first-stage residuals free of serial correlation. To obtain the latter, we first estimate the slope coefficient from an AR(1) regression of the first-stage residuals using OLS. Second, knowing the consistent slope estimate, we employ the Cochrane-Orcutt transformation to get the residuals free of serial correlation.

\textsuperscript{22}We employ the Hausman test for endogeneity to formally assess the need to control for endogeneity of migration share. The \textit{t}-statistic for the significance of the first-stage residuals in the pure RE probit model is 3.08 with p-value of 0.002, which suggests there is enough evidence to reject the null hypothesis that the share of village out-migrants is exogenous. For the correlated RE probit, the \textit{t}-statistic for the first-stage residuals is 2.93 with p-value of 0.003. Thus, for the correlated RE model, we also reject the null hypothesis.
Moreover, the coefficient on the interaction of village migrant share and lagged poverty status suggests that the magnitude of the effect of migration on poverty reduction is greater among households who were poor in the previous period, and thus migration reduces poverty persistence even more than it reduces the likelihood that the non-poor will fall into poverty. This result is consistent with de Brauw and Giles (2008a), who find that in a linear panel data framework, households with lower levels of prior consumption tend to experience more rapid consumption growth with increased out-migration from rural villages.

In order to examine the effect of migration on poverty persistence, we calculate the average partial effects (APEs) and show the estimates in Table 5. Mostly, we report the APEs averaged across both the cross section of the covariates and time. However, due to the presence of the interaction term, the calculation of two APEs – the APE of the migrant share and the APE of the lagged poverty status – requires extra care. Specifically, we obtain the APE of the migrant share for the following three possibilities: (1) when the lagged poverty status equals zero for all households; (2) when the lagged poverty status equals one for all households; and (3) when we average the APE of the migrant share across the observed values of the lagged poverty status in our sample. Rows two-four of Table 5 contain these results. Further, the APE of the lagged poverty status reported in the first row of Table 5 is averaged across the observed values of the migrant share in the sample.

The APEs calculated using the correlated random effects dynamic probit approach (models 3 and 4) are generally smaller than those calculated using the linear probability model (models 1 and 2). The naive LPM approach, which is often preferred as a means of avoiding dynamic nonlinear models, will lead us to conclude that migration has a more pronounced impact on poverty reduction than one finds using the correlated random effects probit model. Again the consequences of ignoring unobserved heterogeneity in the dynamic binary response model are of considerable interest. Failure to control for unobserved heterogeneity in the pure random effects model would lead us to overstate the effects of previous period poverty status on current poverty and understate the effect of the migrant labor market in contributing to reductions in the probability that a household would fall below the poverty line. For those households living above the poverty line, the correlated random effects CF estimate of that the share of migrants is exogenous.
the APE (model 4) suggests that a one percentage point increase in the share of village residents working as migrants would reduce the probability of falling into poverty by about 3.2 percentage points. For those already below the poverty line, the correlated random effects CF estimate of the APE shows that a one percentage point increase in the village migrant share will reduce the probability of remaining in poverty by 3.5 percentage points.

5 Conclusions

In this paper, we have developed a dynamic binary response panel data model that allows for an endogenous regressor. The control function approach which we implement is of particular value for settings in which one wants to estimate the effects of a treatment which is also endogenous. Our empirical example demonstrates that alleviating an omitted variables bias can lead to estimated effects that are larger in absolute value when we allow for the correlation between unobserved heterogeneity, initial conditions and exogenous variables.

We apply the model to examine the impact of rural-urban migration on the likelihood that households in rural China fall below the poverty line. Our application demonstrates that migration is important both for reducing the likelihood that households remain in poverty or fall into poverty if they were not poor in the previous period. From this specific application, we show that failing to adequately control for unobserved heterogeneity in non-linear dynamic panel data models will introduce substantial bias to parameter estimates. In particular, failure to control for unobserved heterogeneity would lead us to overstate the persistence of poverty and to understate the role that migration plays in poverty reduction.

Apart from analyzing the effects of migration on a binary outcome, our application suggests that there may be many other settings in which the correlated random effects control function approach may improve an existing analytical approaches. In any analysis aiming to examine how a new program affects persistence of a state, one may be concerned that unobserved heterogeneity will lead to upward bias in estimates of the effect of the initial state. Moreover, as program participation, or take-up, may be endogenous, the analyst will need to worry about this source of bias as well. The empirical strategy developed in Section 2 offers a parametric solution to the more general problem of identifying the impact of an
endogenous treatment in a dynamic binary response model.
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Figure 1
Share of Village Labor Force Employed as Migrants By Year

Figure 2
Change in Poverty Headcount Versus Change in Number of Migrants

Figure 3
Change in Out-Migrants in Village Labor Force Versus Years-Since-IDs were Distributed

Table 1. Household and Village Characteristics

<table>
<thead>
<tr>
<th></th>
<th>Odd Years from 1989 to 2001</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs.</td>
<td>Full Sample</td>
<td>Obs.</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>Household Poverty Status</td>
<td>mean</td>
<td>42453</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>Household Income per Capita</td>
<td>mean</td>
<td>42447</td>
<td>721.4</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>649.3</td>
<td></td>
</tr>
<tr>
<td>Household Consumption per Capita</td>
<td>mean</td>
<td>42453</td>
<td>521.9</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>376.1</td>
<td></td>
</tr>
<tr>
<td>Number of Household Members</td>
<td>mean</td>
<td>42491</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Number of Prime Age Household Laborers</td>
<td>mean</td>
<td>42491</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>Household Land per Capita</td>
<td>mean</td>
<td>42453</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Household Average Years of Education</td>
<td>mean</td>
<td>41658</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Household Share of Females</td>
<td>mean</td>
<td>41659</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>Share of Migrants from the Village</td>
<td>mean</td>
<td>42491</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Year of ID Distribution in a Village</td>
<td>mean</td>
<td>41814</td>
<td>1988.0</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>Years Since ID was Issued in a Village</td>
<td>mean</td>
<td>41814</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>st. dev.</td>
<td>4.5</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Consumption and income per capita are reported in 1986 RMB Yuan.
Table 2. What Factors Determine the Size of the Village Migrant Network?
First-Stage Regressions

<table>
<thead>
<tr>
<th>Model</th>
<th>Dependent Variable: Village Migrant Share</th>
<th>Odd Years from 1989 to 2001</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Household Population</td>
<td>-0.0003</td>
<td>-0.0003</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.0003)</td>
</tr>
<tr>
<td>Number of Working Age Laborers in the Household</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0004)</td>
</tr>
<tr>
<td>Land Per Capita (_t-2)</td>
<td>-0.0040***</td>
<td>-0.0036***</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0005)</td>
</tr>
<tr>
<td>Average Years of Education</td>
<td>-0.0006***</td>
<td>-0.0006***</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>Female Share of the Household</td>
<td>-0.0011</td>
<td>-0.0011</td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.0015)</td>
</tr>
<tr>
<td>(Years-Since-IDs Available) * (Land Per Capita (_t-2))</td>
<td>0.0008***</td>
<td>0.0006***</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>(Years-Since-IDs Available)** (^2) * (Land Per Capita (_t-2))</td>
<td>-0.0000***</td>
<td>-0.0000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>(Years-Since-IDs Available)** (^3) * (Land Per Capita (_t-2))</td>
<td>-0.0000</td>
<td>-0.0000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>(Years-Since-IDs Available)** (^4) * (Land Per Capita (_t-2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>22422</td>
<td>22422</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>F-Statistic on IVs with Averages</td>
<td>62.51</td>
<td>58.11</td>
</tr>
<tr>
<td>F-Statistic on IVs w/o Averages</td>
<td>46.04</td>
<td>31.60</td>
</tr>
<tr>
<td>Partial R(^2), IVs with Averages</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Partial R(^2), IVs w/o Averages</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Notes: In parenthesis we show fully robust standard errors [*** p<0.01, ** p<0.05, * p<0.1]. All regressions include time averages of the explanatory variables, year dummies, and interactions between village dummies and time trend.
Table 3. Estimating Determinants of Poverty Status with Migrant Share Treated as Exogenous

<table>
<thead>
<tr>
<th>Model</th>
<th>Pure RE (1)</th>
<th>Correlated RE (2)</th>
<th>Pure RE (3)</th>
<th>Correlated RE (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag Poverty Status</td>
<td>0.390***</td>
<td>0.339***</td>
<td>1.045***</td>
<td>0.794***</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.013)</td>
<td>(0.041)</td>
<td>(0.048)</td>
</tr>
<tr>
<td>Village Migrant Share Interacted with and Lag Poverty Status</td>
<td>-0.974***</td>
<td>-0.767***</td>
<td>-2.356***</td>
<td>-1.654***</td>
</tr>
<tr>
<td></td>
<td>(0.134)</td>
<td>(0.132)</td>
<td>(0.465)</td>
<td>(0.484)</td>
</tr>
<tr>
<td>Village Migrant Share</td>
<td>0.285***</td>
<td>0.221***</td>
<td>1.476***</td>
<td>1.233**</td>
</tr>
<tr>
<td></td>
<td>(0.076)</td>
<td>(0.074)</td>
<td>(0.519)</td>
<td>(0.543)</td>
</tr>
<tr>
<td>Number of Household Members</td>
<td>0.046***</td>
<td>0.057***</td>
<td>0.257***</td>
<td>0.371***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.004)</td>
<td>(0.014)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>Number of Prime Age Household Laborers</td>
<td>-0.023***</td>
<td>-0.024***</td>
<td>-0.127**</td>
<td>-0.147***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.017)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>Second Lag of Land per Capita</td>
<td>-0.002</td>
<td>0.000</td>
<td>-0.034*</td>
<td>-0.027</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.018)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>Average Years of Education</td>
<td>-0.007***</td>
<td>0.000</td>
<td>-0.042***</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.006)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Share of Females</td>
<td>-0.053***</td>
<td>-0.006</td>
<td>-0.293***</td>
<td>-0.028</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.015)</td>
<td>(0.068)</td>
<td>(0.093)</td>
</tr>
<tr>
<td>Dependent Variable in 1989</td>
<td>0.090***</td>
<td></td>
<td>0.508***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td></td>
<td>(0.047)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>22422</td>
<td>22422</td>
<td>22422</td>
<td>22422</td>
</tr>
<tr>
<td>Number of households</td>
<td>3737</td>
<td>3737</td>
<td>3737</td>
<td>3737</td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.35</td>
<td>0.36</td>
<td>0.35</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Notes: In parenthesis we show fully robust standard errors [*** p<0.01, ** p<0.05, * p<0.1]. All regressions include the explanatory variables in each year, year dummies, and interactions between village dummies and time trend.
Table 4. Estimating Determinants of Poverty Status with Endogenous Share of Migrants

Second-Stage Regressions

<table>
<thead>
<tr>
<th>Model</th>
<th>Dependent Variable: Poverty Status</th>
<th>Linear Probability Model</th>
<th>Control Function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pure RE</td>
<td>Correlated RE</td>
</tr>
<tr>
<td>Lag Poverty Status</td>
<td>0.391***</td>
<td>0.335***</td>
<td>1.046***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.013)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Village Migrant Share Interacted with and Lag Poverty Status</td>
<td>-0.994***</td>
<td>-0.784***</td>
<td>-2.443***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.128)</td>
<td>(0.125)</td>
</tr>
<tr>
<td>Village Migrant Share</td>
<td>-2.628***</td>
<td>-3.955***</td>
<td>-12.201**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.833)</td>
<td>(1.039)</td>
</tr>
<tr>
<td>Number of Household Members</td>
<td>0.047***</td>
<td>0.057***</td>
<td>0.261***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Number of Prime Age Household Laborers</td>
<td>-0.023***</td>
<td>-0.023***</td>
<td>-0.125***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.003)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Second Lag of Land per Capita</td>
<td>-0.006*</td>
<td>-0.001</td>
<td>-0.050*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.003)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Average Years of Education</td>
<td>-0.009***</td>
<td>-0.002</td>
<td>-0.048***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Share of Females</td>
<td>-0.058***</td>
<td>-0.012</td>
<td>-0.312***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.013)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Dependent Variable in 1989</td>
<td>0.086***</td>
<td>0.086***</td>
<td>0.497***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Observations</td>
<td>22422</td>
<td>22422</td>
<td>22422</td>
</tr>
<tr>
<td>Number of households</td>
<td>3737</td>
<td>3737</td>
<td>3737</td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.29</td>
<td>0.32</td>
<td>0.29</td>
</tr>
<tr>
<td>Replications for Bootstrap Errors</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Notes: In parenthesis we show bootstrapped standard errors [*** p<0.01, ** p<0.05, * p<0.1]. All regressions include the explanatory variables in each year, year dummies, and interactions between village dummies and time trend. Regressions (1) and (3) include first stage residuals free of serial-correlation and their time averages. Regressions (2) and (4) include first stage residuals free of serial-correlation and residuals from the first stage in each year. For regressions (1) through (4) the instrumental variables are quartic polynomial of years-since-ID-was-issued with each term interacted with second lag of land per capita.
Table 5. Average Partial Effects of Determinants of Poverty Status
(Endogenous Share of Migrants)

<table>
<thead>
<tr>
<th>Model</th>
<th>Pure RE</th>
<th>Correlated RE</th>
<th>Pure RE</th>
<th>Correlated RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag Poverty Status</td>
<td>0.324***</td>
<td>0.282***</td>
<td>0.181***</td>
<td>0.125***</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.009)</td>
<td>(0.007)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Share of Migrants when Lag Poverty =0</td>
<td>-2.628***</td>
<td>-3.955***</td>
<td>0.292**</td>
<td>-3.156**</td>
</tr>
<tr>
<td></td>
<td>(0.833)</td>
<td>(1.039)</td>
<td>(1.056)</td>
<td>(1.413)</td>
</tr>
<tr>
<td>Share of Migrants when Lag Poverty =1</td>
<td>-3.621***</td>
<td>-4.739***</td>
<td>2.511**</td>
<td>-3.453**</td>
</tr>
<tr>
<td></td>
<td>(0.834)</td>
<td>(1.028)</td>
<td>(1.044)</td>
<td>(1.394)</td>
</tr>
<tr>
<td>Share of Migrants (averaged)</td>
<td>-2.641***</td>
<td>-3.965***</td>
<td>2.260**</td>
<td>-3.273**</td>
</tr>
<tr>
<td></td>
<td>(0.833)</td>
<td>(1.038)</td>
<td>(1.050)</td>
<td>(1.405)</td>
</tr>
<tr>
<td>Number of Household Members</td>
<td>0.047***</td>
<td>0.057***</td>
<td>0.045***</td>
<td>0.061***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Number of Prime Age Household Laborers</td>
<td>-0.023***</td>
<td>-0.023***</td>
<td>-0.022***</td>
<td>-0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Second Lag of Land per Capita</td>
<td>-0.006*</td>
<td>-0.001</td>
<td>-0.009*</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Average Years of Education</td>
<td>-0.009***</td>
<td>-0.002</td>
<td>-0.008***</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Share of Females</td>
<td>-0.058***</td>
<td>-0.012</td>
<td>-0.053***</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.019)</td>
<td>(0.018)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>Poverty Status in 1989</td>
<td>0.086***</td>
<td>0.092***</td>
<td>0.086***</td>
<td>0.092***</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: In parenthesis we show bootstrapped standard errors [*** p<0.01, ** p<0.05, * p<0.1]. The APE of the migrant share is calculated for the following three possibilities: (1) when the lagged poverty status equals zero for all households; (2) when the lagged poverty status equals one for all households; and (3) when the APE of the migrant share is averaged across the observed values of the lagged poverty status in the sample. The APE of the lagged poverty status is averaged across the observed values of the migrant share in the sample. The other APEs are averaged across both the cross section of the covariates and time.