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Program Report

Monetary Economics

N. Gregory Mankiw

Every consumer of the news appreciates the importance of monetary eco-
nomics. Almost every day, the newspaper contains stories about inflation,
deflation, or the next policy move by the Federal Reserve System.

The NBER’s Program on Monetary Economics encourages systematic
research to better understand monetary policy and related issues in macro-
economics. Although program members share this common goal, they dis-
play great diversity in interests, methods, and conclusions. In this brief essay,
I describe several recent studies. Although the breadth of program research
prevents me from being comprehensive, 1 offer a glimpse at the kinds of
work that this NBER program has been promoting. A complete list of down-
loadable Working Papers produced by the Monetary Economics Program
since 1995 is available at the NBER’s Web site, www.nber.org —click on the
home page option “Latest Working Papers by Program” and then select
“Monetary Economics.” In addition to the many Working Papers written by
members of the program, three separate volumes summarize larger research
projects sponsored by the Monetary Economics Program: Monetary Policy,
edited by N. G. Mankiw (University of Chicago Press, 1994); Reducing
Inflation, edited by C. Romer and D. Romer (University of Chicago Press,
1997); and Monetary Policy Rules, edited by J. B. Taylor (University of
Chicago Press, 1999).

The Effects of Monetary Policy

How does monetary policy affect the economy? This question, more than
any other, is at the center of research in the NBER’s Program on Monetary
Economics. Many papers have attempted to answer this question using var-
ious datasets and research methodologies.

In one recent study, Ben S. Bernanke and Illian Mihov use a statistical
method called “structural vector autoregression” to examine two classic
propositions about the effects of monetary policy. The first proposition—the
liquidity effect—states that monetary expansions lower nominal interest rates
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in the short run. The second propo-
sition —long-run neutrality — states
that monetary policy does not affect
real variables (such as employment
and production) in the long run.
Bernanke and Mihov report that the
evidence is consistent with both of
these propositions.!

Laurence M. Ball reaches a very
different conclusion about the long-
run effects of monetary policy in his
paper “Disinflation and the NAIRU”
Ball examines the unemployment
experience in a large number of
OECD countries during the 1980s. He
reports that countries with larger
decreases in inflation and longer dis-
inflationary periods have larger
increases in the natural rate of unem-
ployment. This finding suggests that
in some countries monetary policy
can have long-lasting effects on
employment and production.?

Another paper that reports long-
lasting effects of monetary policy, but
of a very different kind, is “Monetary
Policy and the Well-Being of the
Poor,” by Christina D. Romer and
David H. Romer. This study finds that
a cyclical boom created by expan-
sionary monetary policy improves
conditions for the poor in the short
run, but that low inflation is associ-
ated with improved well-being of the
poor in the long run. In contrast to
Ball, who finds that reducing inflation
may permanently raise unemploy-
ment, Romer and Romer find that
reducing inflation can permanently
improve conditions for the most
needy members of society.3

Inflation Targeting as
a Policy Framework

Members of the Program on Mone-
tary Economics are interested not
only in the effects of monetary policy
but also in evaluating alternative
ways of conducting that policy.
Throughout the 1990s, many of the
world’s central banks—including
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those of Australia, Canada, Finland,
Israel, New Zealand, Spain, Sweden,
and the United Kingdom —have
adopted some form of an inflation
target. Because of the widespread
practical interest in this policy, many
NBER researchers have recently stud-
ied this topic.

What is inflation targeting? Some-
times it merely takes the form of a
central bank announcing its long-run
policy intentions. Other times it takes
the form of a national law that stipu-
lates explicitly the goals of monetary
policy. For example, the Reserve
Bank of New Zealand Act of 1989
told the central bank “to formulate
and implement monetary policy
directed to the economic objective of
achieving and maintaining stability in
the general level of prices” The act
conspicuously omits any mention of
any other competing objective, such
as stability in output, employment,
interest rates, or exchange rates.
Although the U.S. Federal Reserve
System has not adopted inflation tar-
geting, some members of Congress
have proposed bills that would re-
quire it to do so.

It is tempting to interpret inflation
targeting as a type of precommitment
to a policy rule. Yet according to a
paper by Bernanke and Frederic S.
Mishkin, this interpretation would not
be completely accurate. In all the
countries that have adopted inflation
targeting, central banks are left with a
fair amount of discretion. Inflation
targets are usually set as a range—an
inflation rate of 1 to 3 percent, for
instance—rather than as a particular
number. Thus the central bank can
choose where in the range it wants to
be. In addition, the central banks are
sometimes allowed to adjust their tar-
gets for inflation, at least temporarily,
if some exogenous event (such as an
easily identified supply shock)
pushes inflation outside of the range
that was previously announced.

In light of this flexibility, what is

the purpose of inflation targeting?
Although inflation targeting does
leave the central bank with some dis-
cretion, it also constrains how this
discretion is used. When a central
bank is told to “do the right thing?” it
is hard to hold the central bank
accountable, because people can
argue forever about what the right
thing is in any particular circum-
stance. By contrast, when a central
bank has announced an inflation tar-
get, the public can more easily judge
whether the central bank is meeting
that target. Thus, although inflation
targeting does not tie the hands of
the central bank, it does increase the
transparency of monetary policy and,
by doing so, makes central bankers
more accountable for their actions.4

Monitoring Inflation

Monetary policymakers and pri-
vate forecasters monitor inflation
closely. Each monthly release of the
consumer price index is examined in
detail to see if it contains warnings of
the beginning of an inflation prob-
lem. But what data are best used for
this purpose? That is exactly the
question taken up by Michael F.
Bryan, Stephen G. Cecchetti, and
Rodney L. Wiggins II in their paper
“Efficient Inflation Estimation”

Policymakers and forecasters have
long known that monthly inflation
data are noisy. As a result, they often
look at some measure of “core infla-
tion,” which is usually defined as
inflation excluding specific, volatile
sectors such as food and energy. By
contrast, Bryan, Cecchetti, and Wiggins
study the use of “trimmed means” to
measure the underlying inflation
trend. A trimmed mean for inflation
takes the average of all price changes
excluding those price changes in the
tails of the distribution. They find that
these trimmed means provide a supe-
rior way of gauging the long-run
inflation trend.5

How People View
Inflation

Of all the problems that econo-
mists study, inflation ranks high in
the public’s interests. Indeed, accord-
ing to Robert J. Shiller, “inflation” is the
economic term that shows up most
often in the media, far ahead of sec-
ond-place finisher “unemployment”
and third-place finisher “productivity”

Why are people so concerned about
inflation? In his paper “Why Do
People Dislike Inflation?” Shiller tries
to answer this question directly by
asking people about their attitudes
toward inflation. He also compares
public attitudes to those of profes-
sional economists and finds some
striking differences between the two
groups.

Shiller asked people whether their
“biggest gripe about inflation” was
that “inflation hurts my real buying
power, it makes me poorer” Seventy-
seven percent of the public agreed
with this statement, compared with
only 12 percent of economists. Shiller
also asked, “Do you agree that pre-
venting high inflation is an important
national priority, as important as pre-
venting drug abuse or preventing
deterioration in the quality of our
schools?” Fifty-two percent of the
public fully agreed with this view,
compared with only 18 percent of
€conomists.

Another question from the Shiller
survey is: “Do you agree with the fol-
lowing statement, ‘I think that if my
pay went up I would feel more satis-
faction in my job, more sense of ful-
fillment, even if prices went up just
as much’?” Forty-nine percent of the
public fully or partly agreed with this
statement, compared to 8 percent of
economists.$

How should these survey results
be interpreted? Although they are
intriguing, the bottom line is not
completely clear. Certainly, econo-
mists think very differently about
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inflation than the public does.
Whether that means the public needs
to listen more carefully to monetary
economists, or vice versa, remains an
open issue.

Future Directions

Predicting the direction of research
is about as easy as predicting the
direction of the stock market. And for
much the same reason: if people
could tell where we were going, we
would be there already. But like the
inevitability of stock-market fluctua-
tions, there is no doubt that research
on monetary economics will remain
active. As Japan wrestles with defla-
tion and a potential liquidity trap,
Russia copes with fiscal insolvency

and the possibility of hyperinflation,
and the United States enjoys an era of
approximate price stability, monetary
topics are everywhere to be seen. In
every case, NBER monetary research-
ers are sure to be there as well.

1 B. S. Bernanke and I. Mibov, “The Li-
quidity Effect and Long-Run Neutrality,”
NBER Working Paper No. 6608, June
1998.

2 [. M. Ball, “Disinflation and the NAIRU,”
NBER Working Paper No. 5520, March
1996.

3 C. D. Romer and D. H. Romer, “Mone-
tary Policy and the Well-Being of the
Poor,” NBER Working Paper No. 6793,
November 1998.

4 See B. S. Bernanke and F. S. Mishkin,
“Inflation Targeting: A New Framework
Jor Monetary Policy?” NBER Working

Paper No. 5893, July 1997. Otber papers
on inflation targeting include B. T.
McCallum, “Inflation Targeting in Can-
ada, New Zealand, Sweden, the United
Kingdom, and in General” NBER Work-
ing Paper No. 5579, February 1998; F. S.
Mishkin and A. S. Posen, “Inflation
Targeting: Lessons from Four Countries,”
NBER Working Paper No. 6126, February
1998; G. D. Rudebusch and L. E. O.
Svensson, “Policy Rules for Inflation
Targeting,” NBER Working Paper No.
6512, April 1998; and L. E. O. Svensson,
“Inflation. Targeting as a Monetary Policy
Rule” NBER Working Paper No. 6790,
November 1998.

5 M. E Bryan, S. G. Cecchetti, and R. L.
Wiggins II, “Efficient Inflation Esti-
mation,” NBER Working Paper No. 6183,
September 1997.

6 R. J. Shiller, “Why Do People Dislike
Inflation?” NBER Working Paper No.
5539, April 1996.

Research Summaries

Understanding Aggregate Fluctuations: The Importance

of Building from Microeconomic Evidence

John C. Haltiwanger*

In recent research using longitudi-
nal establishment-level data, a perva-
sive finding is that idiosyncratic
factors dominate the distribution of
growth rates of output, empioyment,
investment, and productivity across
establishments. Seemingly similar
plants within the same industry
exhibit behave quite differently in
terms of real activity at cyclical and
longer-run frequencies. Even in the
fastest-growing industries, a signifi-

*Haltiwanger is an NBER Research
Associate in the Programs on Economic
Fluctuations and Growth and Produc-
tivity and a Professor of Economics at the
University of Maryland. His “Profile”
appears later in this issue.
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cant fraction of establishments de-
cline substantially; similarly, a large
fraction of establishments in the
slowest-growing industries grow dra-
matically. During severe recessions
virtually all industries decline, but
within each industry a substantial
fraction of establishments grow. Like-
wise, during robust recoveries, a sub-
stantial fraction of establishments
contract. Simply put, the underlying
gross microeconomic changes in
activity dwarf the net changes that
we observe in published aggregates.

The tremendous observed within-
sector heterogeneity raises a variety
of questions for our understanding
and measurement of key macro
aggregates. Much of macroeconomic
research and our measurement of

aggregates is predicated on the view
that building macro aggregates from
industry-level data is sufficient for
understanding the behavior of the
macro economy. The implicit argu-
ment is that, at least at the detailed
industry level, the assumption of a
representative firm or establishment
is reasonable.

The finding of tremendous within-
industry heterogeneity is not by itself
sufficient to justify abandoning this
useful assumption. There is undoubt-
edly considerable canceling out of
the impact of idiosyncratic shocks
(for example, taste, cost, and tech-
nology) that underlie the heteroge-
neous fortunes across individual
producers. Evidence from recent
establishment-level studies of em-




ployment, investment, and produc-
tivity growth, however, suggests that
this canceling out is far from com-
plete. It is becoming increasingly
apparent that changes in the key
macro aggregates at cyclical and sec-
ular frequencies are best understood
by tracking the evolution of the
cross-sectional distribution of activity
and changes at the micro level.

A number of different factors are
potentially important in this context.
The observed heterogeneity in out-
put, employment, and investment
growth rates within sectors implies a
large, continuous pace of reallocation
of real activity across production
sites. Such reallocation inherently
involves substantial frictions. One
obvious and important friction is that
it is time- and resource-consuming
for workers (and for other inputs) to
reallocate across production sites.
High- and low-frequency changes in
key macro aggregates are likely asso-
ciated with the interaction of these
frictions and the pace of reallocation.
The level of unemployment, as well
as the growth rate of aggregate mea-
sures of real activity (for example,
real output or productivity), will re-
flect the efficiency of the economy in
accommodating the pace of realloca-
tion. Changes in institutions, regula-
tion, the pace of technological change,
and the sectoral mix of activity all
may alter the intensity of reallocative
activity and the economy’s ability to
accommodate the reallocation.

Relatedly, it is important to con-
sider the nature of the adjustment
costs at individual production sites in
changing the scale and scope of
activity. Accumulating evidence of
lumpy microeconomic adjustment of
inputs such as employment and cap-
ital suggests the presence of noncon-
vexities in micro-level adjustment
costs, or, at a2 minimum, it implies
highly nonlinear adjustment at the
micro level. The combination of non-
linear micro adjustment with micro

heterogeneity has important implica-
tions for aggregate fluctuations. One
key implication is time-varying elas-
ticities of aggregates with respect to
aggregate shocks. Roughly speaking,
time-varying elasticities arise in this
context because the impact of an
aggregate shock depends on the dis-
tribution of individual producers’ rel-
ative positions to their adjustment
thresholds. From this perspective,
characterizing aggregate fluctuations
requires tracking how the distribution
of shocks and adjustments has
evolved.

Job Creation and
Destruction

Much of the recent empirical anal-
ysis documenting and analyzing the
connection between micro hetero-
geneity and aggregate fluctuations
has focused on employment dynam-
ics. My recent work, much of it with
Steven J. Davis, focuses on job cre-
ation and destruction.! Job creation
is defined as the sum of employment
gains at expanding and new estab-
lishments. Job destruction is defined
as the sum of employment losses at
contracting and closing establish-
ments. In manufacturing (the sector
with the most readily available estab-
lishment-level data for the longest
period), annual job creation and
destruction rates are large in absolute
terms. In a typical year, roughly one
in ten manufacturing jobs is created
and one in ten jobs is destroyed. In
nonmanufacturing (with spottier
information based on tabulations
from selected states for relatively
short sample periods), job creation
and job destruction rates are slightly
higher on average.

The large pace of implied job real-
location (measured as the sum of job
creation and job destruction) in both
manufacturing and nonmanufactur-
ing sectors highlights the remarkable

fluidity in the distribution of job
opportunities across locations in the
U.S. economy. Much of this fluidity
reflects shifts within narrowly defined
sectors, rather than between sectors.
For example, only 13 percent of job
reallocation in manufacturing reflects
shifts of employment opportunities
between four-digit sectors.

One important issue for the rele-
vance of these statistics for aggregate
fluctuations is the nature of time-
series variation in the pace of job re-
allocation. In U.S. manufacturing, the
pace of job reallocation varies sys-
tematically throughout the cycle at
annual and quarterly frequencies.
During downturns, job destruction
rises sharply and job creation falls
relatively mildly. Given the observed
magnitude and time-series variation
of job reallocation, even modest fric-
tions are likely to yield important im-
plications for aggregate fluctuations.
In recent years, some economists
have begun developing theories to
explain the magnitude and cyclical
behavior of job (and worker) flows
and the connection to aggregate fluc-
tuations.2 Two types of theories have
received the most attention. One
treats fluctuations over time in the
intensity of allocative shocks as an
important driving force behind aggre-
gate fluctuations. The other maintains
that aggregate shocks are the primary
driving forces underlying business
cycles, but that the propagation of
aggregate shocks involves intertem-
poral substitution effects changing
the incentives for the timing of real-
location. Of course, there is an
important debate about the direction
of causality and thus the relative con-
tribution of aggregate and allocative
disturbances to aggregate fluctua-
tions.> Regardless of the direction of
causality, though, the relevant point
is that understanding aggregate fluc-
tuations requires tracking how the
distribution of microeconomic
changes has evolved.
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Nonlinear Micro
Adjustment

Thus far I have focused on the
aggregate consequences generated
by the resource- and time-consuming
nature of reallocation. A closely
related issue is that the adjustment at
the individual producer level may be
nonlinear. For example, about two-
thirds of annual job creation and
destruction are accounted for by
establishments with growth rates
above 25 percent in absolute magni-
tude. Of this group, plant start-ups
account for 12 percent of annual job
creation, while plant shutdowns
account for about 23 percent of
annual job destruction. Thus the dis-
tribution of establishment-level
employment changes exhibits both
considerable heterogeneity and fat
tails. The lumpy changes at the micro
level in combination with the hetero-
geneity in turn have consequences
beyond those discussed earlier.

Building on the literature about the
aggregation of (S,s) models, a useful
means of organizing micro data to
characterize the interaction of non-
linear micro adjustment and hetero-
geneity is the adjustment hazard
framework. My work with Ricardo J.
Caballero and Eduardo M. Engel has
used this approach to characterize
the micro and macro employment
dynamics.4 Using a measure of the
gap between desired and actual
employment at the micro level, the
adjustment hazard measures the rela-
tionship between the size of this gap
and the fraction of it that is closed by
the establishment. The standard con-
vex adjustment cost model implies a
constant (flat) hazard, but our find-
ings using micro data reveal a highly
nonlinear hazard, with businesses
with large absolute gaps closing a
disproportionately high fraction of
the gap. The combination of a non-
linear micro hazard and considerable
micro heterogeneity in the cross-
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sectional distribution of the gaps has
important implications for aggregate
adjustment. Time-varying aggregate
elasticities of aggregate employment
emerge as the impact of an aggregate
shock depends on the underlying
cross-sectional distribution at the
time of the shock and the endoge-
nous dynamics of the cross-sectional
distribution interacting with the non-
linear micro adjustment. Our findings
indicate that the marginal respon-
siveness for employment varies as
much as 70 percent over time. Further-
more, the impact of the time-varying
marginal response is especially large
during recessions; for example, the
decline in the 1974-5 recession was
59 percent larger than it would have
been in the absence of nonlinear
adjustment.

Investment Dynamics

Nonlinearities in the adjustment
dynamics of capital, driven by irre-
versibilities and related nonconvexi-
ties in the adjustment costs of capital,
have analogous implications for
aggregate investment dynamics.
Several recent studies of establish-
ment-level investment dynamics sup-
port the view that micro investment
dynamics exhibit lumpy adjustment.
Plant-level investment is dominated
by large-scale investment episodes.
Denoting these large-scale invest-
ment episodes as spikes, Russell
Cooper, Laura Power, and I show that
the probability of an investment spike
is increasing in the time since the
previous spike, lending additional
support to the view of a microeco-
nomic environment with nonconvex-
ities in the adjustment technology.s
Using the adjustment hazard ap-
proach in this context, my work with
Caballero and Engel shows a highly
nonlinear relationship between
investment and fundamentals.6 For
plants with positive excess capital,
the adjustment hazard is quite flat

and close to zero, which is consistent
with irreversibilities in investment. In
contrast, plants with large shortages
of capital adjust proportionally more
than do plants with small shortages
of capital.

As with employment dynamics, the
nonlinear adjustment hazard yields
time-varying elasticities of aggregate
investment with respect to aggregate
shocks. For investment, the marginal
responsiveness is highly procyclical
and varies by as much as 70 percent.
The time-varying elasticities suggest
a possible explanation for the often-
puzzling response of aggregate in-
vestment to cost of capital and other
shocks. The basic idea is that the
empirical aggregate investment liter-
ature has difficulty in quantifying the
relationship between aggregate in-
vestment and the cost of capital be-
cause of the failure to incorporate the
time-varying responsiveness gener-
ated by the interaction of nonlinear
micro adjustment and heterogeneity.

Productivity Dynamics

Several of the findings discussed
earlier raise a variety of conceptual
and measurement questions regard-
ing our understanding of aggregate
productivity growth. Several key,
related findings are of interest. First,
there is large-scale, ongoing realloca-
tion of outputs and inputs across
individual producers. Second, the
pace of this reallocation varies over
time (both secularly and cyclically)
and across sectors. Third, much of
this reallocation reflects within-sector
rather than between-sector realloca-
tion. In addition, recent evidence
shows large differentials in the levels
and rates of productivity growth
across establishments within the
same sector. The rapid pace of out-
put and input reallocation along with
differences in productivity levels and
growth rates are necessary for the
pace of reallocation to play an impor-




tant role in aggregate (that is, indus-
try) productivity growth. My recent
work with Lucia Foster and C. J.
Krizan suggests that reallocation
plays a significant role in the changes
in productivity growth at the industry
level.? While measurement-error
problems cloud the results some-
what, two aspects of the results
clearly point in this direction. First,
our results show a large contribution
from the replacement of less pro-
ductive exiting plants with more
productive entering plants when pro-
ductivity changes are measured over
five- or ten-year horizons. Second,
the contribution of net entry is dis-
proportionate—that is, the contribu-
tion of net entry to productivity
growth exceeds that which would be
predicted by simply examining the
share of activity accounted for by
entering and exiting plants. These
results are particularly striking for
selected service-sector industries that
we investigate. There is tremendous
reallocation of activity across service

East Asian Mysteries:

Dani Rodrik*

East Asia has long served as a
Rorschach test for economists. The
region’s spectacular growth from the
1960s until the crash of 1997 spawned
diverse interpretations that had as
much to do with the preoccupations
of the analyst as with the realities on
the ground.

Observers with a favorable take on
industrial policy saw in East Asia a

*Rodrik is a Research Associate in the
NBER’s Programs on International Trade
and Investment and International
Finance and Macroeconomics and the
Rafiq Hariri Professor of International
Political Economy at the Jobn F. Kennedy
School of Government at Harvard Uni-
versity. His “Profile” appears later in this
issue.

establishments, with much of this
reallocation generated by entry and
exit. The productivity growth in the
selected service industries we exam-
ine is dominated by entry and exit
effects. For example, the primary
source of productivity growth
between 1987 and 1992 for the auto-
mobile repair shop industry is
accounted for by the exit of very low
productivity plants.

1 For an overview of this work, see S. J.
Davis and J. C. Haltiwanger, “Gross Job
Flows,” in Handbook of Labor Economics,
O. Ashenfelter and D. Card, eds.. Am-
sterdam: North Holland, forthcoming;
and S. J. Davis, J. C. Haltiwanger, and
S. Schub, Job Creation and Destruction,
Cambridge: MIT Press, 1996.

2 See, for example, R. J. Caballero and
M. Hammour, “On the Timing and Effi-
ciency of Creative Destruction,” NBER
Working Paper No. 4768, June 1994 pub-
lished in Quarterly Journal of Economics,
111 (August 1996), pp. 805-52; and
D. Mortensen and C. Pissarides, “New
Developments in Models of Search in the
Labor Market,” in Handbook of Labor
Economics, O. Ashenfelter and D. Card,

Past and Present

confirmation of their theories on the
importance of state intervention.
Advocates of free markets saw in-
stead the triumph of small govern-
ment and unfettered private initiative.
Trade economists viewed it as a mir-
acle based on outward orientation,
labor economists stressed the early
emphasis on education, and macro-
economists pointed to the region’s
fiscal conservatism. Growth theorists
debated the respective contributions
of human capital, physical capital,
and technology adoption.!
Interpretations of the recent crisis
have had a similar quality. Critics of
state-led industrialization have
blamed East Asian governments for
encouraging excessive investments
with low marginal returns. Those

eds. Amsterdam: North Holland, forth-
coming.

3 See, for example, S.]. Davis and J. C.
Haltiwanger, “Driving Forces and Em-
Dloyment Fluctuations: New Evidence
and Alternative Explanations,” NBER
Working Paper No. 5775, September
1996.

4 R.]J. Caballero, E. M. Engel, and J. C.
Haltiwanger, “Aggregate Employment
Dynamics: Building from Microeconomic
Evidence,” NBER Working Paper No. 5042,
February 1995; published in American
Economic Review, 87 (March 1997), pp.
115-37.

5 R. Cooper, J. C. Haltiwanger, and L.
Power, “Machine Replacement and the
Business Cycle: Lumps and Bumps,” NBER
Working Paper No. 5260, September
1995; forthcoming in American Economic
Review.

6 R. J. Caballero, E. M. Engel, and J. C.
Haltiwanger, “Plant-Level Adjustment
and Aggregate Investment Dynamics,”
Brookings Papers on Economic Activity,
2(1995), pp. 1-39.

7 L. Foster, J. C. Haltiwanger, and C. ].
Krizan, “Aggregate Productivity Growth:
Lessons from Microeconomic Evidence,”
NBER Working Paper No. 6803, Novem-
ber 1998.

who worry about moral hazard have
focused on “crony capitalism.” Econ-
omists skeptical of the rationality of
international capital markets have
viewed the crisis as yet another
episode in the boom-and-bust saga
of financial markets.

One reason that East Asia has
something to offer to all persuasions
is the region’s diversity. The attitude
toward economic policy ranges from
the almost laissez-faire (Hong Kong)
to the highly interventionist (South
Korea, until recently). In terms of the
rule of law, the region spans almost
the entire feasible range, from Indo-
nesia at one end to Singapore at the
other. Japan and Korea are homoge-
neous societies, while the popula-
tions of Indonesia and Malaysia are
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ethnically diverse. Nor has growth
performance been uniform: between
1960 and 1994, output per worker
expanded at an average annual rate
of 5.2 percent in Taiwan, compared
with 2.9 percent in Indonesia.2
Whether it is the miracle or the recent
crisis that we are trying to explain,
these facts suggest that there is no
single East Asian story.

Growth in South Korea
and Taiwan

In 1960 South Korea and Taiwan
were as poor as many African coun-
tries are today. Their remarkable
transformation in the three decades
that followed is often portrayed as an
example of what export-led growth
can achieve in countries that chose
to open themselves to international
trade. That these two countries, along
with others in the

an increase in the relative profitabil-
ity of exports of 50 percent or more.
By contrast, the Korean and
Taiwanese export booms took place
despite the absence of a significant
change in relative prices. This evi-
dence makes it hard to ascribe East
Asian export performance to export
incentives, whether in the form of
trade liberalization, exchange-rate
depreciation, or export subsidies.4
Moreover, since export/GDP ratios
were exceptionally low in both coun-
tries early on—below 5 percent in
South Korea in 1960 and barely
above 10 percent in Taiwan—it is dif-
ficult to imagine how exports could
account for the takeoff that these
economies experienced in the early
1960s.

I interpret the growth experience
of the two countries differently, as
the result of a coherent investment

strategy that was put in place by their
governments in the late 1950s
(Taiwan) and early 1960s (Korea).
We start by noting that both econ-
omies benefited from initial levels of
schooling that were high relative to
the capital stock. The “latent” return
to capital, we can presume, was
therefore high. For reasons having to
do with market failures—among
which coordination failures strike me
as particularly plausible — private
investment needed a push before the
latent returns would be realized.5
Both govemments gave investment
a big push. By the end of the 1950s
in Taiwan and the early 1960s in
Korea, economic growth had be-
come a top priority for the leadership
of the two countries. In Taiwan an
important turning point was the
Nineteen-Point Reform Program insti-
tuted in 1960, which contained a

region, produced sus-
tained export booms
is not controversial.
Yet there is much

more to their story 250

Figure 1

Relative price of exports in four countries experiencing

export booms

than outward orienta-
tion.

Figure 1 shows the
relative price of ex-

——
.- .-

portable goods in four 200

countries that experi-
enced export booms:

South Korea, Taiwan, 150

Turkey, and Chile.?
Because the timing of
the booms differ

(early 1960s in Korea 100

and Taiwan, early
1980s in Turkey, and
late 1980s in Chile), I
have aligned each

country’s series rela-
tive to the start of
their respective booms.
As the figure reveals, 0

in Turkey and Chile
the export booms
were accompanied by

Year relative to start of export boom
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wide range of tax subsidies for in-
vestment and signaled a major shift
in government attitudes toward in-
vestment. In Korea the chief form of
investment subsidy was the extension
of credit to large business groups at
negative real interest rates. In addi-
tion to providing subsidies, the
Korean and Taiwanese governments
also played a much more direct,
hands-on role by organizing private
entrepreneurs into investments that
they may not have otherwise made.
Finally, public enterprises played a
very important role in enhancing the
profitability of private investment in
both countries by ensuring that key
inputs were available locally for pri-
vate producers downstream. Not
only did public enterprises account
for a large share of manufacturing
output and investment in each coun-
try, but their importance actually
increased during the critical takeoff
years of the 1960s.

The result was a discrete jump in
the profitability of private investment,
and an investment boom that lasted
three decades. The rise in exports
was a counterpart to the increased
demand for capital goods, most of
which had to be imported.$

The Hong Kong
“Exception”

The story of Singapore’s develop-
ment is not unlike that of Korea and
Taiwan. There, too, a government
strongly committed to economic
growth greatly subsidized private
investment—and foreign investment
in particular—after 1968. But what
about Hong Kong? Doesn’t Hong
Kong’s experience with laissez-faire
invalidate claims about the impor-
tance of government policies in sup-
port of industrialization?

Hong Kong’s experience is distinc-
tive in the region for another reason
as well: Hong Kong is the region’s
only country that has not had a sus-

tained increase in investment (as a
share of GDP) since 1960. In the
early 1960s Hong Kong’s investment
rate fluctuated between 20 and 25
percent (according to Penn World
Tables data), well above the levels
for Singapore, South Korea, and
Taiwan. By the late 1970s all of these
countries had surpassed Hong
Kong’s investment rate, which had
not changed at all. The cost (or per-
haps the benefit) of not having an
industrial policy was a flat investment
ratio.

The evidence can therefore be
read in one of two ways. One inter-
pretation is that the pro-investment
industrial policies of the interven-
tionist countries (South Korea, Tai-
wan, and Singapore) were on bal-
ance harmful, and resulted in
large-scale inefficiencies in resource
allocation and in marginal invest-
ments with low return. These conse-
quences, according to this line of rea-
soning, in turn show up in
comparatively low levels of total fac-
tor productivity growth.? Another
interpretation is that Hong Kong was
already a rich country in 1960—with
a per capita GDP of 2,200 in 1985
purchasing power parity (PPP) dol-
lars, a level that South Korea and
Taiwan would not reach for at least a
decade—and therefore much less in
need of big-push policies of the type
needed in the region’s poorer coun-
tries. Hong Kong’s transition to high
investment appears to have taken
place during the 1950s, when the
island was a haven of stability in the
region and a source of attraction for
capital flight from China. Under this
interpretation, the catch-up process
would have been greatly delayed if
the other governments of the region
—not facing similar advantages —
had emulated Hong Kong’s laissez-
faire policies nonetheless.8

Of course a third possibility is that
both of these hypotheses are partially
right. Perhaps an initial big push was

required to override coordination
and other market failures, but it was
taken too far. Perhaps activist policies
were maintained even though they
had outlived their usefulness. The
Asian financial crisis of 1997 lends
some surface plausibility to this story.
But we note that most countries of
the region, including South Korea,
had been liberalizing their economies
at least since the 1980s. As I later sug-
gest, it is equally plausible that the
crisis was the product of the liberal-
ization of these economies.

Varieties of Crises

In 1979-80 an already-overheated
Korean economy was hit by several
shocks: an oil price hike, a domestic
harvest failure, and a political crisis
stemming from the assassination of
President Chung Hee Park. The cur-
rent account deficit stood at 6.8 per-
cent of GDP in 1979 and was to grow
to 8.8 percent in 1980. The govern-
ment was forced to go to the Inter-
national Monetary Fund for a stand-by
loan, and it implemented a major sta-
bilization package in January 1980.
The package had three components:
a devaluation of the won by 17 per-
cent, tightening of monetary and fis-
cal policies (which, however, was
reversed later in the year as the mag-
nitude of the recession became
clearer), and a program aimed at
improving energy efficiency in the
economy. In 1980 the Korean econ-
omy contracted by 5 percent, but
growth resumed thereafter, reaching
7 percent in 1981 and staying high
throughout the 1980s and 1990s.

The 1980 stabilization was so suc-
cessful that when the Korean econ-
omy was hit by the Asian financial
crisis few observers reflected back on
this earlier brush with balance-of-
payments crisis. By many objective
measures the situation had been
more difficult in 1979—80: the current
account deficit was larger and the
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domestic economic and political
~ shocks more severe. Yet the conse-
quences of the current crisis have
been more momentous: Korea’s GDP
has fallen by 7 percent in 1998, and
the slide is expected to continue
(albeit at a slower pace) in 1999.
One major difference appears to
be the role played by short-term cap-
ital flows. In 1979 Korea’s short-term
debt was around a quarter of its total
external debt and fell short of the
stock of foreign reserves. In 1997
short-term debt dominated its exter-
nal liabilities to foreign banks, and
the ratio of short-term debt to re-
serves stood well above 2. What is
special about short-term debt in this
context is its reversibility and there-
fore its potential to create panic. As
Roberto Chang and Andres Velasco
emphasize, the Asian crisis followed
the now-typical pattern whereby
financial liberalization results in a
maturity mismatch between foreign

assets and liabilities, eventually giv-
ing way to creditor panic.? The
buildup of short-term debt that finan-
cial and capital-account liberalization
engendered during the 1990s left the
region vulnerable to a reversal in
market sentiment and the possibility
of stampede. It is perhaps this mis-
take —more than any other single
cause —that accounts for the Asian
financial crisis.

This is well illustrated by Figure 2.
The figure shows the exposure to
short-term debt of six East Asian
countries just prior to the crisis (in
mid-1997) and the cumulative depre-
ciation of their currencies in the six
months following the devaluation of
the Thai baht (that is, during the sec-
ond half of 1997). The three coun-
tries worst affected by the crisis
(Thailand, Indonesia, and Korea) all
had short-term bank debt exceeding
their reserves. None was so exposed
to short-term bank debt. Moreover,

there is a close correlation between
the extent of currency collapse expe-
rienced by each country and its
short-term debt/reserves ratio. The
more short-term debt a country had,
the greater the penalty it received
from currency markets.

There is another interesting regu-
larity revealed by Figure 2. Indonesia
and Malaysia have fared worse (not
only in terms of currency collapse
but also in terms of economic de-
cline) than would have been pre-
dicted on the basis of their short-term
debt exposure alone. These two
countries are the least democratic of
the six in the figure. Thus a lesson
from the crisis is that democratic soci-
eties tend to be better at dealing with
the consequences of external shocks.
The case of Indonesia, where policy-
making was paralyzed by riots, anar-
chy, and the ultimate downfall of the
Suharto regime, illustrates the point
in extremis.

Figure 2
Short term debt and currency collapse
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The Virtues of
Democracy

While democratic institutions are
relatively recent in Thailand and
Korea, they helped these two coun-
tries adjust to the crisis in a number
of ways. First, they facilitated a

smooth transfer of power from a dis- -

credited set of politicians to a new
group of government leaders. Sec-
ond, democracy imposed mecha-
nisms of participation, consultation,
and bargaining, enabling policymak-
ers to fashion the consensus needed
to undertake the necessary policy
adjustments decisively. Third, be-
cause democracy provides for insti-
tutionalized mechanisms of “voice;”
in particular by giving labor a seat at
the table, the Korean and Thai insti-
tutions obviated the need for riots,
protests, and other kinds of disrup-
tive actions by affected groups.
Finally, democracy lowered popular
support for noncooperative behavior
by the society’s disenchanted groups.

Systematic evidence from an ear-
lier period of external turbulence—
the late 1970s and early 1980s—con-
firms the importance of democracy in
fostering economic adjustment. Con-
trary to conventional wisdom, coun-
tries with closed political systems and
autonomous executives proved worse
at managing the consequences of the

oil shocks of the 1970s than countries
in which non-elites had access to
political institutions.0 These findings,
along with evidence from the recent
Asian crisis, underscore the impor-
tance of having sound domestic insti-
tutions of conflict management in an
era of global economic turmoil.

! For a critique of some of the prevailing
interpretations, see D. Rodrik, “King Kong
Meets Godzilla: The World Bank and the
East Asian Miracle,” in Miracle or Design?
Lessons from the East Asian Experience,
A. Fishlow et al., eds. Washington, D.C.:
Overseas Development Council, Policy
Essay No. 11, 1994.

2 See D. Rodrik, “TFPG Controversies,

Institutions, and Economic Performance
in East Asia,” NBER Working Paper No.
5914, February 1997; published in The
Institutional Foundation of Economic
Development in East Asia, Y. Hayami
and M. Aoki, eds. London: Macmillan,
1998. Here I show that the variation in
economic performance within the region
is well explained by three “exogenous”
determinants: initial income, initial edu-
cation, and quality of institutions (itself a
Sunction of ethnic fragmentation and
income inequality).

3 The figure is taken from D. Rodrik, “The
‘Paradoxes’ of the Successful State”
(Alfred Marshall Lecture), European
Economic Review 41 (April 1997), pp.
411-42.

4 For a more extensive discussion and a
reconciliation with the standard account,
see D. Rodrik, “Getting Interventions
Right: How South Korea and Taiwan

Grew Rich,” NBER Working Paper No.
4964, December 1994; published in
Economic Policy, 20 (1995).

5 D. Rodrik, “Getting Interventions Right,”
D. Rodrik, “Coordination Failures and
Government Policy: A Model with Appli-
cations to East Asia and Eastern Europe,”
Journal of International Economics 40
(February 1996), pp. 1-22 (revised ver-
sion of “Do Low-Income Countries Have a
High Wage Option?” NBER Working Pa-
per 4451, December 1994).

6 I discuss the conditions under which this
process can generate an export boom
without a corresponding change in rela-
tive prices in favor of exportable goods in
D. Rodrik, “Trade Strategy, Exports, and
Investment: Anotber Look at East Asia,”
NBER Working Paper No. 5339, Novem-
ber 1995; published in Pacific Economic
Review 2 (February 1997), pp. 1-24.

7 An interpretation of Singapore along
these lines is provided in A. Young, “A
Tale of Two Cities: Factor Accumulation
and Technical Change in Hong Kong
and Singapore,” in NBER Macroeco-
nomics Annual, 7, O. Blanchard and
S. Fischer, eds., Cambridge, Mass.: MIT
Press, 1992.

8 D. Rodrik, “TFPG Controversies,
Institutions, and Economic Performance
in East Asia.”

9 R. Chang and A. Velasco, “The Asian
Liquidity Crisis,” NBER Working Paper No.
6796, November 1998.

10 D. Rodrik, “Where Did All the Growth
Go? External Shocks, Social Conflict and
Growth Collapses,” NBER Working Paper
No. 6350, January 1998.
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Economic Analysis of Law

Steven Shavell*

Economic analysis of law involves
two elements: prediction of behavior
in response to legal rules, assuming
that actors are forward-looking and
rational, and evaluation of outcomes
in relation to well-articulated mea-
sures of social welfare. Thus, in its
general description, the view adopted
in analyzing law is the standard one
of economics. Over the past 25 years
or so, a relatively small group of indi-
viduals has undertaken research in
economic analysis of law, but the
number of interested individuals and
the pace of their work has been
growing. What has been accom-
plished in the field is indicated in a
survey I have just written with Louis
Kaplow for the next edition of The
Handbook of Public Economics.} A
sketch of some of my current
research areas will illustrate, 1 hope,
the intellectual appeal of the field of
law and economics and also the
need for additional work, much of it
empirical.

The Amount of
Litigation

We constantly encounter the view
that the legal system is a very costly
social institution, whether measured
by the magnitude of legal expendi-
tures, the number of lawyers, or the
sheer volume of litigation. This has
contributed to a widespread belief
that the amount of litigation is so-
cially excessive and has led to vari-
ous efforts to curb it (for example, by
limiting damage awards or adopting

*Shavell is Director of the NBER’s Program
on Law and Economics, Professor of Law
and Economics at Harvard University,
and Director of the Jobn M. Olin Center
Jor Law, Economics, and Business at
Harvard Law School. His “Profile” ap-
pears later in this issue.

no-fault automobile insurance stat-
utes). At the same time, however, we
see that some policies (such as legal
aid programs) encourage litigation.
What can economics say about the
social desirability of the amount of
litigation that we observe?

The basic answer developed in a
number of papers that I have written?
is that we can have no confidence
that the actual amount of litigation
activity tends toward the socially
desirable—there are what may fairly
be called “fundamental externalities”
particular to litigation that may lead
to too much or too little of it, de-
pending on circumstance. On the
one hand, there is a divergence
between the private and the social
costs associated with use of the legal
system: the legal costs that would be
incurred by a person who brings suit
are only his or her own; they do not
include those of the defendant or of
the state. This creates a tendency
toward overuse of the legal system.
On the other hand, there is a diver-
gence between the private benefits
from suit—the dollar awards that
would be won—and the sodial ben-
efits associated with suit, inherent in
the incentive effects brought about
by the threat of suit. This divergence
might exacerbate the cost-related ten-
dency toward too much suit that I
just noted. For example, the dollar
awards that victims can win in suits
might be high enough to stimulate
much litigation, but at the same time
the effect of suit on behavior might
be quite low. (The dollar awards that
victims of automobile accidents can
win generate fully half of our tort lit-
igation, but to what degree does the
prospect of suit reduce the incidence
of automobile accidents?) The diver-
gence between private and social
benefits might also lead to too little
litigation, though. Suppose that harm
is low relative to litigation costs, mak-

ing it not worth victims’ while to sue.
But suppose further that, were suit
threatened, there would be a sub-
stantial effect on the behavior of
injurers. In this circumstance, suit
would not be brought even though a
regime in which victims would sue
(say suit was subsidized or the legal
costs were shifted to the injurers)
might be socially desirable.

The general consequence of the
existence of these underlying, signif-
icant differences between the private
and the social incentives to use the
legal system is that social interven-
tion may be justified, either to dis-
courage litigation or to encourage it,
as the case may be. To ascertain what
policy would be best, we need more
empifical work on the costs of the
legal system and its effects on behav-
ior in different domains (such as
automobile accidents, medicine, and
product liability).

Public Law
Enforcement

The general subject of public law
enforcement— concerning the choice
of degree of enforcement effort (the
number of police, IRS agents, and the
like), the magnitude of sanctions, and
their form (fines versus imprison-
ment)—is of substantial importance,
given the overall scope of government
regulation, taxation, and crime in soci-
ety. I have worked continuously in
this area and have recently written
surveys of it with A. Mitchell Polin-
sky.3 Here are some of the themes
that have emerged from the theoreti-
cal research on law enforcement.

First, there is a general social
advantage to creating desired ex-
pected sanctions by using low prob-
abilities of detection in combination
with high-in-magnitude sanctions,
because low probabilities of detec-
tion conserve on enforcement expen-
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ditures. This point, first stressed by
Gary Becker, is qualified for many
reasons (including the risk aversion
of individuals) but remains funda-
mental and important. o

Second, there is an advantage i
using fines as sanctions to the maxi-
mum extent possible before resorting
to imprisonment, because fines
(being a transfer of command over
resources) are a much cheaper form
of social sanction than imprisonment
(which involves the operation of the
prisons, among other things).

Third, there is an advantage of
using fault-based liability over strict
liability when sanctions are socially
costly to impose —that is, with the
use of imprisonment, or with fines
when individuals are risk-averse. The
advantage is that, under fault-based
liability, injurers generally are in-
duced (in the absence of mistakes) to
obey fault standards, and therefore
they do not ordinarily bear sanctions.
Under strict liability, however, injur-
ers are sanctioned whenever they are
caught.

These themes have been refined
and extended in various ways. For
example, I recently worked on so-
called self-reporting of violations.
One example of this is a firm’s re-
porting to the Environmental Protec-
tion Agency that it has mistakenly
discharged a pollutant, or an individ-
ual’s reporting his or her involvement
in a traffic accident to the police 4
Evidently, parties are willing to report
themselves because if they do not
and are subsequently caught, the
sanction often would be higher (the
sanction for failing to report a traffic
accident, for instance, might be that
for hit-and-run driving). There are
social advantages to designing sanc-
tions in this way; one is that it saves
on enforcement costs, because injur-
ers do not need to be found if they
volunteer their identity.

I am also working on another
enforcement subject, the theory of

corruption of law enforcement offi-
cers. Among other things, the theory
must confront the question of why
corruption is socially undesirable if
its deterrence-diluting effect could be
offset by an increase in sanctions
(which would raise the bribes paid to
law enforcers and thus implicitly
raise deterrence). This issue, and the
optimal way to control corruption
through enforcement effort and sanc-
tions, is addressed in my current
work on the topic.5

Liability Insurance

Liability insurance has been one of
this century’s most important liabil-
ity-system developments. Liability
insurance fundamentally alters the
effect of liability because, when a
liable party owns it, he or she does
not pay the judgment or settlement
out of pocket; the liability insurer
pays the judgment. Thus the very
existence of liability insurance ap-
pears to undermine the deterrent
purposes of liability. Indeed, as a
consequence of that fear, the sale of
liability insurance was resisted for
years in many countries (it was never
allowed in the former Soviet Union),
and today its sale is not allowed
against certain types of liability
(against punitive damages in certain
jurisdictions). At the same time we
see that liability insurance, far from
being restricted, is often required
(drivers must own minimal liability
coverage).

These observations about liability
insurance raise basic questions about
its functioning, social desirability, and
optimal regulation, and they were
what originally aroused my interest
in law and economics. After having
devoted much research effort toward
analysis of tort law in general, I am
now reexamining the subject of lia-
bility insurance.$

Liability insurance does not vitiate
the incentives toward risk reduction

that society seeks from the liability
system: the direct incentives of the
liability system may be translated into
the terms of insurance policies. If
insurers can monitor risk-reducing
actions of those who are insured,
then premiums will tend to be re-
duced in concert with these actions,
often leading those who are insured
to take them when socially desirable.
For example, the owner of a swim-
ming pool might be induced to put a
fence around it by the reduction in
the liability insurance premium that
this effort would occasion. If, how-
ever, the risk-reducing actions of
those who are insured are not ob-
servable to insurers, then for familiar
reasons, moral hazard will tend to
lead to dulled incentives to reduce
risk. But because coverage will tend
to be incomplete, positive incentives
to reduce risk will still exist.

It turns out (although it is by no
means obvious) that the incentives
resulting from the operation of the
liability-insurance market are socially
desirable in an appropriate second-
best sense, and that the unencum-
bered sale of such insurance is
desirable, in natural models of the
liability system, provided that the
parties have assets sufficient to pay
for the harm that they might do.

If, however, the parties’ assets are
less than the harm they might cause,
regulation of liability insurance—by
either limiting or requiring its pur-
chase—may be socially desirable. To
understand why this is so, one should
note that, given their lack of assets,
risk-averse parties will tend not to
purchase full liability insurance cov-
erage, and perhaps none at all, even
when it is sold at actuarially fair rates.
The reason is that to purchase full
coverage against a loss of, say, $1
million when one has only $100,000
in assets is to a great extent to pur-
chase coverage against losses that
one would not otherwise have to
bear.
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Given this bias against purchasing
full liability insurance coverage, it
might be desirable to mandate full
coverage. This would be advanta-
geous if insurers could observe what
steps are taken to reduce risk or if
insurance rates could discourage high-
risk individuals from participating in
certain activities. It might also be de-
sirable, however, to have the oppo-
site regulation: to forbid the purchase
of coverage. That would be advanta-
geous if insurers are unable to ob-
serve risk-reducing behavior. (In
such a situation, mandating full cov-
erage would create severe moral haz-
ard.) Making parties expose all their
assets to risk, rather than only a frac-
tion of them (were they otherwise to
purchase limited coverage), would
increase incentives to reduce risk.

To understand when and how to
regulate liability insurance, these
points need to be explored, and data
needs to be developed and analyzed
on the nature of the judgment proof
problem and of liability insurance
coverage in various areas of risk.

Reward Systems as
Alternatives to Patents
and Copyrights

Another of my research interests is
the basic alternative to intellectual
property rights, which is a system of
rewards. Under a reward system,
innovators would be paid directly by
the government for innovations —
possibly on the basis of sales—and
innovations would pass immediately
into the public domain. Thus the
author of a book would not receive a
copyright but rather a payment from
the government, calculated from
sales of the book (perhaps together
with other indicia of value). The
book, being freely available to all
publishers, would sell at production
cost.

It turns out that reward systems
were used to a fair extent in England

in the late 1700s and the 1800s.
Moreover, in the 1860s and 1870s,
reward systems figured in one of the
most intensive public-policy debates
in the economics profession; they
were discussed everywhere by econ-
omists—in articles, books, and pam-
phlets and at conferences. At that
time the patent system had come
under strong attack throughout
Europe and was considered likely for
repeal (Otto von Bismarck had rec-
ommended repeal in Prussia, and
England had set up reform commis-
sions); in some countries (Holland
and Switzerland, for instance) the
patent system was actually rejected
for a period. Obviously the patent
system ultimately won out, and the
entire subject of rewards as a funda-
mental alternative to intellectual
property rights has almost disap-
peared from economists’ sight.

The chief virtue of a reward sys-
tem, relative to copyright and patent,
is that a reward system engenders
incentives to innovate without con-
ferring monopoly power on innova-
tors. (Another virtue of a reward
system is that improvements of inno-
vations cannot be blocked by original
innovators, since by definition such
innovators have no intellectual prop-
erty rights to their innovations.) A
principal difficulty with a reward sys-
tem, though, is the information that
government requires to calculate
rewards. Tanguy van Ypersele and I
conclude in our model of innovation
that intellectual property rights do
not possess a fundamental social
advantage over reward systems;
either system could be better, depend-
ing on the circumstance.” Moreover,
we show that a properly designed
optional reward system —under

which innovators choose between

rewards and intellectual property
rights—is unambiguously superior to
intellectual property rights. An
optional system is also politically fea-
sible because industry would have

nothing to fear from it, since an inno-
vator could always choose to enjoy
intellectual property rights in an
innovation.

In view of the potential gains that
might be obtained from eliminating
monopoly pricing of many patented
and copyrighted goods (consider the
price versus the marginal cost of pro-
ducing software and pharmaceuti-
cals, or showing movies), the subject
of rewards, and especially of optional
rewards, seems worthy of renewed
attention by economists.8

Welfare Economics
versus Notions of
Fairness in Normative
Analysis of Law

The framework of welfare eco-
nomics is very different from that
used by legal academics (and, in-
deed, by virtually anyone who is not
an economist) in evaluating the
social desirability of laws. For exam-
ple, in ascertaining the social desir-
ability of a legal rule governing lia-
bility for accidents, economists
usually would focus on such factors
as the effect of the rule on accident
frequency, litigation costs, the alloca-
tion of risk-bearing, and the distribu-
tion of income. By contrast, the non-
economic views would also generally
place substantial weight on various
notions of fairness. In choosing a lia-
bility rule for accidents, the noneco-
nomic views typically would accord
significant importance to such notions
as whether corrective justice demands
that negligent injurers pay victims.

What can be said about the way in
which the noneconomic views are
used by legal academics and about
their relationship to welfare econom-
ics? Kaplow and I are working on a
series of papers on this topic.? We
stress the following major themes.

First, the noneconomic views are
essentially used reflexively, even
though very basic questions about
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their applicability often are not rec-
ognized. For example, how are the
demands of corrective justice affected
by the possibility that wrongdoers
may own liability insurance and thus
in fact often do not pay their judg-
ments? Or by the possibility that vic-
tims do not need compensation
because they own first-party insur-
ance? Or by the possibility that liti-
gants are not people but faceless
organizations? These matters aside,
how are the demands of corrective
justice to be weighed against the
incentive effects of liability, litigation
costs, and the like? We cannot find
real answers to such questions (and it
is unusual for them even to be noted)
in the writing of legal academics and
philosophers.

Second, notions of fairness are
deemed to be important without ap-
parent regard for the degree to which

* individuals actually care about them.
Thus a noneconomic view might
hold that the negligence rule, and not
strict liability, should govern liability
because the negligence rule is fairer
than strict liability, seemingly even if
not a single person in the population
considers the negligence rule fairer.
The noneconomic views thus appear
to be in fundamental tension with
individualistic social welfare func-
tions, and implicitly to raise conflicts
with Pareto optimality.

We conclude that in evaluating
legal policy, the framework of wel-
fare economics should be relied on
exclusively, meaning that notions of
fairness should not be accorded im-

portance in their own right. Although
this conclusion may seem extreme,
its full articulation makes clear that it
is not really so. It certainly accom-
modates the belief that it is socially
desirable for individuals to have, and
to be instilled with, the set of moral
views that we think good (keeping
promises and the like), for these lead
to behavior that advances social wel-
fare in various respects. And our con-
clusion also accommodates the belief
that we in fact consider it important
to adhere to many moral views. What
is ruled out is that the policymaker
give importance to any conception of
morality or fairness in addition to the
importance that individuals them-
selves attach to these notions.
Although the issues we examine in
drawing our conclusions involve, in
many respects, age-old philosophical
debates that might not seem fruitful
to discuss, we think they need to be
confronted carefully and related to
the framework of welfare economics,
because of their influence on actual

legal policy.
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The Economics of GATT

Robert W. Staiger*

The General Agreement on Tariffs
and Trade (GATT) is an important
institution. Established in 1947 to
encourage the reduction of trade bar-
riers among its 23 member countries,
GATT (and now its successor, the
World Trade Organization —WTO)
has grown in membership to a roster
that currently exceeds 125 countries.
The expanding GATT membership
reflects the success that this orga-
nization has had in facilitating multi-
lateral tariff liberalization. As a con-
sequence of the eight negotiating
rounds that GATT has sponsored, the
average ad valorem tariff on indus-
trial goods has fallen from over 40
percent to below 4 percent. In light
of its significance for the world econ-
omy, an important question for econ-
omists is whether a theoretical inter-
pretation of GATT and its main
features can be provided. Much of
my recent research has been an at-
tempt to answer this question, by
seeking answers to four sets of re-
lated questions.

First, a most basic question: Why
do governments bother to negotiate
trade agreements? After all, major
policy decisions are routinely made
by governments without consulting
their trading partners. If a govern-
ment wishes to reduce its trade bar-
riers, why must it wait for a trading
partner to reach the same conclu-
sion? Second, given that governments
do choose to negotiate trade agree-
ments with one another, what do
they hope to accomplish in agreeing
to a prior set of rules by which nego-
tiations are to proceed and outcomes

*Staiger is a Research Associate in the
NBER’s Program on International Trade
and Investment and a Professor of
Economics at the University of Wisconsin.
His “Profile” appears later in this issue.

abide? These rules, which are con-
tained in the articles of GATT, remain
largely a mystery to economists. How
do these rules affect trade bargaining
outcomes, and why would govern-
ments choose to adopt them? Third,
how are these agreements enforced,
and how do the limits of enforce-
ment shape the features of GATT?
And finally, can the same set of prin-
ciples on which postwar multilateral
liberalization has been based be
applied to the host of “new” trade
policy issues (for example, labor and
environmental standards) currently
before the WTO? This article de-
scribes my research on each of these
questions.

Why Negotiate Trade
Agreements?

What do governments achieve
when they negotiate a trade agree-
ment? Because trade negotiations are
voluntary, each government should
gain as a result of them, and this is
possible only if there exists an ineffi-
ciency (relative to the governments’
own preferences) that the negotia-
tions can correct. What, then, is the
source of the inefficiency that a trade
agreement can correct? My research
points to two possibilities.

First, governments may face credi-
bility problems, and view trade
agreements as a means by which to
make policy commitments relative to
their own private sectors. In joint
work,! Guido Tabellini and I have
explored the inefficiencies that can
arise if the unilateral trade liberaliza-
tion announced by a government is
not deemed credible by its private
sector. We provide some empirical
evidence in support of the general
position that commitments made in a
trade agreement can bolster the cred-
ibility of trade policy decisions. Our

empirical investigation studies U.S.
tariff choices, and exploits the fact
that trade policy in the United States
is implemented in a variety of insti-
tutional environments. One environ-
ment that we examine is the Tokyo
Round of GATT negotiations, and in
particular the decision by the United
States to exclude certain industries
from the across-the-board tariff cuts
negotiated in that round. The other
is the decision by the United States
to grant protection to certain indus-
tries through GATT’s “escape clause”
(under which a government may
temporarily “escape” from its GATT
commitments). We observe that in
each environment the U.S. govern-
ment had to decide whether to
address distributional concerns by
granting costly tariff increases (or for-
going beneficial tariff reductions), but
that only in the former environment
did GATT rules and procedures place
explicit constraints on the ability of
the U.S. government to subsequently
reverse its decision. Therefore, only
in the former environment could
GATT rules serve as a potential com-
mitment device relative to the private
sector. Comparing decisions made
across these two environments, we
find that GATT rules did help the U.S.
government make domestic trade
policy commitments, for example by
allowing the decision to protect to be
more responsive to the cost of the
production distortions that would
arise as a consequence of that deci-
sion. This supports the view that
GATT's rules indeed can enhance the
credibility of trade policy decisions,
and it suggests one possible answer
to the question posed earlier: trade
agreements can help governments
make commitments to reduce their
own trade barriers.

But this question also has a com-
mon sense answer that every trade
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policy practitioner knows: govern-
ments negotiate trade agreements not
because they wish to reduce their
own trade barriers but because they
seek to reduce the trade barriers
imposed by their trading partners,
and they are willing to “pay” —with
market access “concessions” of their
own —for the enhanced access to
foreign markets that lower foreign
barriers would bring. According to
this view, the real question for econ-
omists is, must this behavior be inter-
preted as reflecting an irrational
mercantilist distraction, or can it be
understood with sound economic
principles? The answer to this ques-
tion has serious implications for the
study of GATT as an institution: if the
behavior of trade negotiators makes
no sense on any level, then there can
be no internal logic to GATT, since
this behavior is woven into the very
fabric of GATT law and practice.

In joint work,? Kyle Bagwell and I
have shown that there is a deeper
economic logic behind this seem-
ingly irrational behavior, and that it
is tied to the terms-of-trade motiva-
tions familiar from the classic work
of Harry G. Johnson.? Moreover, this
logic is very general; it applies, for
example, to each of the leading polit-
ical economy models of trade policy
(and is in fact the only reason that
governments might wish to negotiate
a trade agreement in these models).
The logic itself is very simple, and
can be described in intuitive terms,
once it is observed that the terms-of-
trade effects of a government’s policy
choices refer simply to its ability to
shift the costs of its policies onto
trading partners. This cost-shifting
will occur if some of the incidences
of a government’s policies are borne
by foreign exporters. Thus, for exam-
ple, when a domestic government

. offers protection to an import-com-
peting industry, some of the costs of
that protection will be shifted abroad
if foreign exporters accept lower

export prices for their sales in the
domestic market. When such cost-
shifting occurs, governments will
likely make distorted policy choices,
as they do not bear the whole cost of
their decisions. Consequently, from
the perspective of cost-shifting,
terms-of-trade effects represent a nat-
ural source of inefficiency associated
with unilateral policy decisions. At
the same time, these effects can help
to provide an economic explanation
for th'e mercantilist orientation of
actual negotiations; they imply that
each government is right to pin its
hopes for a beneficial outcome of
negotiations on its ability to gain
enhanced access for its exporters to
the markets of its trading partners.
Moreover, as we discover in subse-
quent work, viewing the central
“problem that trade agreements can
solve” as a terms-of-trade-driven pris-
oners’ dilemma reveals a simple logic
to a number of GATT’s key princi-
ples. These are discussed in the next
section.

Why Adopt a “Rules-
Based” Approach to
Negotiations?

If GATT were simply the codifica-
tion of a set of negotiated tariffs,
would governments have been able
to achieve the same degree of suc-
cess in liberalizing trade barriers over
the postwar period? This is a coun-
terfactual situation that we can never
observe, but economic theory —
together with a knowledge of the
institution —can help to provide an
answer. Of course GATT is not an
agreement to operate at a particular
point on the efficiency frontier.
Rather, it is a negotiating forum,
membership in which carries an
obligation to abide by a set of rules
under which future negotiations can
occur and future conduct will be
judged.4 While these rules are laid
out in a series of GATT Articles, the

pillars of GATT are the principles of
reciprocity and nondiscrimination
(most favored nation, or MFN), and
that enforcement mechanisms form
the heart of the GATT system. I will
discuss reciprocity and MFN here,
leaving issues of enforcement for the
following section.

The principle of reciprocity is a
GATT norm under which one coun-
try agrees to reduce its level of pro-
tection in return for a reciprocal
concession from its trading partner.
At the broadest level, this principle
refers to the “ideal” of mutual changes
in trade policy that bring about equal
changes in import volumes across
trading partners. The principle of
nondiscrimination is a separate norm,
under which a member government
agrees that any tariff applied to the
exports of a given product from one
trading partner will apply equally to
the exports of that product from all
other trading partners. Do the princi-
ples of reciprocity and nondiscrimi-
nation serve governments as simple
rules of negotiation that promote effi-
ciency, by “undoing” the terms-of-
trade-driven inefficiency that arises in
the absence of an agreement? My
joint work with Bagwell5 suggests
that they do.

Specifically, our work identifies at
least two roles that these tandem
principles can play in aiding govern-
ments as they seek to implement effi-
cient trade agreements. First, these
principles can help direct bargaining
outcomes toward the tariffs that each
government would have chosen had
it ignored its ability to shift the costs
of its protection onto trading partners
through terms-of-trade effects (for
example, if governments sought to
maximize national income with their
tariff choices, this would correspond
to multilateral free trade). This fea-
ture in turn can encourage weaker
countries to participate in GATT
negotiations without fear of exploita-
tion by their stronger, bigger trading
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partners. Second, these principles
can help to protect the value of mar-
ket access concessions won by a
government in a current negotiation
from being eroded in a future bilat-
eral negotiation to which it is not a
party. This feature can serve to facil-
itate the efficient exchange of market
access concessions between coun-
tries, by reducing or eliminating the
potential for opportunistic bilateral
agreements in the future. Each of
these roles arises from basic proper-
ties of reciprocity and MFN—namely,
that mutual changes in trade policy
conforming to reciprocity will stabi-
lize the terms of trade, and that MFN
tariffs will ensure that all countries
can trade on the same terms (face the
same set of exporter prices). To-
gether, these properties serve to neu-
tralize the terms-of-trade motives for
trade policy intervention. Conse-
quently, as we establish in our pa-
pers, when the fundamental ineffi-
ciencies that governments seek to
correct with a trade agreement arise
as a result of incentives to shift costs
through terms-of-trade movements,
these properties create a negotiating
environment with the desirable fea-
tures noted earlier. These papers point
out that preferential agreements—
which are by their nature discrimina-
tory —can interfere with these desir-

able features, to the detriment of the’

multilateral trading system.

How Are Trade
Agreements Enforced?

As there is no “world jail” an inter-
national agreement must be self-
enforcing if it is to be credible, and
GATT is no exception. As a result,
GATT must (and does) attempt to
specify credible retaliatory measures
against any country that places addi-
tional restraints on trade in a way that
violates the agreement. This amounts
to maintaining a balance between the
short-term temptation to deviate uni-

laterally from an agreed-on trade pol-
icy and the long-term penalty of a
consequent future loss of coopera-
tion (that is, the cost of a future retal-
iatory “trade war”). Viewed in this
way, it is evident that any event that
alters the current temptation to cheat
or the value of maintaining coopera-
tion into the future can alter this bal-
ance, and consequently the enforce-
able level of cooperation may change
through time. In a number of papersé
Bagwell and I have built on this
observation to evaluate and interpret
several of GATT’s features, including
its escape-clause provisions and the
impacts of preferential agreements
on sustainable multilateral tariff
cooperation.

In one paper” I argue that enforce-
ment concerns in a nonstationary
world may help to explain the
degree to which GATT’s liberaliza-
tion process has spread over time. I
show that an initial round of liberal-
ization can set in motion changes in
an economy’s resource allocation
that eventually lead to a relaxation of
enforcement constraints, creating the
possibility of sustaining a further
round of liberalization as the process
continues toward the efficiency fron-
tier. It is encouraging for the pros-
pects of reciprocal trade liberalization
in a world of limited international
enforcement power that the liberal-
ization process can gather momen-
tum and sow the seeds of further
liberalization. It suggests that such
limits need not keep the world per-
manently away from the efficiency
frontier. But there is a more ominous
side to this observation: anything that
interrupts the expected future
progress of the liberalization process
may negatively affect the ability to
sustain the liberalization that has
been achieved already. This notion
embodies the core feature of what
has come to be known informally as
the “bicycle” theory of GATT liberal-
ization (“If you don’t keep pedaling,

you will fall off”). It emerges natu-
rally when GATT’s liberalization is
considered from the perspective of a
self-enforcing agreement.

Can GATT’s Principles
Be Applied to “New”
Trade Policy Issues?

GATT is certainly not perfect, but
most observers agree that its princi-
ples have worked remarkably well to
liberalize world trade. Can these prin-
ciples also be applied to the variety
of new issues before the WTO? A
number of these issues, such as
agreements on labor and environ-
mental standards, would extend
GATT’s reach well beyond traditional
trade policy matters, and as such
appear to encroach on traditional
limits of national sovereignty. This
raises fundamental questions about
the structure of international eco-
nomic relations among sovereign
states. Therefore, an important ana-
lytical question concerns the minimal
range of policies over which interna-
tional negotiations must proceed if
global efficiency is to be achieved.

In recent works Bagwell and I
have begun to explore such ques-
tions by investigating how domestic
labor standards might be handled in
the GATT/WTO. We consider several
approaches to the treatment of
domestic labor standards within a
trade agreement. First we show that
the “benign neglect” of labor stan-
dards within a trade agreement will
result in inefficient choices for both
trade barriers and labor standards,
much as labor interests and social
activists have claimed. However, we
also show that direct negotiations
over labor standards are not required
to reach efficient outcomes. Instead,
we describe GATT rule changes that
in principle could allow governments
to achieve efficient policy outcomes
while continuing to negotiate Over
tariffs alone, thereby preserving a
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degree of national sovereignty over
traditionally domestic policy choices.
The required rule changes would
extend the logic of reciprocity as cur-
rently contained in GATT to the
choice of domestic labor standards.
But there is an important distinction
between the GATT rule changes we
suggest and the changes that have
been proposed in recent WTO dis-
cussions — namely, the formal inclu-
sion of a “social clause” that would
permit restrictions to be placed on
imports from countries not comply-
ing with a specified list of minimum
standards. These proposed changes
would allow governments to raise
import restrictions in response to the
weak labor standards of their trading
partners. In contrast, the changes
suggested by our analysis would
instead allow governments to raise
import restrictions in exchange for
tightening their own labor standards.
This reorientation, linking the per-
missible level of import protection in
GATT to one’s own labor standards
rather than the labor standards of
one’s trading partners, is the paper’s

central message for the application of
GATT’s principles to the new trade
policy issues.
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Conferences

Barajas, Steiner, and Salazar
examine the determinants of the high
intermediation spread observed in
the Colombian banking sector for
more than two decades. They esti-
mate an equation based on a bank
profit maximization mode] that per-

mits a decomposition into opera- .

tional costs, financial taxation, market
power, and loan quality. Although the
average spread did not change be-
tween the preliberalization (1974-88)
and postliberalization (1991-6) peri-

ods, its composition did, with market
power significantly reduced and the
responsiveness to loan quality
increased. Colombia’s progress in
reducing operational costs and finan-
cial taxation and improving loan
quality will determine whether it can
narrow the spread.

Edwards uses high-frequency data
on short-term, nominal interest rates
during the 1990s in Argentina, Chile,
and Mexico to analyze whether
volatility contagion has spread from

Mexico to the two South American
nations. His results indicate quite
strongly that while there has been
volatility contagion from Mexico to
Argentina, there has been no volatil-
ity contagion from Mexico to Chile.
His results also indicate, however,
that with the exception of a brief
period in 1995, nominal interest rates
have been more volatile in Chile than
in Argentina. His results also indicate
that interest-rate differentials with
respect to the United States have
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tended to disappear somewhat slowly

in both Chile and Argentina. More- -

over, after capital controls on capital
inflows were imposed for Chile,
interest-rate differentials there be-
came more sluggish and tended to
disappear more slowly than during
the free-capital mobility period.

The Bank of Mexico relies primar-
ily on the control of the overnight
interest rate in conducting its mone-
tary policy. Is this extremely short-
term interest rate the relevant
instrument for achieving exchange
rate objectives? Theory suggests that
the relationship between the ex-
change rate and the term structure of
interest rates can be complicated and
counterintuitive when investors are
risk averse. Santaella and Ogaki
investigate the effect of the term
structure of interest rates on the
exchange rate for Mexico. This infor-
mation could be useful in helping
analysts to understand and manage
the operation of the Mexican floating
exchange rate regime.

Governments participate in finan-
cial markets in many ways that are
thought to improve the public wel-
fare. Recent financial crises in devel-
oping countries, however, suggest
that a government’s periodic inabil-
ity to renegotiate debt on terms that
it finds acceptable generates costly
reductions in real output, investment,
and consumption. In this environ-
ment, optimal debt and asset man-
agement balances the benefits from
a government’s financial intermedia-
tion with the costs of associated
crises. Dooley presents a preliminary
theoretical framework for evaluating
this trade-off.

Krueger and Tornell analyze the
evolution of the Mexican economy
between 1995 and 1998. The remark-
able quick recovery seen in aggre-
gate activity has not been uniform
across the economy. The tradable

sector has grown strongly, while the
nontradable sector has recuperated
sluggishly. This asymmetric response
is intimately linked with the severe
credit crunch that Mexico has experi-
enced since 1995. Although domes-
tic bank lending dried up, tradable
firms obtained financing in the inter-
national capital market. This was not
the case in the nontradable sector.
Concomitant with the credit crunch
is the steady increase in the share of
nonperforming loans. The authors
analyze the reasons for this increase
and the rationale for the partial
bailout policy adopted in 1995, and
investigate why this policy did not
solve the banking problem.

What caused the epidemic of
financial crises in the last two dec-
ades of the twentieth century, and
what steps can be taken to minimize
countries’ vulnerability? Caprio
argues that although a variety of
proximate factors contribute to finan-
cial crises, information and incentive
problems are the fundamental deter-
minants. He then develops a scoring
system for the regulatory environ-
ments of a dozen Asian and Latin
American financial systems in 1997,
and finds that the Asian economies
in crises have the lowest scores.
Economies with high scores saw rel-
atively little impact from financial
crises. The scoring system also pro-
vides a guide for how countries
might prioritize improvements in
their regulatory environment.

Eichengreen and Mody analyze
the determinants of spreads on syn-
dicated bank lending to emerging
markets, treating the loan-extension
and pricing decisions as jointly deter-
mined. They use a dataset of some
7,000 bank loans to emerging-market
borrowers in the 1990s. They find
that the syndicated bank loan market
is more stable across regions and
over time than the international bond

market. Its large number of small
loans, as compared with the rela-
tively large issues that dominate the
bond market, highlight the role of
international banks in providing
credit to smaller borrowers about
whom information is least complete.

De Gregorio, Edwards, and
Valdés analyze the effectiveness of
capital controls using the example of
the Chilean experience with the
unremunerated reserve requirement.
They examine the effects on interest
rates, the real exchange rate, and the
volume and composition of capital
inflows and show that the unremu-
nerated reserve requirement may
have allowed higher interest rates in
Chile. There are no clear effects on
the real exchange rate. However, the
more persistent and significant effect
is on the composition of capital in-
flows, tilting it toward longer maturity.

The strengthening of prudent reg-
ulation of the financial sector gener-
ally has led to increased concentra-
tion. While more prudent regulation
may deliver a benefit in terms of
increased solvency, more concentra-
tion typically implies higher spreads.
Thus one theory is that these pru-
dential measures imply a tradeoff
between solvency and competition.
Schargrodsky and Sturzenegger
argue that such a tradeoff does not
necessarily exist. They present a
model in which product differentia-
tion decreases with concentration,
inducing more rather than less in-
tense competition, and in turn lead-
ing to lower spreads. The authors
provide evidence from a cross sec-
tion of countries in favor of this alter-
native view.

The proceedings of this conference
will be published as a special issue
of the Journal of Development
Economics. ’
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Globalization —the integration of
national economies—has become
one of the most widely used buzz-
words of the late twentieth century.
Yet there are remarkably few statisti-
cal measures of product-market inte-
gration across time, countries, and
goods. Knetter and Slaughter pre-
sent new measures of product-mar-
ket integration based on price and
quantity data. They find some evi-
dence of product-market integration,
but this process is not uniform across
time, countries, or goods. Their new
measures may help to quantify glob-
alization’s extent and its effect on
domestic economic outcomes.

Because of the indeterminacy of
the commodity composition of trade
in models with two or more factors
and at least as many goods as factors,
it is useful to interpret the Heckscher-
Ohlin theorem in terms of the
exchange of a country’s relatively
abundant productive factors for its

relatively scarce factors. Testing this

theorem empirically invariably
involves calculating the factor con-
tent of the goods and services traded
internationally. Some economists
have also used measures of the factor
content of trade to identify differ-
ences among the causes of observed
changes in factor prices. Other

authors have relied on the behavior
of factor proportions within and
among industries to draw conclu-
sions about the causes of factor price
changes. Baldwin investigates the
appropriateness of linking these mea-
sures to factor price changes within
the general equilibrium framework
used by trade economists. He con-
cludes that only under special as-
sumptions are such linkages justified.
Deardorff and Staiger (1988), Dear-
dorff (1997), and Panagariya (1998)
have specified sets of assumptions
under which the factor content of
trade can be used to indicate trade’s
effects on relative factor prices.
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Heston and Summers report on -

an ongoing capital stock measure-
ment project associated with the
maintenance of the Penn World
Table. The major concerns they dis-
cuss arise in applying the perpetual
inventory methodology to the na-
tional accounts data of more than 60
countries, ranging from the poorest
developing ones to the richest devel-
oped ones. Specifically, they discuss:
1) the use of countries’ national ac-
counts data expressed in domestic
prices versus common international
prices; 2) the importance of disag-
gregating total investment in cumu-
lating capital; 3) a basis for using
different depreciation rates in differ-
ent countries; and 4) a criterion for
determining whether straight-line or
declining-balance depreciation should
be used, and whether the productiv-
ity of a constant dollar’s worth of
capital is greater in later years.

Brown, Deardorff, and Stern
explore issues of child labor exploita-
tion in developing countries and the
variety of trade and other policy op-
tions and programs that are available
in the United States and other indus-
trialized countries to deter such ex-
ploitation. These deterrents include
U.S. trade policies, economic and tech-
nical assistance provided through the
International Labor Organization (ILO),
supranational measures working
through the ILO or the World Trade
Organization, codes of conduct, and
consumer labeling. Finally, the au-
thors present a theoretical model of
family labor supply that is embedded
in a standard Heckscher-Ohlin gen-
eral equilibrium model of production
and trade; they use it to determine
how the total labor supply of the
family varies when the wages of par-
ent and child move together and
when the wage of only one family
member changes.

Engel and Devereux investigate
the choice of exchange rate regime
—fixed or floating—in a dynamic,

intertemporal general equilibrium
framework. They find that when
prices are set in producers’ curren-
cies, floating exchange rates are pre-
ferred if the country is large enough
or not too risk averse. On the other
hand, floating exchange rates are
always preferred if prices are set in
consumers’ currencies because float-
ing exchange rates allow domestic
consumption to be insulated from
foreign monetary shocks. The gains
from floating exchange rates are
greater when there is international-
ized production.

In the style of Lipsey, Richardson

and Zhang map and interpret U.S. -

comparative advantage across time,
trading partners, and sectors at an
increasing level of commodity detail.
They use Bela Balassa’s index of
Revealed Comparative Advantage
(RCA), measured from U.S. export
data. The authors call some of their
indexes RRCA indexes—they mea-
sure Regional Revealed Comparative
Advantage by groups of U.S. trading
partners. U.S. patterns of comparative
advantage seem to be different in dif-
ferent parts of the world, and the dif-
ferences seem to have changed
between 1980 and 1995, the period
from which the authors’ data comes.

Fors and Kokko examine the
effects of outward foreign direct
investment (FDI) on economic struc-
ture in the home countries of the
multinational corporations (MNCs).
Drawing on data for 17 of the largest
Swedish MNCs, and looking at the
population of domestic and foreign
plants owned by the 17 MNCs from
1986 to 1994, the authors find that
about 10 percent of the existing
plants were closed or sold to other
firms each year. At the same time, an
almost equal number of new plants
were established or acquired from
other firms. These changes reflect an
increasing division of labor within
each MNC, but the resulting pattern
of specialization does not seem to

conform to predictions from simple
trade theory.

Markusen and Maskus extend
recent theory referred to as the
“knowledge-capital model,” which
simultaneously generates motives for
both horizontal and vertical multina-
tional production. They use this
model to derive predictions about
foreign affiliates’ pattem of produc-
tion for local markets versus their
production for exports as functions
of country characteristics such as
market sizes, size differences, and
relative endowment differences.
Then, using data on affiliate produc-
tion and trade, the authors find that
the ratio of production for export
sales to production for local sale
depends negatively on market size,
investment, and trade costs in the
host country, and positively on the
relative abundance of skilled labor in
the parent country (or the skilled-
labor scarcity of the host country).

Does production growth abroad
substitute for or complement pro-
duction growth at home? Sweden-
borg revisits this and related issues
for Sweden, a large net foreign inves-
tor and the only country other than
the United States for which there
exists comprehensive firm-level data.
Her analysis is unique in that it uses
panel data for Swedish MNCs cover-
ing a 30-year period. The results
broadly confirm earlier findings
based on cross-sectional analyses,
but they also reveal that the latter
tend to overestimate the relationship
between variables over time. The
partial effect of foreign production
on exports is negative in the case of
products that are “substitutes” and
positive for “complements,” and the
net effect is zero. The overall rela-
tionship between foreign and domes-
tic growth is positive, however,
owing to economies of firm size in
research and development and head-
quarter services that benefit both
home and foreign operations.
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Shoven and Schieber analyze
several similar cost-efficient ways of
organizing individual accounts, sur-
veying the experience with privatized
and partially privatized social secu-
rity programs in Chile, Australia, the
United Kingdom, and Sweden. Aus-
tralia has a relatively new program,
begun in 1973, and still in its startup
phase. Nonetheless, the average
administrative cost for the private
accounts in that country was 0.835
percent of assets in 1997, and it is
going down fairly rapidly as the
average account size grows. Since
U.S. financial markets are generally
far more efficient and competitive
than Australian markets, the United
States should be able to administer a
program of individual accounts for
less than the Australians have. The
authors also examine the administra-
tive cost experience of U.S. 401(k)
accounts. In 1997 the average total
administrative cost for 401(k) plans
was 0.77 percent of assets. There are
reasons why social security individ-
ual accounts should be less expen-

sive to administer (for instance, the
disallowance of loans and early with-
drawals), and there are other reasons
that would tend to make them more
expensive (lower average earnings of
participants). The authors report that
some large mutual fund companies
currently manage individual retire-
ment accounts (with minimum bal-
ances as low as $500) for total ad-
ministrative fees ranging from 0.19 to
0.77 percent of assets.

Goldberg and Graetz detail one
method of implementing personal
retirement accounts (PRAs) as a part
of Social Security reform in the
United States. The method they
describe is designed to minimize
administrative costs and distribute
those costs in what could be re-
garded as a fair and reasonable way;
to minimize the burden on employ-
ers, especially small employers who
do not currently maintain a qualified
retirement plan; and to meet the
expectations of Americans for sim-
plicity, security, control, and inde-
pendence. It relies on existing payroll

and income tax mechanisms for col-
lecting PRA funds and crediting PRA
accounts. It provides two basic op-
tions for investments: a simple sys-
tem involving a limited number of
funds sponsored by the Social Secu-
rity Administration and managed by
private companies; and privately
sponsored funds with additional
investment choices. It also provides
two distribution alternatives if distri-
butions must be annuitized: an
increase in Social Security benefits;
and inflation-protected annuities pro-
vided directly to retirees by private
companies.

Ferrier, James, Smalhout, and
Vittas investigate the cost-effective-
ness of three alternative ways of con-
structing funded social security
pillars: individual accounts (IAs)
invested in the retail market with rel-
atively open choice; IAs invested in
the institutional market with con-
strained choice among investment
companies; and a centralized fund
operating in the institutional market
without individual accounts or differ-
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entiated investments across individu-
als. Mandatory contributions with
' centralized collections offer a new
opportunity to benefit from scale
economies through the institutional
market. Scale economies diminish
after a point, so cost efficiencies do
not dictate the elimination of choice,
but rather constraints on choice. IA
systems with choice do imply addi-
tional record-keeping expenses as
compared with a no-choice/single-
fund alternative — this is their single
cost disadvantage — but these costs
are determined by policy rather than
technology. For modest levels of
service, and with service increments
unbundled, the common cost of
record-keeping and participant com-
munication will be small after the first
five years and less than 0.1 percent
of assets in a steady state.

- Many designs for individual Social
Security accounts have been pro-
posed. For government-organized
accounts, for example, the govern-
ment arranges for both record-keep-
ing and investment management.
The government then spreads the
costs of these accounts among the
accounts, outside sources of revenue,
employers, and workers. With pri-
vately organized accounts, individu-
als directly select private firms to

perform record-keeping and invest-
ment. Equilibrium prices thus reflect
selling costs as well as administrative
costs. Diamond describes a low-
cost/low-services government-orga-
nized plan and estimates that it might
cost $40 to $50 per worker per year.
He discusses the nature of equilib-
rium with privately organized accounts,
concluding that the costs would be
very high compared with the cost of
government organization.

Poterba and Warshawsky pre-
sent new evidence on the costs of
purchasing private annuity contracts
to spread a given stock of assets over
an uncertain future lifetime. First,
they describe life annuity contracts
that are currently available in the
individual single-premium/immedi-
ate-annuity marketplace. For a 65-
year-old male annuity buyer, the
expected present discounted value of
the payouts offered by the average
policy available in June 1998 was
approximately 85 percent of the pur-
chase price of such a policy. (This
assumes that the individual faces
average mortality risks.) The ex-
pected present value of payouts is
much higher—97 percent of the pur-
chase price—and the “cost of annu-
itization” is lower if the buyer faces
the mortality rates of the typical

annuitant. The authors then consider
the individual annuity policies avail-
able to participants in the federal
government’s Thrift Saving Plan. Be-
cause these annuities are purchased
through a large group retirement sav-
ing program, some of the administra-
tive costs are lower than those in the
national individual annuity market.
Correspondingly, the expected cur-
rent value of payouts is higher than
that in the individual annuity market-
place. Finally, the authors describe
the individual annuity products of-
fered by TIAA-CREF, the retirement
system for college and university
employees. TIAA offers participating
annuities which have among the
highest payouts in the individual
annuity market. The ability to offer
these payout levels owes mainly to
superior investment returns and low
expenses.

These papers and their discussions
are available in the “Books in Prog-
ress” section of the NBER's Web site.
A revised version with a summary of
the general discussion will be pub-
lished by the University of Chicago
Press. Its availability will be an-
nounced in a future issue of the
NBER Reporter.

NBER Reporter Spring 1999  27.




Armstrong discusses the emerg-
ing pay-TV market, focusing specifi-
cally on the dangers of anti-competi-
tive agreements between firms in the
industry. He describes the industry’s
economic features and summarizes
the current state of the market in the
United Kingdom. He analyzes two
simple formal models of the industry,
discussing the danger of two verti-
cally integrated pay-TV networks
entering into collusive agreements to
exchange programming with each
other. He then proposes an incentive
for a telecom-only firm to subsidize a
pay-TV-only firm, so as to inhibit
entry by combined cable TV/telecom
firms.

Cellular telephone is intrinsically a
network-type service, and its benefits
are dependent on the extent of inter-
connection with a wire-based net-
work. Demands for both fixed-line

and cellular telephones are interde-
pendent of each other. Okada and
Hatta examine empirically the inter-
dependent demand among the two
networks and this demand’s implica-
tion for the efficient price structure.
The authors’ results suggest that the
comprehensive deregulation of the
cellular telephone industry in 1994
induced the price structure to be-
come more efficient.

Bresnahan and Richards exam-
ine the implications of changing
global markets in information and
communications technology (ICT) for
the efficacy of demand-steering pub-
lic policy in creating local rents. Both
computing and telephony are under-
going changes in industry structure
associated with changes in competi-
tion. The convergence of computing
and telephony and the possibility of
new ICT markets reinforce trends

toward vertical competition. This
lowers entry barriers and is likely to
encourage government-supported
local entrants into global ICT. The
prospects for exports, command of
rent-related standards, and large re-
turns from such initiatives are not
very bright, however, given the nature
of vertical competition from global
software and services providers. The
authors predict far more demand-
steering attempts than successes.
Ariga, Nishimura, and Ohkusa
estimate individual firm-level mark-up
for more than 400 major manufactur-
ing firms in Japan. Their estimates
suggest that most of these firms have
significant market power, not only
because of market concentration but
also because of the firms’ market
shares, and their advertising and
sales efforts. The authors then assess
the impact on estimated mark-ups of

28. NBER Reporter Spring 1999




egulatory measures taken by the
apanese Federal Trade Commission
FTC). They find that discretionary
nd nonpunitive FTC activities are
lirected toward the right targets and
re reasonably effective, whereas
njunctions, the strongest measure
:ndowed to the FTC, have essentially
10 effect on mark-ups of the firms
ampled.

Cremer discusses imposing tariffs
m use of the Internet. After survey-
ng different approaches, he high-
ights the issues raised by the net-
vork’s commercialization. He then
yresents a new model aimed at shed-
ling light on the pricing of the reser-
ration of bandwidth for applications
hat require long, good-quality con-
1ections (such as video conferencing,
nteractive teaching, and so forth).

Gual discusses the impact of
leregulation and market integration
»olicies on European banking. He
ocuses on how enlargement of the
narket affects concentration ratios,
aking into account the competition

effects of changes in the regulatory
regime. He argues that whether Euro-
pean integration will increase ex-
ploitation of scale advantages depends
on the extent to which banking com-
petition depends on fixed versus
variable costs. If competition focuses
on variable costs, then concentration
will diminish with market enlarge-
ment. If competition focuses on
expenses unrelated to the level of
intermediation, then concentration
will not tend to decline as the market
grows. This is because of the com-
pensating effect of increased compe-
tition on fixed costs, such as exist in
establishing brand image or setting
up electronic banking. Evidence from
11 European Union countries from
1981 to 1995 supports Gual’s model
of variable cost competition. Thus,
one would not expect large increases
in Furopean banking concentration
as a result of market integration, but
consolidation only at the level of
some domestic markets.

Nagaoka and Kimura analyze the

competitive impact of the recent
import liberalization of the oil prod-
ucts market in Japan. In response to
the import liberalization policy in
March 1996, the market price of
Japan’s oil products declined signifi-
cantly, but its domestic oil production
increased significantly. Moreover, oil
prices fell substantially before the
actual liberalization of imports. The
authors demonstrate that the implicit
cartel theory can well explain such
features of the impact of import lib-
eralization. They also point out the
significant welfare impact of such lib-
eralization, caused by the expansion
of supply in the market, with a large
tax wedge between price and cost,
and possibly because of the reduc-
tion in excessive investment, espe-
cially in distribution.

These papers will be published in
a special issue of the Journal of the
Japanese and International Econo-
mies. Sadao Nagaoka will be guest
editor of the issue.
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Does an expansion of patent scope
induce more innovative effort by
firms? Branstetter and Sakakibara
provide evidence on this question by
examining company responses to the
Japanese patent reforms of 1988.
Interviews with practitioners suggest
that the reforms significantly ex-
panded the scope of patent rights in
Japan, but that the average response
in terms of additional R and D effort
and innovative output was quite
modest. Interviews also suggest that
a firm’s organizational structure is an
important determinant of the level of
response, Using Japanese and U.S.
patent data on 307 Japanese firms,
the authors confirm that the magni-
tude of the response is quite small,

Licensing and other profit-sharing
agreements are the source of profit
on proprietary research tools. The
terms negotiated in licensing agree-
ments are determined in part by the
remedies for infringement, such as
damages and injunctions. Schanker-
man and Scotchmer investigate
how ex-post-facto damages and the
opportunity for injunctions against
unauthorized use affect the incen-
tives to develop research tools. They
show that high damages for infringe-
ment can be counterproductive in
protecting the profit of owners of
research tools. The effectiveness of
injunctions depends on how much
capital the infringer invests in devel-
oping the commercial product before

the infringed party gets an injunction.

Cockburn and Lanjouw seek to
identify and create data sources that
can be used to establish empirically
whether, in response to the substan-
tial strengthening of the global patent
system created by the GATT, there
has been (or will be) any shift in R
and D investment and product devel-
opment toward markets in less de-
veloped countries (LDCs) or toward
tropical diseases. After studying
patent records and scientific publica-
tions and surveying pharmaceutical
and biotechnology firms and tropical
disease specialists, they conclude that
strengthening intellectual property
rights (IPRs) does make developing
country markets more attractive, but
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International investment of retire-

ment savings in an investment-based
Social Security system could yield
important benefits to U.S. citizens. To
gauge the potential magnitude of
these benefits, Baxter and King con-
trast the current Social Security sys-
tem with alternative private invest-
ment vehicles— specifically, variable
rate annuities. Within a private retire-
ment account, standard portfolio
analysis suggests benefits from an
internationally diversified portfolio
equal to a 20 to 40 percent increase

in wealth at the retirement date.
Much larger hedging benefits could
be obtained by switching from do-
mestic to foreign assets in private
retirement accounts accruing before
the retirement date, as individuals
accumulate retirement wealth during
their working life. The extent of these
benefits depends on the magnitude
of the co-movements of asset returns
and labor incomes and requires a
detailed analysis of life cycle saving
decisions.

As the U.S. population ages, the

growing retirees-to-workers ratio
increases the burden of public retire-
ment systems. Is it efficient to main-
tain a defined-benefit social security
system? What would be the effect of
reducing the pay-as-you-go benefits
and encouraging private retirement
savings? Bohn examines these ques-
tions in a neoclassical growth model
with overlapping generations and
demographic uncertainty. In this
model a defined-benefits social secu-
rity system is more efficient ex-ante
than a defined-contribution system, if
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the birth rate changes, because small
cohorts generally enjoy favorable
wage and interest rate movements:
they are in the labor force when the
capital-labor ratio is high, and they
earn capital income when the capi-
tal-labor ratio is low. A defined ben-
efit system helps to offset the effect
of these factor price movements by
imposing higher taxes on small
cohorts. Neither the defined-benefits
system nor any of its main alterna-
tives is fully efficient, however,
because all fail to adjust current
retiree benefits in response to antici-
pated future demographic changes.
In the case of changes in life expec-
tancy, the efficient policy response
depends on the predictability of
deaths at the individual level and on
the availability of annuities. Reduced
benefits can be efficient if annuities
markets are missing and the mortality
change is such that accidental be-
quests decline, but not otherwise.
Against a background of projec-
tions of sharply increasing elderly
dependency rates, workers in the
major industrial economies are
apprehensive that their social secu-
rity benefit entitlements will be cut
before or after they retire, leaving
them with inadequate retirement
income. McHale looks at recent ben-
efit rule changes in the G7 countries
to see what can be learned about
such political risk in pay-as-you-go
pension systems. From this small
sample, he finds that projections of
rising costs under current rules are
inducing reforms, and that these
reforms often have a major impact on
the present discounted value of
promised benefits for middle-aged
and younger workers. Usually, how-
ever, the benefits of the retired and
those nearing retirement are pro-
tected. The phasing in of benefits
cuts raises the question as to why
younger workers are willing to take
significant cuts in their implicit
wealth while protecting the currently
old. McHale explores one possible

answer through a simple model:
these workers fear even larger cuts in
their benefits if the tax burden on
future workers rises too high.

Feldstein, Ranguelova, and
Samwick study the effects of per-
sonal retirement accounts invested in
a mixture of stocks and bonds. They
trace the time path from a pure pay-
as-you-go system to both a fully
investment-based system and a
mixed system that combines pay-
as-you-go and investment-based
components. After analyzing this
transition in terms of the expected
return on a stock-bond portfolio, the
authors use historic evidence on vari-
ations in rates of return to measure
the risk that individual retirees would
face along the transition path. More
specifically, they calculate the proba-
bility distribution of benefits relative
to the future benefits promised in
current law for different birth cohorts
of retirees along the transition path.
They also examine a system in which
the government would guarantee
that retirees receive at least the ben-
efits promised in current law and as-
sess the risk to taxpayers. The authors
conclude that investment-based plans
require savings that are small relative
to projected taxes and involve little
risk to retirees or taxpayers.

Are market and voting institutions
capable of producing optimal inter-
generational risk sharing? To answer
this question, Rangel and Zeck-
hauser consider a simple endow-
ment economy with uncertainty and
overlapping generations. The authors
characterize the transfers necessary
to restore efficiency and compare
them with the transfers that take
place in markets and voting institu-
tions. They study both ex-ante and
interim risk sharing and find serious
problems in both types of institu-
tions. Markets cannot generate ex-
ante risk sharing because agents can
trade only after they are born.
Furthermore, markets generate in-
terim efficient insurance in some but

not all economies because they can-
not generate forward (old-to-young)
intergenerational transfers. This mar-
ket failure could be corrected by
government intervention. However,
as long as government policy is
determined by voting, intergenera-
tional transfers might be driven more
by redistributive politics than by risk-
sharing considerations. Successful
government intervention can arise,
even though agents can only vote
after they are born, but only if the
young determine policy in every
election.

Abel develops a model to analyze
the equilibrium equity premium and
growth rate of the capital stock in the
presence of a defined-benefit social
security system. If the social security
trust fund increases the share of its
portfolio held in risky capital, the
equilibrium equity premium falls in
the following period, and it does so
along a constant growth path. This
change in the portfolio of the social
security trust fund will increase the
growth rate of capital in the follow-
ing period, and, if a certain sufficient
condition is satisfied, it will increase
the growth rate of the capital stock
along a constant growth path. Cali-
bration of the model indicates that it
can match the historical average equity
premium and the historical average
growth rate of the capital stock using
plausible values of the preference
parameters. In addition, the sufficient
condition for the growth rate of the
capital stock to increase along a con-
stant growth path is satisfied. Quan-
titatively, the effects on the riskless
interest rate and the growth rate of
capital are small.

Many plans to reform the mostly
unfunded U.S. Social Security system
implicitly contain unfunded obliga-
tions of their own. One example is
the promise that the assets in the new
private accounts will produce an
annuitized retirement benefit at least
equal to what the participant would
have received under Social Security.
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Unless the government reneges on
this promise, future workers would
have to be taxed on a pay-when-
needed basis to make up for short-
falls. Smetters uses a simplified
version of his 1998 model and re-
ports that large pay-when-needed
minimum-benefit guarantees can be
very costly —so costly, in fact, that
they can undermine and possibly
reverse the salutary economic effects
traditionally associated with invest-
ment-based reforms. Such reforms
can lead to large long-run gains,
however, with minimum benefit level
guarantees comparable (relative to
average wages) to levels promised in
several Latin American countries.

Bodie explores ways to use the
concepts and techniques of financial
engineering to improve the menu of
investment choices offered to people
for their retirement and to manage
the system of retirement-income
guarantees. He makes the following
points: First, financial intermediaries
can offer personal investment ac-
counts that “replicate” the best fea-
tures of defined-benefit pensions.
These accounts could provide some
choice regarding participation in the
“upside” potential of the stock mar-
ket without jeopardizing the mini-

_mum level of benefits mandated by
law. Second, the existence of infla-
tion-protected U.S. Treasury bonds
makes government guarantees of
personal investment accounts unnec-
essary. Third, guaranteeing invest-
ments in common stocks against the
risk of a “shortfall” can be very costly
and creates the potential for a moral
hazard. Finally, govemment can play
a (perhaps unique) role in enriching
the investment opportunity set by
issuing securities that are linked to an
index of per capita consumption
spending.

Brown, Mitchell; and Poterba
explore the demand for and feasibil-
ity of inflation-indexed annuity prod-
ucts in the decumulation phase of a
“mandatory accounts” retirement sav-
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ing system. First they describe the
operation of both real and nominal-
annuity individual annuity markets in
the United Kingdom. The widespread
availability of real annuities in that
country dispels the argument that pri-
vate insurance markets could or
would not provide real annuities to
retirees. Second, the authors consider
the current structure of two insurance
products available in the United
States—the Irish Life Freedom In-
dexed CPI Annuity and the TIAA-
CREF variable annuity linked to the
CREF Indexed Linked Bond Account.
The former is a real annuity, but the
expected present discounted value of
payouts from the real annuity is sub-
stantially lower than that from nomi-
nal annuities. The CREF annuity
product does not provide a guaran-
teed stream of real payouts, and as
such it is not a real annuity. Then the
authors investigate the potential of
investments in stocks, bonds, and
bills to provide retiree protection
from inflation. The real return on
equities has been very substantial
over the last seven decades, and a
retiree who receives income linked
to equity returns has on average
fared very well. This is primarily
because stocks offer a high average
return, however, and not because
stock returns move in tandem with
inflation. This finding casts doubt on
the “inflation insurance” properties of
equity investments. Finally, the
authors estimate the amount that typ-
ical consumers would be prepared to
pay for real annuities, nominal annu-
ities, and variable pay-out/equity-
linked annuities with their retirement
accumulations. For plausible degrees
of risk aversion, individuals are not
prepared to pay very much for infla-
tion protection, they conclude.

If household portfolios are con-
strained by borrowing and short-
sales restrictions, or by the fixed costs
of participating in risky asset markets,
then alternative retirement savings
systems may affect household wel-

fare by relaxing these constraints.
Campbell, Cocco, Gomes, and
Maenhout use a model of optimal
life cycle portfolio choice to explore
the empirical relevance of these
issues. They find ex-ante welfare
gains of 10 to 25 percent from the
investment of half of retirement
wealth in the equity market. These
gains are realized mainly because the
higher average return on equities
permits a lower social security tax
rate on younger households, which
helps households smooth their con-
sumption over the life cycle. The
authors also find that realistic hetero-
geneity of risk aversion and labor
income risk can strongly affect opti-
mal portfolio choice over the life
cycle, which provides one argument
for a privatized social security system
with an element of personal portfolio
choice.

MaCurdy and Shoven examine
the risk of havingthe central Old Age
Survivors and Disability Insurance
(OASDD Trust Fund invested in pri-
vate securities. They note that the net
transaction is an asset swap, with the
U.S. government selling bonds to the
public and using the proceeds to buy
a portfolio of common stocks of
equal value. The asset reallocation
does not increase saving, wealth, or
gross domestic product. Would it
actually improve the finances of the
Social Security system? The authors
look at several cases, including 10-
year and 20-year fixed-interest-rate
bonds and 10- and 20-year inflation-
indexed debt. The predicted failure
rate from the bootstrap simulations of
future returns ranges from 14 to 31
percent. For instance, when the
authors examine the counterfactual
issuance of 20-year inflation-indexed
bonds, they find that the asset swap
strategy failed 15 years in a row
between 1959 and 1973. Clearly, this
policy cannot reliably reduce the
actuarial deficit of Social Security.
Individual accounts and defined con-
tribution pension plans certainly




involve significant risks. An individ-
ual who shifts from bonds to stocks
runs the same or greater risk that the
move will be counterproductive after
10 or 20 years. However, the defined
contribution plans have the advan-

Caballero notes that although
internal policy mismanagement can
be cited in most recent emerging
market crises, it seldom accounts
fully for the severity of these crises.
Almost invariably, the reluctance of
international investors to provide the
resources that would limit the extent
of the reversal plays a key role in
bringing a previously overheated
economy to a costly halt. Domestic
assets depreciate dramatically, and
otherwise solvent investment projects
and production, especially in the
nontradable goods sector, lack fi-
nanciers and are shut down. The ulti-
mate reason for this breakdown is
the inadequacy (real or perceived) of
the country’s international collateral.
Caballero shows that this insuffi-
ciency and its consequences stem
from microeconomic contractual
problems. Fire sales of domestic

tage that their risks are rather straight-
forward. Furthermore, people who
want to minimize risks can invest in
safe assets such as inflation-indexed
bonds. The authors conclude that an
OASDI Trust Fund invested in private

assets arise naturaily as the result of
desperate competition for scarce
international collateral. The contrac-
tual problems also lead to insufficient
domestic collateral, which restricts
the transfer of any surplus arising
from the use of international collat-
eral by its users and providers.
Chang and Velasco present a sim-
ple model that can account for the
main features of recent financial
crises in emerging markets. The inter-
national illiquidity of the domestic
financial system is at the center of the
problem. Iiliquid banks are necessary
and sufficient for financial crises to
occur. Domestic financial liberaliza-
tion and capital flows from abroad
(especially if short term) can aggra-
vate the illiquidity of banks and
increase banks’ vulnerability to exog-
enous shocks and shifts in expecta-
tions. A bank collapse multiplies the

securities would generate risk for
Americans, but the precise incidence
of that risk would likely remain
ambiguous.

harmful effects of an initial shock,
because a credit squeeze and the
costly liquidation of investment pro-
jects cause real output to drop and
asset prices to collapse. Under fixed
exchange rates, a run on banks
becomes a run on the currency if the
Central Bank attempts to act as a
lender of last resort.

The Tequila and Asian crises took
the world by surprise and had global
repercussions, but in their wake
financial turmoil remained somewhat
regionally confined: advanced econ-
omies’ financial sectors were little
touched by either crisis. However,
the recent Russian crisis may have
more serious implications. Calvo
addresses why its negative effects
seem deeper, why credit to emerging
markets economies (EMs) has frozen,
and why a major recession in those
economies is becoming more likely.
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He argues that after Russia’s debt
repudiation, the capital loss suffered
by Russian bondholders triggered
“margin calls” on highly leveraged
“informed” investors, forcing them to
sell some of their EM holdings to
“noninformed” investors. As a result,
EM security prices dropped by more
than conventional fundamentals
could explain. Moreover, because
informed investors are liquidity-con-
strained, EM security prices may be
slow to recover; this implies that EMs
may face sharply higher interest rates
for an extended period of time. The
resulting fall in aggregate demand
will lower output and employment
through different channels. Calvo
highlights the sudden change in the
relative price of Russia’s nontradable
goods caused by just such a contrac-
tion in aggregate demand. He argues
that if financial turmoil is not quickly
turned around, it may interfere with
production and cause a negative out-
put shock; thereafter, EMs would fail

to recover even if informed investors
were no longer liquidity-constrained.

Corsetti, Pesenti, Roubini, and
Tille study the international trans-
mission of exchange rate shocks. If
relative prices and terms of trade
exhibit some flexibility in conform-
ing to the law of one price, then a
devaluation by one country is “beg-
gar-thy-neighbor” in relation to that
of another country because of its
effects on cost-competitiveness in a
third market. Yet because of direct
bilateral trade among the two coun-
tries, there is a large range of values
for which a country is better off by
maintaining a peg in response to its
partner’s devaluation. If deviations
from the law of one price are to be
considered the dominant empirical
paradigm, then the beggar-thy-neigh-
bor effect based on competition in
a third market may disappear. A
country’s devaluation, however, has
a negative welfare impact on the econ-
omies of its trading partners, based

on the deterioration of their export
revenues and profits and the increase
in disutility from higher labor effort
for any level of consumption.

The conventional wisdom is that
capital flows between developing
countries and developed countries
are more volatile than can be justi-
fied by fundamentals. Chari and
Kehoe construct a simple model in
which frictions in international finan-
cial markets, together with occasional
fiscal crises, lead to excessive volatil-
ity of capital flows. The financial mar-
ket frictions inhibit the transmission
of information across investors and
lead to herdlike behavior. The fiscal
crises lead to standard debt-default
problems. For borrowing countries,
these crises act as tests by fire. If a
country’s economy survives these
tests, its reputation is enhanced, and
future capital flows become less
volatile. Failing this test is associated
with a loss of reputation and a de-
cline in the amount of capital flows.

Bureau News

Shleifer to Receive

The 1999 John Bates Clark Award
of the American Economic Associ-
ation will be given to NBER Research
Associate Andrei Shleifer of Harvard
University. Shleifer was honored for
his empirical research on financial
markets, commercial law, and corpo-
rate securities, particularly in coun-
tries making the transition from
socialism to a market economy.

Shleifer has been a member of the
NBER’s Program in Asset Pricing
since 1986. He holds a bachelor’s
degree from Harvard and a Ph.D.
from MIT.

The Clark Medal is awarded every

Clark Medal

other year to the economist under
the age of 40 who is judged to have
made the most significant contribu-
tion to economics. Past recipients of
the John Bates Clark Award who
have been associated with the NBER
are: Milton Friedman, 1951; Zvi
Griliches, 1965; Gary S. Becker, 1967;
Daniel McFadden, 1975; Martin
Feldstein, 1977; Joseph E. Stiglitz,
1979; A. Michael Spence, 1981; James
J. Heckman, 1983; Jerry A. Hausman,
1985; Sanford J. Grossman, 1987,
Paul R. Krugman, 1991; Lawrence H.
Summers, 1993; David Card, 1995;
and Kevin M. Murphy, 1997.
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NBER Announces Nonprofit Fellowships

The NBER has just announced that
it will award dissertation fellowships
on “The Economics of the Nonprofit
Sector” to two graduate students for
the coming academic year: Chris
Jepsen, Northwestern University,
whose topic is “Measuring the Edu-
cational Impact of Student Atten-
dance at Catholic Primary Schools™;
and John Straub, University of
Wisconsin, who is studying “Fund-

Ausubel examines the results of
large-scale randomized trials in pre-
approved credit card solicitations for
direct evidence of adverse selection.
He finds first that there is adverse
selection on observable information:
respondents to solicitations are sub-
stantially worse credit risks than non-
respondents. Second, solicitations
offering inferior terms (for example,
a higher introductory interest rate, a
shorter duration to the introductory
offer, or a higher post-introductory
interest rate) yield customer pools

Raising Crowd-Out by Government
Grants: A Study of Non-Commercial
Radio Stations” This is the third year
of an NBER program designed to
encourage research on nonprofit
institutions by NBER Research Asso-
ciates and Faculty Research Fellows,
and to support dissertation research
on the same subject by graduate stu-
dents in economics who work
closely with them.

with worse observable credit-risk
characteristics than solicitations offer-
ing superior terms. Third, there is evi-
dence of adverse selection on hidden
information: even after controlling for
all information known by the card
issuer at the time the account is
opened, customers who accept infe-
rior offers are significantly more
likely to default. Fourth, recipients of
credit card solicitations appear to
over-respond to the introductory
interest rate relative to the duration
of the introductory offer and to the

Faculty grants were made to:
Marianne Bertrand, Princeton Univer-
sity, who will study “What Drives
Nonprofits? Evidence from Manage-
rial Pay, Performance, and Market
Competition in Nonprofit Hospitals”;
and William Gentry, Columbia
University, who will analyze “Fi-
nancing and Investment Behavior of
Not-for-Profit Organizations.

post-introductory interest rate. This is
consistent with Ausubel’s “underesti-
mation hypothesis,” that consumers
may systematically underestimate the
extent of their current and future
credit card borrowing.

Anecdotal evidence suggests that
uncontrolled managers let wages rise
above competitive levels. Testing this
belief, however, has proved difficult
because independent variation in the
extent of managerial discretion is
needed. Bertrand and Mullaina-
than use states’ passage of anti-
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takeover legislation as a source of
such independent variation. These
laws, passed in the 1980s, seriously
limited takeovers of firms incorpo-
rated in legislating states. Because
many view hostile takeovers as an
important disciplining device, these
laws potentially raised managerial
discretion in affected firms. If uncon-
trolled managers pay higher wages,
then wages might be expected to rise
following enactment of these laws.
Using firm-level data, the authors find
that relative to a control group,
annual wages for incorporated firms
in those states passing laws did
indeed rise by 1 to 2 percent, or
about $500 per year. Their results
suggest that managerial discretion
significantly affects wages.

We all experience feelings related
to our uncertainty about the future,
such as hopefulness, anxiety, and
suspense. Psychologists have long
recognized the importance of these
anticipatory emotions, with anxiety
theory being one of the most
dynamic fields of psychological
research. Caplin and Leahy provide
a new model of decisionmaking
under uncertainty in which they
allow for a quite general class of
anticipatory emotions. While their
general theory is relatively unstruc-
tured, it nevertheless delivers some
novel results in almost all areas of
application, primarily because of the
time inconsistency of individual pref-
erences. As time passes, so do the
anticipatory emotions associated with

the presence of uncertainty. Once
these feelings have passed, they lose
their earlier importance in determin-
ing preferences, and preferences may
change as a result. The general the-
ory has many applications. How
does anxiety affect savings and port-
folio choice? What is so exciting
about gambling? How can medical
information be provided to encour-
age preventative measures such as
check-ups? How can a teacher stimu-
late curiosity and evaluate student
performance without creating exces-
sive anxiety? Can an abstract create
interest in a line of research?
Campbell develops an efficiency
wage model that differs in several

important respects from other such .

models. At the microeconomic level,
the model generates a wage curve
relationship between unemployment
and wage levels. At the macroeco-
nomic level, it generates a Phillips
Curve relationship between unem-
ployment and wage changes; wages,
prices, and unemployment are en-
dogenous and the economy even-
tually returns to a natural rate of
unemployment. The natural rate of
unemployment and the slopes of the
wage curve and Phillips Curve are
both functions of microeconomic
parameters, so Campbell can use his
model to determine how microeco-
nomic changes affect macroeco-
nomic performance.

Measuring social capital —that is,
the propensity to trust—is problem-
atic. Laibson, Glaeser, and Soutter

compare self-reports of trust to
behavioral measures of trust. Behav-
ioral trust is measured as the amount
of money that individuals are willing
to risk with others. The authors’ trust
measures identify persistent individ-
ual heterogeneity in the propensity to
trust. However, conventional attitude
survey questions about trust do a
poor job of predicting the propensity
to trust across different situations.
Questions about explicit, past trust-
ing behavior are better predictors of
future trusting behavior. Social con-
nection and racial homogeneity
appear to increase the amount of
trust and trustworthiness. Human
capital also predicts an increased
propensity to trust.

Baseball teams use statistical infor-
mation on player performance in
their personnel decisions. However,
the real value of these nominal sta-
tistics varies over time and place
because of differences in playing
conditions over time and across sta-
diums. Shea finds that teams do a
good job at deflating nominal statis-
tics for pure time-series variation in
the run-scoring environment but a
poor job at deflating for cross-section
and cross-section/time-series varia-
tion. Teams seem to be systematically
fooled into believing that players
whose statistics are inflated by
extreme ballparks are better than
equally talented players playing in
neutral ballparks.
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Johnson estimates the dollar
amount of public higher education
subsidies received by U.S. youth and
considers how those subsidies are
distributed vis-a-vis parental and par-
ent-child lifetime income. If subsidies
do not affect economic behavior and
are financed by taxes which are pro-
portional to income, then their distri-
butional effects are either roughly
neutral or mildly progressive. John-
son also considers the direct subsidy
to public institutions and the indirect
subsidy to private institutions through
favorable tax treatment. He suggests
that when their effect on schooling
decisions is considered, subsidies
may actually generate their cost in
added discounted tax revenue.

Ehrenberg and Mykula’s analy-
sis suggests that changes in indirect
cost rates influence the allocation
across institutions of total federal
research funding, direct cost funding,
indirect cost funding, and the num-
ber of grants. On balance, increases
in indirect cost rates benefit institu-
tions and faculty that are already
large recipients of federal research
funding. In contrast, reductions in
indirect cost rates benefit institutions

and faculty that are not initially large
recipients of funding. Federal funders
appear to use the funds that are freed
up by reductions in indirect cost rates
to “spread” their research funding
over a larger set of institutions. Re-
ductions in average indirect cost rates
at private universities during the
1990s can be seen as part of this
process.

Manski, Newman, and Pepper
examine how performance standards
could be set and applied in the face
of problems with measuring out-
comes. Their central message is that
the proper way to implement stan-
dards varies with the prior informa-
tion that the evaluator can credibly
bring to bear to compensate for in-
complete outcome data. If this prior
information is strong enough, the tra-
ditional practice of using a single
threshold to separate acceptable out-
comes from unacceptable ones is
appropriate. An evaluator with
weaker prior information, however,
should set two thresholds rather than
one. The performance of the pro-
gram then would be deemed accept-
able if the observed auxiliary
outcomes met the higher accepiance

threshold and unacceptable if they
fell below the lower nonacceptance
threshold.

The incomes and wages of col-
lege-educated Americans have
become significantly more dispersed
since 1970. Hoxby and Terry ana-
lyze this growing dispersion in terms
of three possible sources: 1) the
“extensive margin,” or the increasing
demographic diversity of people who
attend college; 2) an increasing
return to cognitive ability; and 3) the
“intensive margin,” which combines
the increasing self-segregation (on
the basis of ability) of students
among colleges and the increasing
correlation between the average abil-
ity of a college’s student population
and its expenditure on education
inputs. The authors find that about 70
percent of the growth in inequality
among recipients of bachelor’s de-
grees can be explained with observ-
able demographics, measures of
ability, and college attributes. About
50 percent of the growth in inequal-
ity among people who have two
years of college education can be
explained similarly. Of the inequality
growth that can be explained, about
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one-fourth is associated with the
extensive margin, one-third with an
increased return to measured ability,
and five-twelfths with the intensive
margin. If the intensive margin is not
taken into account, the role of
increasing returns to cognitive ability
is greatly overstated.

Universities have been slow to
start programs in bioinformatics/
computational biology despite evi-

Different drugs have different ef-
fectiveness and different side effects,
SO uncertainty is an important com-
ponent of prescription drug choice.
This uncertainty can cause patients
and doctors to experiment with vari-
ous drugs until they find a good
match. Crawford and Shum specify
and estimate a dynamic model of
pharmaceutical choice under uncer-
tainty—one in which patients in the
anti-ulcer drug market choose a drug
in order to minimize the present dis-
counted value of costs associated
with treatment. The authors find that
this market is split. For casual
patients, quality differentials between
drugs matter, since a high-quality

dence that the field is “hot” Stephan
and Black explore why this is so and
provide a case study of whether the
U.S. system of higher education leads
to missed opportunities in emerging
fields. Four interrelated factors may
be important. First, the structure of
research funding means that faculty
have little incentive to establish such
“hot” programs. Second, the interdis-
ciplinary nature of the field creates

drug can substantially lower the
expected treatment length (and
therefore the associated expected
treatment costs).

Ackerberg, Riordan, and Ma-
chado study public funding of sub-
stance abuse treatment. Although the
productivity of health care treatments
is notoriously difficult to measure,
the authors attempt to measure and
compare the productivity of different
treatment programs. They estimate
their model using an admission-dis-
charge dataset for patients receiving
outpatient treatment for alcohol
abuse provided by publicly funded
treatment agencies in Maine, and
from a contract dataset for these

disincentives to the establishment of
programs. Third, the quick fix—turn-
ing life scientists into computational
biologists—is not possible given the
skills and quantitative abilities of indi-
viduals in the biomedical life sci-
ences. Finally, the educational system
responds differently when demand is
driven by industry as opposed to
being driven by universities and
research laboratories.

treatment agencies. They show that
potentially large gains are possible if
the less productive agencies adopt
the “technologies” (that is, practice
styles or management techniques) of
the more productive agencies.
Davis considers the welfare impli-
cations of retail location decisions.
Retailers explicitly consider both the
geographic distribution and demo-
graphic characteristics of the popula-
tion when making location decisions.
Davis uses a model of demand for
retail services that incorporates the
actual distribution of consumers’
locations, incomes, ages, and races to
quantify the welfare effects of market
“discrimination” for or against con-
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sumers with specific demographic
-haracteristics for the provision of
retail services.

Gron examines the degree of cost
pass-through in the U.S. automobile
market in a framework that incorpo-
rates the effect of cost changes on
input decisions as well as product
market decisions. She finds that
accounting for firms’ factor market
decisions significantly increases mea-
sured cost pass-through, but she
does not find full cost pass-through
or constant markups. Gron shows
that cost shocks common to all man-
ufacturers affect prices more than
model-specific cost shocks do. She
also finds that Furopean and Asian

Den Haan, Ramey, and Watson
consider the efficiency of financial
intermediation and the propagation
of business-cycle shocks in a model
of long-term relationships between
lenders who may be constrained in
their short-run access to liquidity and

firms pass through less than 100 per-
cent of cost changes, while U.S. firms
appear to amplify cost changes in
their pass-through behavior. Finally,
Gron shows that this effect is cor-
related with the manufacturer’s na-
tionality rather than the location of
production.

A number of market failures are
associated with R and D investments,
and the OECD countries have spent
significant amounts of public money
on programs intended to stimulate
innovative activities. Yet compared
with the size of the programs and
politicians’ emphasis on technology
policy, efforts to evaluate the eco-
nomic effects of R and D subsidies

entrepreneurs. The authors show that
relationships are subject to breakup
when liquidity is low. Surprise lig-
uidity outflows cause persistent dam-
age by breaking up relationships,
because there exist matching frictions
in the formation of new relationships.

have been rather modest. Firms nat-
urally will try to get funding for pro-
jects that are privately profitable even
without government support, and it
is unclear whether subsidies on aver-
age tend to substitute for or comple-
ment private R and D. At the same
time, it is questionable whether gov-
ernments are capable of deciding
which projects have potentially large
social returns. Griliches, Klette, and
Mgoen review the limited micro-
econometric literature on the effects
of government-sponsored commer-
cial R and D, and discuss the sub-
stantial and methodological ques-
tions that remain unanswered.

Feedback between aggregate invest-
ment and the structure of intermedi-
ation greatly magnifies the effects of
shocks. For large shocks, financial
collapse may become inescapable in
the absence of external intervention.

Cooley and Quadrini develop a
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general equilibrium model with het-
erogeneous, long-lived firms in which
financial factors play an important
role in production and investment
decisions. In the model, the produc-
tion and investment behavior of
small and large firms differs substan-
tially and responds differently to
monetary shocks. The authors find
that small firms are more sensitive to
monetary shocks than large firms.
The response of the economy to
monetary shocks is characterized by
greater persistence than is typically
found in other monetary business
cycle models. Also, monetary policy
shocks have only a small impact on
aggregate output but they lead to
considerable volatility in financial
markets, particularly in stock market
returns.

Distributed lag specifications per-
form well in describing aggregate
investment. Such specifications typi-
cally are rationalized through the
assumption of convex adjustment
costs that imply smooth partial
adjustment of capital. However,
much of the capital stock adjustment
within individual production units is
discrete and occasional. Neoclassical
models of the business cycle pre-
clude such lumpy factor adjustments.
Furthermore, to replicate important
volatilities and co-movements of
investment and output, these models
must essentially eliminate convex
adjustment costs. Thomas uses an
equilibrium generalized (S,s) model
to reconcile lumpy establishment-
level investment and aggregate par-
tial adjustment while maintaining
business cycle performance. She also
illustrates the importance of general
equilibrium considerations for the

timing and magnitude of investment
activity in generalized (S,s) models.

Acemoglu and Zilibotti observe
that many technologies used by less
developed countries (LDCs) are
developed in the Organization for
Economic Development (OECD)
economies, and as such are designed
to make optimal use of the skills of
these richer countries’ workforces.
Because of differences in the supply
of skills, some of the tasks performed
by skilled workers in the OECD
economies will be carried out by
unskilled workers in LDCs. As a con-
sequence, productivity in the LDCs
will be low. Even when all countries
have equal access to new technolo-
gies, this mismatch between skills
and technology can lead to sizable
differences in total factor productivity
and output per worker. The authors
also suggest that productivity differ-
ences should be highest in medium-
technology sectors, and that the trade
regime and the degree of intellectual
property right enforcement in the
LDCs have an important effect on the
direction of technical change and on
productivity differences.

Parente, Rogerson, and Wright
introduce home production into the
neoclassical growth model and
examine its consequences for devel-
opment economics. In particular,
they study the extent to which one
can account for international income
differences with differences in poli-
cies that distort capital accumulation.
In models with home production,
such policies not only reduce capital
accumulation but also change the
mix of market and nonmarket activ-
ity; hence these models can generate
larger differences in output than stan-

dard models for a given policy dif-
ferential. The authors also show how
the welfare implications of policy dif-
ferences (and thus the welfare impli-
cations of differences in market
income) change when they explicitly
incorporate home production.

Tamura develops a model with
endogenous technological change to
analyze the transition from agricul-
ture to industry. Initial production is
agricultural, with land as a fixed fac-
tor. Population growth reduces per
capita income, but human capital
accumulation can offset this effect
and produce technological change.
With human capital accumulation,
the economy switches from autarkic
agriculture to specialized industrial
market production, which involves
coordination costs that fall as average
human capital increases and rises as
market size increases. Greater task
specialization also increases per
capita income. Tamura agrees that
there are increasing returns to mar-
ket participation and that the level of
human capital limits the size of the
market. Because human capital accu-
mulation also permits population
growth, his model predicts a positive
correlation between population
growth and economic growth. The
model further generates: 1) slow
population growth, slow income
growth, and a negative correlation
between population growth and
income growth during the agricul-
tural phase; 2) transition dynamics
that can be identified with an indus-
trial revolution; and 3) a balanced
growth path of higher population
growth and rapid income growth in
the industrial phase.
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Toivanen and Waterson study the
effects of market structure on entry
using data from the fast-food
(counter-service burger) industry in
the United Kingdom from 1991 to
1995. During this period, the market
was a duopoly. The authors find that
the firms’ entry decisions were not
endogenous to one another; that
market structure matters greatly; that
each firm is more likely to enter mar-
kets where it is not present but its
rival is, rather than where neither
firm is present; and that firms are
affected differently by demand and
cost variables. They conclude that the
level of market competition cannot
be very high.

Ellison and Ellison examine the
behavior of pharmaceutical incum-
bents in the period just before they
lose patent protection. The authors’
data contain advertising, product pro-
liferation, and pricing information for
drugs that lost patent protection
between 1986 and 1992. Because
there is no strategic incentive to deter
entry in markets so small, or large, as

to make such deterrence unnecessary
or impossible, one way to learn
whether firms are influenced by a
desire to deter entry is to investigate
whether behavior is nonmonotonic
in the size of the market. Consistent
with an entry-deterrence model,
Ellison and Ellison find that incum-
bents in intermediate size markets
are the most likely to reduce detail
advertising and to increase the pro-
liferation of presentations in the year
before patent expiration.

Pesendorfer analyzes mergers
and acquisitions in the U.S. paper
and paperboard industry which
experienced a wave of horizontal
mergers during the mid-1980s. He
studies the implications of the merg-
ers on consumers, rival firms, and
welfare. Comparing equilibrium in-
vestment decisions prior to and after
the merger wave, he finds that the
efficiency of most acquiring firms
increases after an acquisition: total
economic welfare increased by
$583.5 million as a result of the merg-
ers, he estimates.

Hendricks, Pinkse, and Porter
study federal auctions for wildcat
leases on the Outer Continental Shelf
from 1959 to 1970. These leases
enable bidders to privately acquire
(at some cost) “noisy” but informa-
tive signals about the amount of oil
and gas that may be present. The
authors differentiate between poten-
tial bidders who do not bid because
they have either not acquired signals
or have received poor signals. The
data on ex post outcomes also allows
the authors to identify and estimate
bid functions and to test the compar-
ative static prediction that bidders
will bid less aggressively when they
expect more competition.

Recent auction theory suggests that
multi-unit, uniform-price auctions,
such as those used by the U.S. Trea-
sury for debt sales, entail demand
reduction incentives that may cause
inefficient allocations and reduced
revenue. List and Lucking-Reiley
present their results from a field
experiment in which nearly $10,000
worth of sports cards were sold in

NBER Reporter Spring 1999  43.



two-unit, two-person, sealed-bid auc-
tions. As predicted, the authors find
significant demand reduction on sec-
ond-unit bids in uniform-price auc-
tions relative to Vickrey auctions.
However, in contrast with the theory,
they find that an individual’s first-unit
bids are significantly higher in the
uniform-price than in the Vickrey
treatment. The bid differences are
large enough to affect the allocation
of goods, as split allocations signifi-
cantly more often result in the uni-
form-price treatment. The authors
find no significant difference in rev-
enues across auction formats.
Theoretical work on contracts
often identifies an “optimal” contract
as a function of the characteristics of
the principal and agent who are con-
tracting. Ackerberg and Botticini

Ramaswamy and Rendu ask
what slowed Japanese growth during
the 1990s. They show that negative
shocks to residential and nonresi-
dential investment were important.
The negative shocks to private invest-

examine the econometric implica-
tions when some of the theoretically
relevant characteristics are only par-
tially observed (proxied) or unob-
served. They show that if there are
incentives for particular types of
agents to contract (or match) with
particular types of principals, then
the estimated coefficients on the
observed characteristics may be mis-
leading. This matching generates a
correlation between the observable
characteristics of one party and the
proxy errors of the other, causing
biases in many or all coefficients of
interest. The authors suggest a num-
ber of solutions to this problem,
applying these solutions to a histori-
cal dataset on agricultural contracts
between landlords and tenants in fif-
teenth-century Tuscany.

ment essentially reflect the 1990s
unwinding of the overinvestment that
took place in the second half of the
1980s. Despite the massive collapse
of asset prices in 1990s Japan, nega-
tive shocks to private consumption

Petrin develops new methods for
empirically analyzing welfare
changes in equilibrium models of dif-
ferentiated-goods markets. He esti-
mates the value to consumers and
producers of the introduction of the
minivan and finds that traditional
representative consumer methods
overestimate its welfare benefits, pri-
marily because the distribution of
consumer tastes is misspecified. He
also measures the minivan’s impact
on the profits of producers. He con-
cludes that large improvements in
consumers’ standards of living arise
from competition as firms, ignoring
the externalities they impose on one
another, cannibalize the profits and
market share of their competitors by
continually introducing new and dif-
ferent goods.

were relatively small. This most likely
reflects low household ownership of
equities and a lack of urgency about
increasing precautionary savings
because of the low unemployment
rate. The authors conclude, some-
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what surprisingly, that negative
shocks to public consumption did
play a role in dampening activity in
the 1990s. They attribute this to
Japanese policy choices in the 1990s
which favored public investment
over public consumption. The exter-
nal sector was not a major deterrent
to activity despite the significant
appreciation of the yen in the first
half of the decade.

Bordo and Kim examine the rela-
tionship between the exchange rate
or monetary regime and the path and
volatility of output using the Japa-
nese experience from the gold stan-
dard to the post-Bretton Woods float-
ing exchange rate period. They ask
whether adherence to a floating
exchange rate regime helped the
Japanese economy to absorb shocks
that originated from domestic and
foreign sources. First they determine
the relative size and importance of
shocks for output fluctuations across
monetary regimes in Japan. Their
results imply that the floating
exchange rate did help to insulate
Japanese output from foreign shocks
in the short run, but that this effect
was not significant for longer peri-
ods. In the interwar and the floating-
exchange-rate period, the direction
of total foreign shocks was opposite
that of the Japanese business cycle,
and domestic shocks played a signif-

icant role in determining recessions
and expansions. However, in the
Bretton Woods period, the direction
of foreign shocks and the business
cycle matched well, while domestic
shocks and business cycles moved in
opposite directions.

The Japanese consumer price
index (CPI) inflation rates have been
declining since the first quarter of
1991. The CPI inflation rates were
negative in the second and third
quarters of 1995; since then, they
have been in the narrow range of
zero to 1 percent. Nishizaki and
Watanabe use the Japanese data to
explore whether the relationship
between the rate of inflation and the
slackness of the economy (the short-
run Phillips curve) depends on the
level of inflation. They test a hypoth-
esis that the short-run Phillips curve
becomes flatter as the inflation rate
approaches zero, paying particular
attention to controlling for other fac-
tors that affect the inflation rate. They
use the skewness of the distribution
of relative price changes as a mea-
sure of supply shocks; to control for
changes in the expected inflation
rate, they use information contained
in the cross-prefecture Phillips curve;
they construct a panel dataset con-
sisting of the inflation rate and the
ratio of job offers to applicants in 46
prefectures from 1971 to 1997; and

finally they transform the observed
two variables by subtracting the ap-
propriate national averages. They
find that the slope of the short-run
Phillips curve becomes smaller as the -
inflation rate approaches zero: the
estimated slope in 1990s Japan is
smaller than before, and this regular-
ity holds even when they control for
such variables as supply shocks and
expected inflation.

Nakamura and Shiratsuka focus
on the recently developing financial
derivatives markets in Japan, exam-
ining the usefulness of option prices
as an information variable for mone-
tary policy implementation. A set of
option prices provides them with
information on the whole probability
distribution of the future values of
underlying assets. Such information
enables them to examine the devel-
opment of market expectations. The
authors estimate a time series of
implied probability distributions from
daily option prices on stock prices
and long-term government bond
futures for a sample of three periods:
1) the period of a collapsing bubble
in the stock market in 1989-90; 2)
the period of serious stock market
slump in 1992—4; and 3) the period
of increasing anxiety in the market
about a possible deflationary spiral

in 1995.
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Herring and Pauly outline a fea-
sible employee premium contribu-
tion policy that would reduce the
inefficiency associated with adverse
selection when a limited-coverage
insurance policy is offered alongside
a more generous policy. The authors
define “efficient premium contribu-
tion” and show that it leads to an effi-
cient allocation across plans of
persons who differ by risk, but that it
may also redistribute against higher
risks. The authors also simulate the
additional option of a catastrophic
health plan (CHP) accompanied by a
medical savings account (MSA). The
efficiency gains from adding the
MSA/CHP option are positive but
small; the adverse consequences for
high risks under an efficient em-

ployee premium are also small.
Hsee and Kunreuther study indi-
vidual insurance behavior and docu-
ment an “affection effect” in the
decision to purchase coverage and
then to invest the time and energy in
making an insurance claim after suf-
fering a loss. People who feel more
affection toward an article they are
shipping are more willing to buy an
insurance policy covering damage to
the item than others, holding the
amount of coverage and all other
normatively relevant factors constant.
If the article is damaged, those with
greater affection for it are also more
willing to go through the trouble of
collecting the compensation. The
authors explain these findings via a
“consolation hypothesis™: that people

perceive insurance compensation not
just as a monetary payment but as a
token of consolation. They suggest
that decisions can be influenced
heavily by affective factors that are
often ignored in normative analyses;
also, the same amount of money can
evoke different feelings and have dif-
ferent uses depending on its source.

Losses from catastrophic events
constitute an increasing problem for
the property and casualty insurance
industry. These losses have signifi-
cant repercussions not only for insur-
ance firms but also for governmental
policymakers and consumers. One
way to deal with these risks is
through securitizing them, which
should provide greater flexibility
(and the ability to experiment with
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alternative arrangements) than would
governmental programs. Securitiza-
tion would also allow risks of local
disasters to be spread across global
capital markets. By most accounts,
though, previous attempts at securi-
tizing insurance risks have met with
minimal success. Rode, Fischhoff,
and Fischbeck examine possible
barriers to securitization, focusing on
behavioral responses to such novel
instruments. These include the diffi-
culties of conveying the associated
risks, even to investors who are
sophisticated about finance (but still
hesitant about model risk and struc-
tural uncertainties).

The recent crisis in the private cat-
astrophe insurance market has been
met by increased provision of insur-
ance by various state agencies. Jaffe
and Russell analyze the causes of
the private market collapse before
discussing some innovations that
might permit its re-emergence. They
argue that the fundamental difficulty
with private market provision of ca-
tastrophe insurance is lack of liquid-
ity. A single $50 billion loss event
would require an infusion of exter-
nal capital, and raising such capital
ex post facto is next to impossible.
This suggests that the industry’s only
option is to arrange for capital flows
ex ante. Catastrophe bonds have a
number of excellent incentive fea-
tures in this regard. The authors con-
clude by discussing whether such
bonds are best issued by insurers, re-
insurers, or directly by the entities at
risk.

Klein and Kleindorfer examine
several important issues with respect
to the supply of catastrophe insur-
ance for residential property and
insurers’ strategic responses to the
increased risk of natural disasters.
They first describe the characteristics
and regulation of residential property
insurance. They then propose a
model to consider the tradeoffs in a
multi-line insurance company
between the benefits of spatial

economies in marketing and distri-
bution of insurance products and the
increased capital costs for cata-
strophic lines of correlated risks. This
model motivates an empirical analy-
sis of the market for homeowners’
insurance in Florida. The analysis
demonstrates some insurers’ rela-
tively high geographic concentration
of exposures in areas in the paths of
hurricanes. It also suggests the exist-
ence of cross-subsidies (among lines
and among rating territories) as a
result of regulatory constraints.

Most explanations of why firms
hedge are based on the transaction
cost associated with financial distress
and the nonlinearity of taxes. How-
ever, it is common for risk managers
to explain hedging in terms of earn-
ings smoothing. If a firm takes a sud-
den hit in quarterly earnings, this will
have a large negative impact on stock
price. This rationale may be con-
trasted with the emerging evidence
that firms tend to hedge selectively
those risks that are not central to the
business and are least likely to carry
information about future earnings.
Doherty’s model explains this be-
havior in terms of information asym-
metry. With insiders having better
cash-flow information than outsiders,
hedging of noncore risk purges earn-
ings signals of noise. Then the under-
lying information in the earnings can
be extracted by outsiders. Doherty
examines a compensation structure
that would induce managers to adopt
this hedging strategy. His work qual-
ifies earlier studies which suggest that
options simply discourage hedging.

Moss argues that risk management
constitutes a core function of gov-
ernment and then explores the gov-
ernment’s inherent strengths and
weaknesses as a risk manager. He
first introduces the notion of public
risk management and clarifies a few
crucial concepts (such as the distinc-
tion between risk reduction and risk
shifting) within a public context. He
then highlights the vast extent of risk-

related failures in the private sector
and surveys the likely sources of
these failures. Although economists
have focused most of their attention
on information problems (and espe-
cially asymmetric information prob-
lems, such as adverse selection and
moral hazard), the existence of per-
ception problems and commitment
problems are equally important in
motivating government interventions
in the private-sector allocation of risk.
Beatty, Gron, and Jorgensen
examine firms’ risk-management
response to an exogenous disruption
in the insurance markets known as
“the liability crisis” Product liability
premiums increased rapidly and
insurance availability declined during
the crisis of 1985 and 1986. The au-
thors use this event to study which
firms retain risk and to examine the
various tradeoffs involved in corpo-
rate self-insurance. They find that
firms that choose to retain risk tend
to have greater risk-bearing ability;
such firms also have lower leverage,
lower net operating losses, and man-
agers who have more out-of-the-
money options. The authors also
examine the effect of self-insurance
on firm risk. If risk-management deci-
sions are independent of financial
and other business decisions, then
previously insured and now self-
insured firms will be more risky than
those that remain insured. However,
the authors find that risk-manage-
ment decisions are not independent
of financial and other business deci-
sions: firms that increase their risk-
bearing through self-insuring also
reduce their riskiness, as measured
by the variation on stock returns.
Myers and Kolbe reconsider the
theory of taxation of policyholder-
funded investments in mutual insur-
ance companies. The authors assume
a consistently applied prepayment
tax system for mutuals. They show
that a mutual and stock company
undertaking the same investment
receive the same rate of return but
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not the same net present value (NPV).
If there is an option to invest in the
future and NPV may be positive, then
the option is worth more to the mu-
tual company. The authors also con-
sider whether carry-forward of taxes
prepaid by the mutual could serve as
collateral for insurance policies.

The U.S. insurance industry pro-
vides a particularly informative envi-
ronment in which to analyze econo-
mies of scope, because it consists of
numerous specialist firms offering
either life or property-liability insur-

Two important and related devel-
opments in the twentieth-century
U.S. economy are the growth of the
aerospace sector and the expansion
of manufacturing in the Pacific
region. Rhode explores why aircraft
production was concentrated on the
West Coast before World War II.
Around 1939, the region accounted
for one-half of national aircraft pro-
duction workers (9.5 times its share
of all manufacturing). Traditional
explanations focus on the roles of cli-
mate —in reducing costs and allow-
ing easier testing and delivery—and

ance as well as a significant number
of firms offering both types of insur-
ance. However, there is no extant
literature on economies of scope
between these two segments of the
industry. Berger, Cummins, Weiss,
and Zi extend the literature with the
first study to estimate revenue and
profit scope economies for the insur-
ance industry, and one of a growing
few studies to estimate revenue and
profit economies in financial services.
They also innovate by allowing the
cost, revenue, and profit functions to

the military. Rhode instead highlights
the vanguard role that the Pacific
Coast firms played in the “airframe
revolution” of the early 1930s, achiev-

"ing technological leadership with

planes specifically designed for West-
ern markets. He re-interprets the role
of climate as increasing the region’s
“air-mindedness” and fostering an
exceptionally large home market that
promoted growth of this export activ-
ity. He argues that high volatility of
demand prevented the industry’s pre-
vious leaders from gaining much
momentum from their earlier starts.

differ for specializing and joint-pro-
duction firms. Their results suggest
that the traditional method of mea-
suring scope economies, using the
same function for specialists and joint
producers, may give misleading
results. Their new approach shows
that significant cost scope economies
exist for insurers. However, these are
offset by revenue diseconomies, so
that the net effect on profit econ-
omies is generally insignificant.

The percentage of children living
apart from one or both parents was
substantially higher for blacks than
for whites even in the early twenti-
eth century. Moehling examines
how these racial differences in family
structure affected the racial differ-
ences in children’s school attendance
and labor force participation in the
American South in 1910. She uses
data from the 1910 U.S. census and
concludes that family structure was
an important determinant of chil-
dren’s activities in 1910. Living apart
from one or both parents lowered
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the likelihood of school attendance
for blacks and increased the likeli-
hood of labor force participation for
children of both races. She estimates
that the higher number of southem
black children than southern white
children in single-parent families and
foster care accounted for approxi-
mately 10 percent of the racial gap in
children’s school attendance and 30
percent of the racial gap in children’s
labor force participation. However, it
appears that racial differences in
adult literacy, occupations, home
ownership, and school characteristics
were more important than racial dif-
ferences in family structure in ex-
plaining the racial gap in children’s
experiences in the South in 1910.
Although we now know a great
deal about both the population that
left Ireland during and after the Great
Famine and the population of Irish
immigrants in America, an important
connection between these data has
been lacking: an understanding of
how immigrants’ circumstances at
departure influenced their subse-
quent economic performance in the
United States. Ferrie addresses this
gap by offering new evidence on the
impact of immigrants’ place of origin
within Ireland on geographic mobil-
ity, occupational attainment, and
wealth accumulation in the United
States. Using immigrants’ surnames to
determine their place of origin in
Ireland, Ferrie finds substantially bet-

ter performance among the Ulster
Irish (particularly the Scots Irish) in
the 1850s. This advantage narrowed
over the late nineteenth century,
though, and was eliminated by 1920.
The changes in the places producing
the best-performing immigrants ap-
pear to reflect changes occurring
between 1850 and 1920 in the eco-
nomic circumstances of those places:
relatively better conditions in Ireland
produced relatively better-performing
immigrants. '

World War I dramatically altered
the world’s financial landscape. Most
countries left the gold standard, and
New York replaced London as the
major lender in world capital mar-
kets. Bordo, Edelstein, and Rockoff
discuss how the gold standard was
reconstructed in the 1920s. They
show that the U.S. capital market
viewed returning to the gold stan-
dard as a signal of financial rectitude,
what they refer to as a “Good House-
keeping Seal of Approval” When
countries returned to the gold stan-
dard, especially when they did so at
the prewar parity, they were re-
warded with substantially lower in-
terest rates. Other signals, such as
small fiscal deficits, apparently car-
ried little weight with lenders.

By 1860 Britain had become the
world’s banker. Davis focuses on
how capital flows from Britain
affected the development of the
domestic financial infrastructure in

four “frontier” countries: Argentina,
Australia, Canada, and the United
States. Although the four were at dif-
ferent stages of development, the
economic future of all of them
depended in large part on their abil-
ity to bring new lands and resources
within the scope of the domestic
market. To that end, ultimately,
domestic capital had to be accumu-
lated and mobilized. The economic
environment and the particular set of
financial institutions that evolved in
each country were influenced by
economic and political considera-
tions, but both the environment and
the timing and structure of the devel-
oping capital market institutions were
influenced by the availability of for-
eign finance too. Although the rela-
tionship between foreign capital
flows and the evolution of domestic
capital markets is multidimensional,
three connections appear particularly
important: the role of legal and cul-
tural constraints in establishing the
economic domain of the government
and the commercial banks; questions
of institutional fragility; and the na-
ture of the institutions that emerged
to link Britain with the frontier coun-
tries and their role in shaping the
domestic financial infrastructure that
emerged to channel domestic saving
into domestic investment. All three
were to have a profound effect on
long-term growth in the receiving
country.
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Bureau Books

NBER Macroeconomics
Annual 1998

The NBER Macroeconomics Annual
1998 (Volume 13), edited by Ben S.
Bernanke and Julio J. Rotemberg, is
now available from the MIT Press.
This volume results from a confer-
ence designed to present, extend,
and apply frontier work in macro-
economics, especially on policy
issues. Papers cover such topics as:
why the U.S. unemployment rate is
so much lower than that in other
countries; how labor is supplied over
the life cycle; the relationship of
exchange rates to job creation and
destruction; how investment fun-
damentals influence finance; and
what technology shocks do to the
economy.

Bernanke and Rotemberg are both
Research Associates in the NBER’s
Programs on Economic Fluctuations
and Growth and Monetary Econom-
ics. Bernanke is also the Howard
Harrison and Gabrielle Snyder Beck
Professor of Economics and Public
Affairs at Princeton University. Rotem-
berg is also the MBA Class of 1942
Professor of Business Administration
at the Harvard University Graduate
School of Business.

This volume is available for $45.00
(cloth), or $25.00 (paperback). It may
be ordered directly from the MIT
Press at 5 Cambridge Center, Cam-
bridge, MA 02142; or, by phone to
(617) 253-2889; or, by email to mit-
press-orders@mit.edu. (The MIT
Press also has a Web site: www.mit-
press.mit.edu/journals.tch.

Generational
Accounting Around
the World

Generational Accounting Around
the World, an NBER Project Report
edited by Alan J. Auerbach, Laurence
J. Kotlikoff, and Willi Leibfritz, is now
available from the University of Chi-
cago Press for $72.00.

Generational accounting, an alter-
native to traditional government
deficit accounting developed in 1991
by Auerbach, Kotlikoff, and Jaga-
deesh Gokhale, assesses the long-
term sustainability of fiscal policy and
measures the extent of the fiscal bur-
dens ultimately borne by present and
future generations. It is now used by
23 countries worldwide, including
the United States.

The papers in this volume com-
bine the latest and most extensive
country-by-country generational anal-
yses with a comprehensive review of
generational accounting’s innovative
methodology. It will be a consum-
mate resource on this subject for
economists, political scientists, and
policymakers.

Auerbach is a Research Associate
in the NBER’s Programs on Public
Economics, Economic Fluctuations
and Growth, and Corporate Finance,
and a professor of economics at the
University of California, Berkeley.
Kotlikoff is a Research Associate in
the NBER’s Programs on Public Eco-
nomics and Aging and a professor of
economics at Boston University.
Leibfritz is head of the department
for Macroeconomic Analysis and
Public Finance of the ifo Institute for
Economic Research in Munich.

The Costs and Benefits
of Price Stability

The Costs and Benefits of Price
Stability, edited by Martin S. Feld-
stein, is now available from the Uni-
versity of Chicago Press for $52.00.

There is widespread agreement
among economists and policy offi-
cials that monetary policy should not
permit the high inflation that pre-
vailed in the 1970s in the United
States and many other industrial
countries. However, there is less agree-
ment about a specific long-term goal
for monetary policy, about the con-
cessions that a nation must make to
achieve that goal, and about the
short-term actions that could be taken
in pursuit of that goal.

This volume explores the costs and
benefits of going from the existing
low rate of inflation to full price sta-
bility, focusing particularly on the
interaction between taxes and the
economic cost of inflation. Feldstein
and the NBER enlisted staff members
of the central banks of three coun-
tries — Germany, the United King-
dom, and Spain—to participate in
this project by doing comparable
studies of the costs of inflation in
their countries that paralleled Feld-
stein’s study for the United States.
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Their results, along with specific anal-
yses by other scholars, were pre-
sented at an NBER conference hosted
by the Federal Reserve Bank of New
York in February 1997. The confer-
ence brought together macroecono-
mists and specialists in public finance
to explore the complex issues of
macroeconomics, taxation, and wel-
fare economics that affect and are af-
fected by a move to full price stability.
Feldstein is President of the NBER
and the George F. Baker Professor of
Economics at Harvard University.

The Financing of
Catastrophe Risk

The Financing of Catastropbe Risk,
edited by Kenneth A. Froot, is now
available from the University of
Chicago Press for $68.00.

While it remains unlikely that a sin-
gle event might entirely bankrupt the
U.S. insurance and re-insurance in-
dustries, a big catastrophe could place
firms under severe financial stress,
jeopardizing both policyholders and
investors and causing profound rip-
ple effects throughout the U.S. econ-
omy. For this volume, Froot directed
a substantial NBER research project
and then assembled an impressive
roster of experts from academia and
the insurance industry to explore the
disturbing yet realistic possibility that
a large catastrophic event, with
aggregate losses exceeding $25 bil-
lion, will occur in the United States.
The essays assess the level of fiscal
preparedness of the insurance and
re-insurance industries and estimate
the potential effect of such a cata-
strophe on the U.S. economy.

Froot is a Research Associate in
several NBER Programs and the
Industrial Bank of Japan Professor of
Finance at the Harvard University
Graduate School of Business.

Fiscal Institutions and

Fiscal Performance

Fiscal Institutions and Fiscal
Performance, an NBER Conference
Report edited by James M. Poterba
and Jurgen von Hagen, is now avail-
able from the University of Chicago
Press for $53.00.

The rise and persistence of sus-
tained budget deficits in many devel-
oped and developing countries dur-
ing the past three decades have
caused great concern. Their emer-
gence in otherwise diverse nations
defies explanations aimed at internal
economic developments within a
specific country. This volume shifts
emphasis away from narrow eco-
nomic factors to more broadly
defined political and institutional fac-
tors that affect government policy
and national debt. It brings together
new theoretical models, empirical
evidence, and a series of in-depth
case studies to analyze the effect of
political institutions, fiscal regula-
tions, and policy decisions on accu-
mulating deficits. It provides a fasci-
nating overview of the political and
economic issues involved and high-
lights the role of budgetary institu-
tions in the formation of budget
deficits.

Poterba is Director of the NBER’s
Program on Public Economics and a
professor of economics at MIT. Von
Hagen is a professor of economics at
the University of Bonn.

Changes in Exchange
Rates in Rapidly
Developing Countries

Changes in Exchange Rates in
Rapidly Developing Countries, edited
by Takatoshi Ito and Anne O.
Krueger, is now available from the
University of Chicago Press for
$67.00. This will be volume 7 in the
NBER-East Asia Seminar on Eco-
nomics series.

Historically, most developing
nations have employed strict ex-
change rate controls and heavy pro-
tection of domestic industry —
policies now thought to be at odds
with sustainable and desirable rates
of economic growth. By contrast,
many East Asian nations maintained
exchange rate regimes designed to
achieve an attractive climate for
exports and an “outer-oriented” de-
velopment strategy. The result has
been rapid and consistent economic
growth over the past few decades.
This volume explores the impact of
such diverse exchange control
regimes in both historical and
regional contexts, focusing particular
attention on East Asia.

Ito is a Research Associate in the
NBER’s Program on International
Finance and Macroeconomics and a
professor at the Institution of
Economic Research at Hitotsubashi
University. Krueger is a Research
Associate in the NBER's Programs on
International Trade and Investment
and International Finance and
Macroeconomics and a professor of
economics at Stanford University.

NBER Reporter Spring 1999  51.



Current Working Papers

NBER Working Papers

Paper Author(s) Title

6901 Gene M. Grossman Imperfect Labor Contracts and International Trade J
6902 Orley Ashenfelter Schooling, Intelligence, and Income in America: Cracks in the Bell Curve

Cecilia Rouse

: 6903 Eduardo M.R.A. Engel Understanding Tax Evasion Dynamics
l James R. Hines, Jr.

6904 Richard E. Baldwin Two Waves of Globalisation: Superficial Similarities, Fundamental Differences
Philippe Martin
6905 Philip J. Cook Alcohol

Michael J. Moore

6906 Paul A. Gompers What Drives Venture Capital Fundraising?
; Josh Lerner o
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Paper Author(s) Title
6907 Martin Feldstein _ Self-Protection for Emerging Market Economies
6908 Charles F. Manski wWorker Perceptions of Job Insecurity in the Mid-1990s:
John D. Straub Evidence from The Survey of Economic Expectations
6909 Julio J. Rotemberg The Cyclical Behavior of Prices and Costs
Michael Woodford
6910 Julie Lee The Distributional Effects of Medicare
Mark McClellan
Jonathan Skinner
6911 Caroline M. Hoxby The Productivity of Schools and Other Local Public Goods Producers
6912 Robert E. Hall Aggregate Job Destruction and Inventory Liquidation
6913 Leslie A. Jeng The Profits to Insider Trading: A Performance-Evaluation Perspective
Andrew Metrick
Richard Zeckhauser
6914 Robert E. Hall Controlling the Price Level
6915 Ann Harrison Who Gains From Trade Reform? Some Remaining Puzzles
Gordon Hanson
6916 Sara Markowitz The Price of Alcohol, Wife Abuse, and Husband Abuse
6917 Martin Feldstein prefunding Medicare
6918 James M. Poterba The Costs of Annuitizing Retirement Payouts from Individual Accounts
Mark J. Warshawsky
6919 Lucian Arye Bebchuk Managerial Value Diversion and Shareholder Wealth
Christine Jolls
6920 Sewin Chan job Loss and Retirement Behavior of Older Men
Ann Huff Stevens
6921 Richard E. Baldwin The Core-Periphery Model with Forward-Looking Expectations
6922 Erkki Koskela Green Tax Reform and Competitiveness
Ronnie Schoéb
Hans-Werner Sinn
6923 Zadia Feliciano Foreign Ownership and Wages in the United States, 1987-1992
Robert E. Lipsey
6924 Olivier Jean Blanchard Wage Dynamics: Reconciling Theory and Evidence
Lawrence Katz
6925 Guillermo A. Calvo Inflation Stabilization and BOP Crises in Developing Countries
Carlos A. Végh
6926 Yin-Wong Cheung Are Macroeconomic Forecasts Informative? Cointegration Evidence from the
: Menzie D. Chinn ASA-NBER Surveys
6927 Daniel S. Hamermesh The Art of Labormetrics
6928 Francis X. Diebold Unit Root Tests are Useful for Selecting Forecasting Models

Lutz Kilian
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Paper Author(s) Title

6929 José M. Campa An Options-Based Analysis of Emerging Market Exchange Rate Expectations:
P.H. Kevin Chang Brazil’s Real Plan, 1994-1997
James F. Refalo

6930 Martin Feldstein Public Policies and Private Saving in Mexico

6931 Jeremy Greenwood The IT Revolution and the Stock Market
Boyan Jovanovic

6932 Aviv Nevo Prices and Coupons for Breakfast Cereals
Catherine Wolfram

6933 Ronald D. Fischer Contingent Protection as Better Insurance
Thomas J. Prusa

6934 Aaron S. Edlin Per-Mile Premiums for Auto Insurance

6935 Richard Clarida Recent G3 Current Account Imbalances: How Important are Structural Factors?
Joe Prendergast

6936 Chaim Fershtman A Dynamic Oligopoly with Collusion and Prices Wars
Ariel Pakes

6937 John A. Tauras Price, Clean Indoor Air Laws, and Cigarette Smoking: Evidence from
Frank J. Chaloupka Longitudinal Data for Young Adults

6938 Lucian Arye Bebchuk The “Lemons Effect” in Corporate Freeze-Outs
Marcel Kahan

6939 Frank J. Chaloupka Do Higher Cigarette Prices Encourage Youths to Use Marijuana?
Rosalie Liccardo Pacula
Matthew C. Farrelly
Lloyd D. Johnston
Patrick M. O’Malley
Jeremy W. Bray

6940 Matthew C. Farrelly The Effects of Prices and Policies on the Demand for Marijuana:
Jeremy W. Bray Evidence from the National Household Surveys on Drug Abuse
Gary A. Zarkin
Brett W. Wendling

) Rosalie Liccardo Pacula

6941 Mark A. Hooker Measuring the Economic Effects of Military Base Closures
Michael M. Knetter

6942 Richard B. Freeman Why Not Africa?
David L. Lindauer

6943 Janet Currie Early Test Scores, Socioeconomic Status, and Future Outcomes
Duncan Thomas

6944 Steven D. Levitt Estimating the Effect of Alcohol on Driver Risk Using Only Fatal
Jack Porter Accident Statistics

6945 A. Mitchell Polinsky Corruption and Optimal Law Enforcement
Steven Shavell

6946 Kenneth F. Scheve Labor-Market Competition and Individual Preferences Over Immigration Policy

Matthew J. Slaughter
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Paper Author(s) Title
6947 Tor Jakob Klette Do Subsidies to Commercial R&D Reduce Market Failures?
Jarle Mgen Microeconomic Evaluation Studies
Zvi Griliches
6948 Christina D. Romer Changes in Business Cycles: Evidence and Explanations
6949 Antonio Rangel Can Market and Voting Institutions Generate Optimal Intergenerational
Richard Zeckhauser Risk Sharing?
6950 Jeffrey A. Miron Violence and the U.S. Prohibition of Drugs and Alcohol
6951 Lucian Bebchuk Stock Pyramids, Cross Ownership, and Dual Class Equity: The Creation and
Reinier Kraakman Agency Costs of Separating Control from Cash Flow Rights
George Triantis
6952 Kala Krishna Efficient Competition with Small Numbers —
Torben Tranaes With Applications to Privatisation and Mergers
6953 Fernando Alvarez Quantitative Asset Pricing Implications of Endogenous Solvency Constraints
Urban J. Jermann
6954 Rajeev H. Dehejia Program Evaluation as a Decision Problem
6955 Tarun Khanna Emerging Market Business Groups, Foreign Investors, and
Krishna Palepu Corporate Governance
6956 Steven Shavell Rewards versus Intellectual Property Rights
Tanguy van Ypersele
6957 Edward P. Lazear Personnel Economics: Past Lessons and Future Directions
6958 Henry Saffer Tobacco Advertising: Economic Theory and International Evidence
Frank Chaloupka
6959 Eduardo Engel Poisoned Grapes, Mad Cows, and Protectionism
6960 Louis Kaplow Economic Analysis of Law
Steven Shavell
6961 Torben G. Anderson The Distribution of Exchange Rate Volatility
Tim Bollerslev
Francis X. Diebold
Paul Labys
6962 Anil K Kashyap Banks as Liquidity Providers: An Explanation for the Co-Existence of
Raghuram Rajan Lending and Deposit-Taking
Jeremy C. Stein
6963 Alvin E. Roth The Redesign of the Matching Market for American Physicians:
Elliott Peranson Some Engineering Aspects of Economic Design
6964 Robert J. Gordon The Aftermath of the 1992 ERM Breakup: Was There a Macroeconomic
Free Lunch?
6965 Frederic S. Mishkin International Experiences with Different Monetary Policy Regimes
6966 Steven G. Allen Has Job Security Vanished in Large Corporations?
Robert L. Clark
Sylvester J. Schieber
6967 Wayne E. Ferson Economic, Financial, and Fundamental Global Risk In and Out of the EMU

Campbell R. Harvey
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Paper Author(s) Title
6968 Woochan Kim Foreign Portfolio Investors Before and During a Crisis
Shang-Jin Wei
6969 Michael M. Knetter Measuring Product-Market Integration
Matthew J. Slaughter
6970 Fred T. Goldberg, Jr. Reforming Social Security: A Practical and Workable System of
Michael J. Graetz Personal Retirement Accounts
6971 Irving Shapiro Quality Improvement in Health Care: A Framework for Price and
Matthew D. Shapiro Output Measurement
David W. Wilcox
6972 Wouter J. den Haan Contact-Theoretic Approaches to Wages and Displacement
Garey Ramey
Joel Watson
6973 Owen Lamont Investment Plans and Stock Returns
6974 Kristin F. Butcher The Role of Deportation in the Incarceration of Immigrants
Anne Morrison Piehl
6975 Rebecca Menes The Effect of Patronage Politics on City Government in American Gities,
1900-1910
6976 Ronald G. Ehrenberg Do Indirect Cost Rates Matter?
Jaroslava K. Mykula
6977 Dennis Epple The Tiebout Hypothesis and Majority Rule: An Empirical Analysis
Holger Sieg
6978 Jonathan Haskel Trade, Technology, and U.K. Wage Inequality
Matthew J. Slaughter
6979 Hans-Werner Sinn Inflation and Welfare: Comment on Robert Lucas
6980 Darijus Lakdawalla Aging and the Growth of Long-Term Care
Tomas Philipson
6981 James Harrigan U.S. Wages in General Equilibrium: The Effects of Prices, Technology, and
Rita A. Balaban Factor Supplies, 1963-1991
6982 Orley Ashenfelter Do Unemployment Insurance Recipients Actively Seek Work?
David Ashmore Randomized Trials in Four U.S. States
Olivier Deschénes
6983 - James J. Heckman The Pre-Program Earnings Dip and the Determinants of Participation in a
Jeffrey A. Smith Social Program: Implications for Simple Program Evaluation Strategies
6984 Bronwyn H. Hall Innovation and Market Value
6985 Linda Goldberg Exchange Rates and Local Labor Markets
Joseph Tracy
6986 Dobrin R. Kolev Dumping and Double Crossing: The (In)Effectiveness of Cost-Based Trade
Thomas J. Prusa Policy Under Incomplete Information
6987 Andrew Caplin Durable Goods Cycles
John Leahy
6988 Martin L. Weitzman A Contribution to the Theory of Welfare Comparisons
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Paper Author(s) Title

6989 Julia Lynn Coronado Distributional Impacts of Proposed Changes to the Social Security System
Don Fullerton
Thomas Glass

6990 Wolfgang Keller How Trade Patterns and Technology Flows Affect Productivity Growth

6991 Andrew B. Abel The Social Security Trust Fund, the Riskless Interest Rate, and

Capital Accumulation

6992 Michael B. Devereux The Optimal Choice of Exchange-Rate Regime:
Charles Engel Price-Setting Rules and Internationalized Production

6993 A. Mitchell Polinsky The Economic Theory of Public Enforcement of Law
Steven Shavell

6994 Bernard Dumas Global Diversification, Growth, and Welfare with Imperfectly Integrated
Raman Uppal Markets for Goods

6995 Robert A. Moffitt Demographic Change and Public Assistance Expenditures

6996 John M. Abowd Minimum Wages and Employment in France and the United States
Francis Kramarz
David N. Margolis

6997 Kimberly Bayard Why are Racial and Ethnic Wage Gaps Larger for Men than for Women?
Judith Hellerstein Exploring the Role of Segregation Using the New Worker-Establishment
David Neumark Characteristics Database
Kenneth Troske

6998 Rebecca M. Blank Financial Incentives for Increasing Work and Income Among
David Card Low-Income Families
Philip K. Robins

6999 Janet Currie Is the Impact of Health Shocks Cushioned by Socioeconomic Status?
Rosemary Hyson The Case of Low Birthweight

7000 James E. Anderson Trade, Insecurity, and Home Bias: An Empirical Investigation
Douglas Marcouiller

7001 Guido W. Imbens Estimating the Effects of Unearned Income on Labor Supply, Earnings,
Donald B. Rubin Savings, and Consumption: Evidence from a Survey of Lottery Players
Bruce Sacerdote

7002 Henry S. Farber Alternative and Part-Time Employment Arrangements as a Response

to Job Loss

7003 Kimberly Bayard New Evidence on Sex Segregation and Sex Differences in Wages from
Judith Hellerstein Matched Employee-Employer Data
David Neumark
Kenneth Troske

7004 Joshua Aizenman Reserve Requirements on Sovereign Debt in the Presence of Moral Hazard —
Stephen J. Turnovsky on Debtors or Creditors?

7005 Jeffrey R. Brown The Role of Real Annuities and Indexed Bonds in an Individual Accounts
Olivia S. Mitchell Retirement Program
James M. Poterba

7006 Alan B. Krueger Measuring Labor’s Share
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Paper Author(s) Title
7007 John B. Shoven The Location and Allocation of Assets in Pension and Conventional
Savings Accounts
7008 Robert J. Shiller Measuring Bubble Expectations and Investor Confidence
7009 Wayne E. Ferson Conditioning Variables and the Cross-Section of Stock Returns
Campbell R. Harvey
7010 Victor Zarnowitz Theory and History Behind Business Cycles: Are the 1990s the
Onset of a Golden Age?
7011 Marjorie Flavin Robust Estimation of the Joint Consumption/Asset Demand Decision
7012 Subramanian Rangan Search and Deliberation in International Exchange: Learning from
Robert Z. Lawrence Multinational Trade About Lags, Distance Effects, and Home Bias
7013 Assaf Razin Unskilled Migration: A Burden or a Boon for the Welfare State
Efraim Sadka
7014 Enrique G. Mendoza Devaluation Risk and the Syndrome of Exchange-Rate-Based Stabilizations
Martin Uribe ’
7015 Thomas E. MaCurdy Asset Allocation and Risk Allocation: Can Social Security Improve Its
John B. Shoven Future Solvency Problem by Investing in Private Securities?
7016 Martin Feldstein The Transition to Investment-Based Social Security Portfolio Returns and
Elena Ranguelova Capital Profitability are Uncertain
Andrew Samwick
7017 Lawrence J. Christiano Taylor Rules in a Limited Participation Model
Christopher J. Gust
7018 Daron Acemogliu Patterns of Skill Premia
7019 Robert E. Baldwin Inferring Relative Factor Price Changes from Quantitative Data
7020 Steven Huddart Valuing the Reload Features of Executive Stock Options
Ravi Jagannathan
Jane Saly
7021 René M. Stulz Globalization of Equity Markets and the Cost of Capital
7022 Manuel Trajtenberg Innovation in Israel 1968-97: A Comparative Analysis Using Patent Data
7023 James H. Stock Forecasting Inflation
Mark W. Watson
7024 Ernst R. Berndt Network Effects and Diffusion in Pharmaceutical Markets: Antiulcer Drugs
Robert S. Pindyck
Pierre Azoulay
7025 Robert E. Hall The Concentration of Job Destruction
7026 Paul R. Bergin Pricing to Market, Staggered Contracts, and Real Exchange Rate Persistence
Robert C. Feenstra
7027 Lawrence J. Christano Maximum Likelihood in the Frequency Domain: A Time to Build Example
Robert J. Vigfusson
7028 Jacques Mairesse Using Employee Level Data in a Firm Level Econometric Study

Nathalie Greenan
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Paper Author(s) Title
7029 John Campbell Investing Retirement Wealth: A Life-Cycle Model
Jodo F. Cocco
Francisco J. Gomes
Pascal J. Maenhout
7030 Henning Bohn Social Security and Demographic Uncertainty: The Risk Sharing Properties of
Alternative Policies
7031 John McHale The Risk of Social Security Benefit Rule Changes: Some International Evidence
7032 Evan G. Gatev Pairs Trading: Performance of a Relative Value Arbitrage Rule
William N. Goetzmann
K. Geert Rouwenhorst
7033 William N. Goetzmann Index Funds and Stock Market Growth
Massimo Massa
7034 Lawrence H. Goulder The Usual Excess-Burden Approximation Usually Doesn’t Come Close
Roberton C. Williams 1
7035 Alan J. Auerbach A New Measure of Horizontal Equity
' Kevin A. Hassett
7036 Alan J. Auerbach Uncertainty and the Design of Long-Run Fiscal Policy
Kevin A. Hassett
7037 Tomas Philipson Economic Epidemiology and Infectious Diseases
7038 Robert J. Barro Inequality, Growth, and Investment
7039 Louis K.C. Chang On Portfolio Optimization: Forecasting Covariances and Choosing
Jason Karceski the Risk Model
Josef Lakonishok
7040 Bruce A. Blonigen Foreign-Affiliate Activity and U.S. Skill Upgrading
Matthew J. Slaughter
7041 Alan J. Auerbach Generational Accounting and Immigration in the United States
Philip Oreopoulos
7042 Anne Krueger The Role of Bank Restructuring in Recovering from Crises:
Aaron Tornell Mexico 1995-98
7043 Ann P. Bartel Ownership versus Environment: Why Are Public Sector Firms Inefficient?
Ann E. Harrison
7044 Frederic S. Mishkin International Experiences with Different Monetary Policy Regimes
7045 Enrique G. Mendoza The Business Cycles of Balance-of-Payments Crises:
Martin Uribe A Revision of a Mundellian Framework
7046 Marianne Baxter Household Production and the Excess Sensitivity of Consumption to
Urban J. Jermann Current Income
7047 Frank J. Chaloupka The Economics of Smoking
Kenneth E. Warner
7048 Michael D. Hurd Mortality Risk and Consumption by Couples
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Paper Author(s) Title
7049 Estelle James Mutual Funds and Institutional Investments: What is the Most Efficient Way
Gary Ferrier to Set Up Individual Accounts in a Social Security System?
James Smallhout
Dimitri Vittas
7050 Peter Diamond Administrative Costs and Equilibrium Charges with Individual Accounts
7051 Louis Kaplow Any Non-Individualistic Social Welfare Function Violates the Pareto Principle
Steven Shavell
7052 Richard G. Frank Economics and Mental Health
Thomas G. McGuire
7053 James E. Rauch Starting Small in an Unfamiliar Environment
Joel Watson
7054 Gordon H. Hanson Does Border Enforcement Protect U.S. Workers from Illegal Immigration?
Raymond Robertson
Antonio Spilimbergo
7055 Owen Lamont Economic Tracking Portfolios
7056 Andrew Ang International Asset Allocation with Time-Varying Correlations
Geert Bekaert .
7057 Wouter J. den Haan Liquidity Flows and Fragility of Business Enterprises
Garey Ramey
Joel Watson
7058 Patricia M. Anderson Child Care and Mothers’ Employment Decisions
Phillip B. Levine
7059 Don Fullerton Can Taxes on Cars and on Gasoline Mimic an Unavailable Tax on Emissions?
Sarah West
7060 Fernando Alvarez Money and Interest Rates With Endogeneously Segmented Markets
Andrew Atkeson
Patrick J. Kehoe
7061 B. Douglas Bernheim Taxation and Saving
7062 Bronwyn H. Hall The Patent Paradox Revisited: Determinants of Patenting in the U.S.
Rose Marie Ham Semiconductor Industry, 1980-94
7063 Larry E. Jones Technology (and Policy) Shocks in Models of Endogenous Growth
Rodolfo E. Manuelli
Ennio Stacchetti
7064 Adam B. Jaffe Privatizing R& D: Patent Policy and the Commercialization of
Josh Lerner National Laboratory Technologies
7065 Martin Feldstein The Economics of Bequests in Pensions and Social Security
Elena Ranguelova
7066 Mariko Sakakibara Do Stronger Patents Induce More Innovation? Evidence from the
Lee Branstetter 1988 Japanese Patent Law Reforms
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