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Abstract

**Risk Attitudes, Development, and Growth**
Macroeconomic Evidence from Experiments in 30 Countries

Ferdinand M. Vieider, Thorsten Chmura and Peter Martinsson*

We measure risk attitudes in 30 different countries in a controlled, incentivized experiment (N = 3025). At the macroeconomic level, we find a strong and highly significant negative correlation between the risk tolerance of a country and income per capita. This gives rise to a paradox, seen that risk tolerance has been found to be positively associated with personal income within countries. We show that this paradox can be explained by unified growth theory. These results are consistent with the prediction that risk attitudes act as a transmission mechanism for growth by encouraging entrepreneurship. Furthermore, our study shows that risk attitudes vary considerably between countries and that for typical experimental stakes, risk seeking or neutrality is just as frequent as risk aversion.
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Variations in entrepreneurial spirit among individuals are originated from differences in the
degree of risk aversion with respect to consumption. [...] Differences in the degree of risk
aversion across individuals affect their reproductive success and are transmitted across
generations, either genetically or culturally. In early stages of development risk aversion has
an adverse effect on fertility and reproductive success, raising the frequency of risk-tolerant,
growth promoting traits in the economy and stimulating the growth process. However, as
economies mature, risk aversion has a beneficial effect on reproductive success, diminishing
the growth potential of the economy.

(Galor & Michalopoulos, 2012)

1. Motivation
Current development levels differ dramatically across the world, with incomes per capita ranging
from bare subsistence levels to very comfortable standards of living in industrialized countries.
What explains such differences in development levels? There are two research traditions that deal
with this issue. On the one hand, the comparative development literature seeks to investigate the
ultimate and proximate causes of today's disparate income levels. On the other hand, growth theory
attempts to explain and model how growth processes actually take place. Communication between
these two strands of literature is weak historically. In this paper, we present evidence on risk
attitudes at the country level. Adding evidence on risk preferences from a cross-section of countries
at very different stages of development into a unified account of economic growth, we provide
evidence on a microeconomic mechanism through which growth is channeled and may ultimately
be transformed into permanently higher income if the right conditions are met.

Providing evidence on comparative risk attitudes across 30 countries from a fully controlled
and incentivized experiment, we try and build bridges between different strands of literature and fit
together several stylized facts. First and foremost, we contribute to the literature in decision theory
and behavioral economics by showing that risk aversion—implicitly assumed to be the universal
tendency based on data obtained with Western student and non-student samples—does not hold for
the non-Western world. Furthermore, the differences in risk attitudes are systematic. We find a
strong negative association between risk tolerance and GDP per capita between countries, with poor
countries displaying much higher risk tolerance than rich ones. This is all the more striking since
there is considerable evidence that within countries this relation is reversed, with lower income
levels associated with decreased risk tolerance. We thus have a paradox.

We resolve this paradox through Galor's (2011) unified growth theory. In unified growth
theory, the transition between different growth phases happens through reversals in demographic
trends. Whereas in early phases of growth the number of offspring is positively linked to income,
this trend is reversed in modern societies (Goodman, Koupil, & Lawson, 2012). Given the positive
within-country correlation between risk tolerance and income, richer people having larger numbers of offspring in poor countries will result in the diffusion of risk tolerant traits in the population. As countries get richer, this trend is reversed, with the more risk tolerant rich having relatively fewer children and risk tolerance declining as a consequence (Galor & Michalopoulos, 2012). This matters inasmuch as risk tolerance is one of the determinants of entrepreneurship, which acts as the engine of growth in a process of creative destruction (Aghion & Howitt, 1992; Schumpeter, 1934), whereby individuals take advantage of their unique knowledge and ideas to create personal profit, thereby benefiting the economy at large through innovation (Hayek, 1948; Kirzner, 1973).

The present paper proceeds as follows. Section 2 provides an overview on risk attitudes, their relation to income, and their transmission. Section 3 delves deeper into the details of unified growth theory, with particular attention to the role played by risk tolerance as a microeconomic transmission mechanism for growth. Section 4 presents the details of our experimental measurements and introduces the indices that will be used for analysis. Section 5 presents the results. Section 6 provides a discussion, and section 7 concludes the paper.

2. Risk Attitudes and their Determinants
Risk attitudes can differ widely at the individual level and heterogeneity is often difficult to explain (von Gaudecker, van Soest, & Wengström, 2011). Nevertheless, the aggregate data obtained with Western student and non-student populations all point in the direction of risk aversion as the average or median trait (Gneezy & Potters, 1997; Noussair, Trautmann, & Kuilen, 2011; von Gaudecker et al., 2011). While there are exceptions to this rule, such exceptions have been mostly found in particular decision situations, such as for small probability levels, or when decisions are framed as losses relative to a reference point. The evidence from the developing world—as far as available—largely confirms the finding of risk aversion (Binswanger, 1980; Tanaka, Camerer, & Nguyen, 2010). We are only aware of two exceptions to this rule. Henrich & McElreath (2002) found significant risk seeking in 50-50 prospects by tribesmen in Tanzania and Chile. Doerr, Toman, & Schmidt, (2011) found risk seeking behavior by Ethiopian farmers using a choice list popularized by Holt & Laury (2002).

For the purpose of this paper, we are particularly interested in how risk attitudes vary with income or wealth. In a large survey of the Dutch population, Donkers, Melenberg, & Van Soest, (2001) showed that risk tolerance is positively correlated with income—or actually, that risk aversion decreases in income.‡ Using incentivized measures, von Gaudecker, van Soest, &

‡ We use the term “risk tolerance” to refer to a continuum of risk attitudes, whereas “risk aversion” is often used to imply that the valuation of a lottery or prospect is lower than its expectation. We will further clarify our terminology below.
Wengström (2011) find risk aversion over gain-loss prospects to decrease in income. Harrison, Lau, & Rutström (2007) showed a positive correlation between income and risk tolerance in a representative sample of the Danish population. The result was also found in a large representative sample of the German population by Dohmen, Falk, Huffman, Sunde, et al., (2011) and Dohmen, Falk, Huffman, & Sunde (2010). There is furthermore evidence on this same relationship from developing countries. Tanaka, Camerer, & Nguyen (2010) found people from richer villages to be less risk averse over gain-loss prospects than people from poorer villages in Vietnam. Measuring risk attitudes of poor farmers in Ethiopia, Yesuf & Bluffstone (2009) found risk tolerance to increase in different indicators such as cash liquidity, although income is not measured directly (but is likely highly correlated with these indicators). These results are all the more remarkable since these studies generally use a homogenous population group—farmers. It is thus not surprising that there are papers that do not find a significant correlation between income and risk attitudes in this context (Akay, Martinsson, Medhin, & Trautmann, 2011a; Binswanger, 1980; Cameron & Shah, 2012).

The positive correlation between risk tolerance and income immediately raises two additional issues which are tightly related—the direction of causality and the link between risk attitudes and entrepreneurship. Bonin, Dohmen, Falk, Huffman, & Sunde (2007) showed that risk tolerance correlates with sorting into more risky professions as well as with higher income. Additional evidence on such a relation is provided by Shaw (1996). Cramer, Hartog, Jonker, & van Praag (2002) provide direct evidence on how self-employment is associated with higher risk tolerance. Charles & Hurst (2003) showed that people who fall into the highest risk tolerance category (out of four categories measured with a hypothetical lottery question) are 50% more likely to own a business than the mean. Together, these findings show that risk tolerance and entrepreneurship are correlated, and suggest that at least some of the causality may run from risk tolerance to sorting into riskier professions and entrepreneurship. Nevertheless, in very poor countries the causality may sometimes also run in the other direction, with very poor people adopting risk averse strategies to cope with risks that may affect their very livelihood (Rosenzweig & Binswanger, 1993). Such risk aversion in turn keeps people in poverty, giving rise to a feedback cycle in which poverty leads to risk aversion, which in turn leads to the persistence of poverty. For instance, Jayachandran (2006) showed how risk aversion leads the very poor in India to sell their labor for low wages rather than to employ it more fruitfully on the farm. Morduch (1994,

---

2 They do, however, not find an effect of income on utility curvature, which indicates risk aversion and is estimated over both gain and loss prospects jointly. They find, on the other hand, an effect of education, with more educated people less risk averse, as well as finding an effect of wealth, with the least wealthy individuals significantly more risk averse. Both of these measures may correlate with income, and the direction of the effects is consistent with the other findings on the risk-income relation.
1995) discusses how risk averse income smoothing in the absence of insurance or credit facilities leads poor people in developing countries to be trapped in poverty. It is important to note, however, that these studies concern the poorest population segments in developing countries, and do not constitute a statement on general risk attitudes or between-country comparisons.

There is also increasing evidence that risk attitudes are transmitted from parents to children—either culturally or genetically, or both. Dohmen, Falk, Huffman, & Sunde (2011) showed that risk attitudes of parents and children are correlated in Germany. Similar evidence exists for the US (Charles & Hurst, 2003; Kimball, Sahm, & Shapiro, 2009). Leuermann & Necker (2011) found the propensity of fathers and sons to take occupational risks to be correlated. Also, twin studies conducted in Sweden and China provide strong indications that at least part of the intergenerational transmission may be genetic (Cesarini, Dawes, Johannesson, Lichtenstein, & Wallace, 2009; Zhong et al., 2009), although estimates of the degree of heritability differ between the two studies. In addition, there is some indirect evidence on the heritability of entrepreneurial traits. White, Thornhill, & Hampson (2006) showed that entrepreneurs have higher testosterone levels than non-entrepreneurs, as well as having a higher propensity to take risks, which together with the high heritability of testosterone levels indicates again that an aptitude towards entrepreneurship may be transmitted genetically.

We are not the first to investigate between-country differences in risk attitudes. In a pioneering paper, E. Weber & Hsee (1998) compared risk attitudes of four countries using answers to hypothetical 50-50 prospects. Bruhin, Fehr-Duda, & Epper (2010) compared risk attitudes in China and Switzerland in the context of a mixture model, finding that Chinese students who can be described by prospect theory are more risk tolerant than the same group in Switzerland. In what has been the most ambitious exercise to date, Rieger, Wang, & Hens (2011) compared risk attitudes obtained from hypothetical surveys in 45 different countries. Other than being hypothetical, however, the study is also limited by large amounts of noise. We are thus the first to present evidence from a large-scale, fully controlled and incentivized experiment.

This leaves us with the question of the validity of our measures of risk attitudes, and in particular with an issue every international comparison faces—given that random allocation of subjects to treatments must by necessity be abandoned, do any differences found reflect genuine differences between countries? In order to investigate this issue, we ran the experiment in two different cities in China (Beijing and Shanghai) and on two different campuses in Addis Ababa, Ethiopia. Within-country differences between the various parameters turned out to be small compared to between-country differences, and almost completely disappeared once we controlled for subject characteristics in a regression. This reassured us about the randomization issue—for
details, see (Vieider et al., 2012). While there may be small fluctuations in parameters due to differences in the composition of the subject pool, these differences are generally second-order compared to international differences, and will thus not significantly affect the international comparison.

3. Unified Growth Theory and Risk Attitudes
Unified growth theory (Galor, 2011) divides historical growth processes into three stages: 1) a Malthusian phase, in which income per capita is generally stagnant or grows only very slowly; 2) a post-Malthusian phase, with accelerated technological and economic growth, that is however still largely matched by population growth; and 3) the modern growth phase, in which population growth recedes and income per capita starts taking off. We briefly examine each phase, and their connection to the transmission and prevalence of risk attitudes.

For millennia after the agricultural revolution, human societies found themselves in a Malthusian trap, with increases in income matched by increases in population, so that income per capita would remain largely unchanged. With some factors of production—specifically land—constant, Thomas Malthus (1798) argued, other factors such as human capital would have decreasing returns, thus keeping a lid on further population growth and on the growth of income per capita. Any improvements in technology would only lead to temporary growth in income, which would result in turn in population growth, only for income per capita to revert to its previous level. Given that population growth is thus capped by available income, fertility rates are intimately linked to income (Galor & Weil, 1999; Lee, 1987), with richer people having larger numbers of offspring. Clark & Hamilton (2006) showed that the number of offspring in England around 1600 was positively linked to income and wealth, with the richest males having almost twice the offspring of the poorest. Tracing Swedish families over several generations, Goodman et al., (2012) showed that as late as in the early 1900s socioeconomic success resulted in higher number of children (mostly through high rates of childlessness amongst low-status men), with the trend reversing in subsequent generations. Given the positive correlation between risk tolerance and income, and given transmission of risk attitudes within the family (both of which we have discussed above), this will eventually lead to a prevalence of risk tolerance in the population.

Income per capita finally started increasing after the industrial revolution in England in the middle of the 18th century (Maddison, 2003). The break from the Malthusian phase happened when population density reached a level where it gave rise to ever accelerating technological growth.

3 See also (Voigtländer & Voth, 2012) for an account how crises under the form of epidemics and wars may have led to new Malthusian steady states with subsequently higher levels of income.
Kremer, 1993). The increased growth in technology, in turn, leads to increasing returns to human capital, which induces parents to gradually substitute quality for quantity of children (Becker, Murphy, & Tamura, 1990; Galor & Weil, 2000). While this makes sense because of the high payoff from entrepreneurial human capital (Gennaioli, La Porta, Lopez-de-Silanes, & Shleifer, 2013; Lucas, 1988), the number of offspring by richer parents thus declines (Goodman et al., 2012). As poorer population segments also start benefiting from increased growth, they will at first increase their number of children, since previous income constraints are no longer binding (Galor & Moav, 2002; Gibson & Mace, 2006). These two opposing tendencies will again be reflected in risk attitudes, with risk tolerance expected to decline as income per capita increases and societies get richer (Galor & Michalopoulos, 2012). While there will thus initially be an increase in population, this process ultimately leads to a demographic transition (Galor, 2005), whereby population growth starts to decline and income per capita increases to new levels, giving rise to the modern growth regime as modeled by neoclassical growth theory (Solow, 1956). Whereas most European countries went through the demographic transition in the late 19th century, in most of Latin America and Asia the transition only took place some time in the second half of the 20th century, while in Africa countries have only recently started the transition (Galor, 2011). We would thus expect this to be reflected in the different prevalence of risk tolerance within the different populations, with a negative correlation between income per capita and risk tolerance.

4. Experimental Setup and Design

Figure 1: Countries included in the study
Countries. We present data on risk attitudes obtained from experiments in 30 countries on all continents except Antarctica. The countries were selected with an eye to diversification along several dimensions that were deemed potentially important for our study. These included level of income per capita, geographic representation, importance in economic and population terms, and the positioning on Hofstede's (1980) individualism and uncertainty avoidance scales. Beyond this, we faced some constraints in terms of countries in which we could find collaborators and universities willing to help us with the experiments, and had to exclude countries that would have proven too dangerous or otherwise unsuited for carrying out a controlled experiment. Figure 7 shows the countries that were included in our study.

Subjects. A total of 3025 subjects participated in the experiment. Only subjects who declared to be “originally from the country” where the experiment took place are however included in the analysis, reducing this number to 2855. University students were used inasmuch as they are more comparable across countries than other population groups, and an experiment with students allowed more control over the experimental conditions. It has also been shown that using students lowers inconsistency levels (Huck & Müller, 2012). The downside is that this choice of subject pool may result in a loss of representativeness. This may be particularly problematic if selection into university systematically varies with country-specific characteristics, such as income. While such concerns are legitimate and likely do affect our sample in some specific countries, we do not think that there is a systematic trend in this direction—this issue will be further addressed in the discussion. A total of 3-4% of students were excluded at the data entry stage because they manifestly did not understand the task. We tried to obtain a relatively large sample of around 80–100 subjects in each country to minimize measurement error, although there is some variation in the sample size due to organizational practicalities. We also tried to recruit subjects with similar characteristics as much as possible. Table 1 reports the number of subjects for each country, as well as some of their principal characteristics. Subjects were recruited either from existing subject pools or through advertisements in the study halls. Where subject pools existed, we excluded subjects who had participated in many experiments before to keep the subject pool as comparable as possible. It was mentioned that money could be gained in the experiments, but we refrained from indicating precise amounts in order not to create expectations or reference points.

---

4 For instance, in Saudi Arabia we were not able to secure a female subject pool since our male contact was not allowed to interact with females. In Malaysia, the experiment was shut down two thirds through the sessions because of sharia law.
differences were resolved by discussion. The instructions were read to subjects, and additional
Experimental questionnaires were carefully translated and back-translated by a different person, and
Organization of experiments. We made every effort to keep conditions constant across countries.
Experimental questionnaires were carefully translated and back-translated by a different person, and
differences were resolved by discussion. The instructions were read to subjects, and additional

<table>
<thead>
<tr>
<th>Country</th>
<th>Subs</th>
<th>age</th>
<th>female</th>
<th>econ</th>
<th>math</th>
<th>natural</th>
<th>hum</th>
<th>arts</th>
<th>social</th>
<th>PPP rate/€</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>54</td>
<td>22</td>
<td>32%</td>
<td>26%</td>
<td>15%</td>
<td>15%</td>
<td>10%</td>
<td>6%</td>
<td>3%</td>
<td>2 AUD</td>
<td>English</td>
</tr>
<tr>
<td>Belgium</td>
<td>78</td>
<td>20</td>
<td>55%</td>
<td>41%</td>
<td>6%</td>
<td>10%</td>
<td>7%</td>
<td>3%</td>
<td>13%</td>
<td>€ 1</td>
<td>French</td>
</tr>
<tr>
<td>Brazil</td>
<td>83</td>
<td>21</td>
<td>40%</td>
<td>99%</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>2 Real</td>
<td>Portuguese</td>
</tr>
<tr>
<td>Cambodia</td>
<td>80</td>
<td>21</td>
<td>51%</td>
<td>0%</td>
<td>21%</td>
<td>24%</td>
<td>13%</td>
<td>18%</td>
<td>18%</td>
<td>1500 Riel</td>
<td>Khmer</td>
</tr>
<tr>
<td>Chile</td>
<td>96</td>
<td>21</td>
<td>49%</td>
<td>5%</td>
<td>22%</td>
<td>13%</td>
<td>3%</td>
<td>14%</td>
<td>7%</td>
<td>500 Pesos</td>
<td>Spanish</td>
</tr>
<tr>
<td>China</td>
<td>204</td>
<td>21</td>
<td>39%</td>
<td>13%</td>
<td>45%</td>
<td>18%</td>
<td>8%</td>
<td>1%</td>
<td>6%</td>
<td>4 RMB</td>
<td>Chinese</td>
</tr>
<tr>
<td>Colombia</td>
<td>128</td>
<td>21</td>
<td>50%</td>
<td>6%</td>
<td>80%</td>
<td>5%</td>
<td>3%</td>
<td>2%</td>
<td>1%</td>
<td>1500 Pesos</td>
<td>Spanish</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>101</td>
<td>22</td>
<td>35%</td>
<td>31%</td>
<td>20%</td>
<td>13%</td>
<td>1%</td>
<td>2%</td>
<td>14%</td>
<td>500 Colones</td>
<td>Spanish</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>99</td>
<td>22</td>
<td>40%</td>
<td>51%</td>
<td>11%</td>
<td>5%</td>
<td>11%</td>
<td>4%</td>
<td>10%</td>
<td>20 Kronas</td>
<td>Czech</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>138</td>
<td>21</td>
<td>31%</td>
<td>59%</td>
<td>10%</td>
<td>8%</td>
<td>2%</td>
<td>0%</td>
<td>9%</td>
<td>6 Birr</td>
<td>English</td>
</tr>
<tr>
<td>France</td>
<td>93</td>
<td>21</td>
<td>49%</td>
<td>47%</td>
<td>6%</td>
<td>15%</td>
<td>4%</td>
<td>4%</td>
<td>3%</td>
<td>€ 1</td>
<td>French</td>
</tr>
<tr>
<td>Germany</td>
<td>98</td>
<td>25</td>
<td>47%</td>
<td>12%</td>
<td>39%</td>
<td>9%</td>
<td>14%</td>
<td>0%</td>
<td>3%</td>
<td>€ 1</td>
<td>German</td>
</tr>
<tr>
<td>Guatemala</td>
<td>84</td>
<td>21</td>
<td>45%</td>
<td>34%</td>
<td>18%</td>
<td>0%</td>
<td>12%</td>
<td>4%</td>
<td>13%</td>
<td>6 Quetzales</td>
<td>Spanish</td>
</tr>
<tr>
<td>India</td>
<td>89</td>
<td>21</td>
<td>69%</td>
<td>71%</td>
<td>0%</td>
<td>2%</td>
<td>11%</td>
<td>10%</td>
<td>3%</td>
<td>22 Rupees</td>
<td>English</td>
</tr>
<tr>
<td>Japan</td>
<td>84</td>
<td>22</td>
<td>49%</td>
<td>10%</td>
<td>42%</td>
<td>11%</td>
<td>11%</td>
<td>0%</td>
<td>5%</td>
<td>120 Jen</td>
<td>Japanese</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>97</td>
<td>19</td>
<td>52%</td>
<td>64%</td>
<td>0%</td>
<td>0%</td>
<td>6%</td>
<td>0%</td>
<td>29%</td>
<td>24 KGS</td>
<td>Russian</td>
</tr>
<tr>
<td>Malaysia</td>
<td>64</td>
<td>20</td>
<td>38%</td>
<td>58%</td>
<td>19%</td>
<td>6%</td>
<td>0%</td>
<td>2%</td>
<td>5%</td>
<td>2 Ringgit</td>
<td>English</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>118</td>
<td>21</td>
<td>41%</td>
<td>92%</td>
<td>3%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>10 Córdobas</td>
<td>Spanish</td>
</tr>
<tr>
<td>Nigeria</td>
<td>200</td>
<td>22</td>
<td>50%</td>
<td>44%</td>
<td>0%</td>
<td>1%</td>
<td>3%</td>
<td>29%</td>
<td>12%</td>
<td>110 Naira</td>
<td>English</td>
</tr>
<tr>
<td>Peru</td>
<td>94</td>
<td>23</td>
<td>47%</td>
<td>42%</td>
<td>37%</td>
<td>0%</td>
<td>1%</td>
<td>0%</td>
<td>4%</td>
<td>2 N. Soles</td>
<td>Spanish</td>
</tr>
<tr>
<td>Poland</td>
<td>88</td>
<td>24</td>
<td>47%</td>
<td>42%</td>
<td>8%</td>
<td>7%</td>
<td>17%</td>
<td>0%</td>
<td>12%</td>
<td>2.4 Zloty</td>
<td>Polish</td>
</tr>
<tr>
<td>Russia</td>
<td>62</td>
<td>20</td>
<td>50%</td>
<td>73%</td>
<td>13%</td>
<td>0%</td>
<td>10%</td>
<td>0%</td>
<td>1%</td>
<td>22 Rubles</td>
<td>Russian</td>
</tr>
<tr>
<td>Saudi Ar.</td>
<td>53</td>
<td>22</td>
<td>0%</td>
<td>60%</td>
<td>30%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>4 Riyal</td>
<td>English</td>
</tr>
<tr>
<td>S. Africa</td>
<td>53</td>
<td>22</td>
<td>39%</td>
<td>45%</td>
<td>21%</td>
<td>8%</td>
<td>6%</td>
<td>2%</td>
<td>4%</td>
<td>8 Rand</td>
<td>English</td>
</tr>
<tr>
<td>Spain</td>
<td>77</td>
<td>20</td>
<td>49%</td>
<td>46%</td>
<td>4%</td>
<td>0%</td>
<td>9%</td>
<td>4%</td>
<td>23%</td>
<td>€ 1</td>
<td>Spanish</td>
</tr>
<tr>
<td>Thailand</td>
<td>79</td>
<td>20</td>
<td>65%</td>
<td>33%</td>
<td>10%</td>
<td>14%</td>
<td>0%</td>
<td>1%</td>
<td>22%</td>
<td>20 Baht</td>
<td>Thai</td>
</tr>
<tr>
<td>Tunisia</td>
<td>74</td>
<td>23</td>
<td>46%</td>
<td>23%</td>
<td>49%</td>
<td>8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>2 Dinar</td>
<td>French</td>
</tr>
<tr>
<td>UK</td>
<td>80</td>
<td>20</td>
<td>55%</td>
<td>75%</td>
<td>0%</td>
<td>3%</td>
<td>1%</td>
<td>3%</td>
<td>7%</td>
<td>1 GBP</td>
<td>English</td>
</tr>
<tr>
<td>USA</td>
<td>75</td>
<td>21</td>
<td>50%</td>
<td>19%</td>
<td>21%</td>
<td>13%</td>
<td>7%</td>
<td>4%</td>
<td>21%</td>
<td>$ 1.20</td>
<td>English</td>
</tr>
<tr>
<td>Vietnam</td>
<td>203</td>
<td>21</td>
<td>0.46</td>
<td>44%</td>
<td>15%</td>
<td>8%</td>
<td>0%</td>
<td>1%</td>
<td>10%</td>
<td>8000 Dong</td>
<td>Vietnamese</td>
</tr>
</tbody>
</table>

Table 1: Number of subjects per country and principal characteristics. The number of subjects indicates the number of nationals taking part in the experiment. Age indicates the median age, econ the percentage of economics students, math the % of mathematics and engineering students, natural the % of natural science students, hum the % of students of the humanities, arts the % of arts students, and social the number of social science students other than economics.
explanations were provided by the experimenters where needed.\textsuperscript{5} The experiment was always conducted in the teaching language of the university, and additional explanations were provided in the local languages where the latter were different from the teaching language and such explanations were needed. Subjects were also given the time to read through the instructions by themselves again, and could ask questions in case anything was unclear. Substantial real incentives at the upper end of typical experimental stakes were provided, so as to make the monetary or economic dimension salient (Holt & Laury, 2002; Smith, 1976). Monetary stakes were converted carefully using World Bank PPP data, and the latter were double-checked recurring to local student assistant wages to control for deviations in PPP between the cities where the experiment was executed and the country at large. In the run-up to the experiment, we were particularly concerned that, given the sensitivity of risk attitudes to monetary stakes (Binswanger, 1980; Holt & Laury, 2002; Kachelmeier & Shehata, 1992), slight deviations in monetary conversions could cause differences between countries that might then erroneously be attributed to cultural effects. Existing studies were not of much help, since they usually varied stakes between 10- and 40-fold. We thus ran an experiment in which we varied stakes by $\pm20\%$ relative to the baseline. The results were reassuring: at least for variations in this range, we did not observe systematic differences in risk attitudes—for details on the results, see Vieider (2012). Subjects were not deceived, and all procedures were explained beforehand and handled with the maximum transparency for our experimental subjects.

\textit{Experimental tasks.} In total, there were 44 prospects in the experiment. In this paper, we concentrate on the 14 prospects offering a monetary gain with a given probability.\textsuperscript{6} To measure risk attitudes, we used choice lists, the standard in the literature on risk attitudes (Abdellaoui, Baillon, Placido, & Wakker, 2011; Bruhin et al., 2010; Sutter, Kocher, Rützler, & Trautmann, 2012). Subjects were asked to decide between each given prospect and different sure amounts of money which increased in evenly spaced steps from the lowest amount to the highest amount in the prospect. Subjects are expected to choose the prospect for relatively small sure amounts and then switch to the sure amount at a certain point as the latter gets larger. The mean value of the last amount for which the prospect was chosen and the first amount for which the sure amount was chosen is then encoded as certainty equivalent (\textit{CE}) of the prospect. At the end of the experiment, one task was randomly selected for each subject, and then one of the lines would be randomly

\textsuperscript{5} One experimenters carried out part of the experiment in several countries, while other parts were conducted by other experimenters. Controlling for experimenter fixed effects we find no significant difference in our data.

\textsuperscript{6} The 14 prospects involving monetary gains were always presented first, so that choices are not affected by subsequent unknown probabilities or losses.
chosen to be played to determine the payoff. This procedure provides incentives for declaring one's true valuation of a prospect and is the standard procedure used for this kind of tasks (Andersen, Harrison, Lau, & Rutström, 2008; Baltussen, Post, van den Assem, & Wakker, 2012; Sutter et al., 2012; von Gaudecker et al., 2011). We use CEs from 14 such tasks, with \( p = \{1/8, 2/8, 3/8, 4/8, 5/8, 6/8, 7/8\} \). In addition to the 7 prospects offering the PPP-equivalent of €20 or zero, there were two additional prospects that provided the PPP-equivalent of €20 with \( p = \{1/8; 7/8\} \) and of €5 with a complementary probability. Also, we had prospects offering €5 or €0, €10 or €0, €30 or €0, €30 or €10, and €30 or €20 with a 50-50 probability. An example of such a task is depicted in figure 2 (complete instructions in supplementary materials).

We kept prospects in the same order in all experiments. First, we presented all 50-50 prospects in ascending order of prizes, then we presented the other prospects in order of ascending probability. Keeping prospects in a fixed order makes the task easier for subjects and reduces noise, and is thus not unusual in the literature (e.g., Noussair, Trautmann, & van de Kuilen, 2011). Indeed, this

![Figure 2: Example of choice list to elicit certainty equivalents](image-url)
follows the same logic by which choices between pairs of prospects in multiple choice lists are usually ordered by ascending probability (Andersen et al., 2008; Holt & Laury, 2002; von Gaudecker et al., 2011). To test whether this may make a difference, we ran the experiment in three additional orders in Vietnam. Risk was always presented first, and the prospects were presented either in order of ascending probability, in order of descending probability, or randomly. The different orders had no effect on the indices used in this paper (see supplementary materials for details). We thus pool the orders in the Vietnamese data.

Indices and analysis. We present risk attitudes in a model-free form. A person is thus characterized as risk averse if she strictly prefers the expectation of a prospect or lottery over the prospect itself (Sutter et al., 2012; von Gaudecker et al., 2011; Wakker, 2010). Throughout the paper, we will use two main measures that summarize risk attitudes over the 14 prospects at the individual level, one parametric and one non-parametric. Our preferred measure is global risk aversion, a parametric measure summarizing choices at the individual level. To construct this measure we estimate the linear best fit for the normalized CEs by OLS estimation at the individual level:

\[ CE_{i,j} / X_j = c + s \times EV_{j} / X_j + \epsilon_i, \]

where \(i\) indicates the subject, \(j\) the prospect, and where \(X\) is the prize to be won in the prospect and serves to normalize our results to a convenient unit of measurement. This results in two parameters: the intercept, \(c\), and the slope, \(s\), of the linear best fit. From these, we derive an index representing global risk aversion, which is simply \(1 – s – 2c\). It indicates average risk attitudes over the probability space and is a measure of the area between the linear best fit and the \(45^\circ\) line that falls below the latter minus the area between the same two lines above the \(45^\circ\) line (with the latter representing the benchmark of expected value maximization). A positive value of this index thus indicates risk aversion, a negative value risk seeking, and a value of 0 risk neutrality.

Figure 3 shows some non-parametric data of typical subjects together with the fitted regression lines. Subject 1 from Australia is close to maximizing expected value, with an intercept of approximately 0 and a slope of approximately 1. He will thus have a global risk aversion index close to 0. Subject 2 from Germany is globally risk averse (i.e., the area between the the fitted line and the \(45^\circ\) line below the latter is much larger than the area between the two lines above the \(45^\circ\) line). The exact opposite happens for subject 3 from Saudi Arabia, who is globally risk seeking. In all three cases, the linear fit can be seen to represent preferences well.
Using a linear best fit to non-parametric data has several desirable properties. Viscusi & Evans, (2006) found that such linear functions constitute a good representation of preferences. Given that several data points determine the parameters, this measure is relatively resistant to outliers or noise. The main index derived from this estimation has a straightforward interpretation, and makes comparisons to the benchmark very intuitive. Notice also how the function estimated (as well as the indices derived from it) is formally equivalent to the one employed by Abdellaoui et al. (2011) and Abdellaoui, L’Haridon, & Zank (2010) to analyze neo-additive weighting functions (Chateauneuf, Eichberger, & Grant, 2007). Finally, this index allows us to detect regularities in decision patterns. In particular, a negative slope is an indicator of systematic violations of first-order stochastic dominance, which we discuss below.

In addition to our preferred measure, we also report a non-parametric measure. We first take the ratio between the CE and the mathematical expectation \( EV \) for each prospect. A CE/EV ratio larger than 1 indicates a preference of the prospect over its mathematical expectation and thus risk seeking; a ratio smaller than 1 indicates a preference of the mathematical expectation of the prospect over the prospect itself, indicating risk aversion; CE=EV, resulting in a ratio equal to 1, indicates indifference and thus risk neutrality. We then construct an aggregate measure from this by taking the median CE/EV ratio for each subject. Taking the median rather than the mean at the individual level gives less weight to extremely high values such as the ones often observed for small probabilities, for which risk seeking is typically found (Etchart-Vincent & L’Haridon, 2011).
Noise. One worry of an international comparison is that noise levels may differ systematically across countries. A particularly severe form of noise consists in systematic violations of rationality principles such as first order stochastic dominance, such that the slope of the line fitted to non-parametric observations would be negative, indicating certainty equivalents that decrease in the expectation of the prospect. We find some differences in such violations across countries. While in most countries they are relatively infrequent (around 1-2%), they are significantly higher than in Germany (our reference country) in four countries: Nicaragua, Nigeria, Peru, and Tunisia. In the latter, such violations range from 7-10%, except for Nigeria, where they amount to fully 21%. Since we are interested mainly in median risk attitudes per country, we have decided not to exclude any subjects a priori from our analysis. If subjects systematically violating stochastic dominance are excluded, the differences are quantitative rather than qualitative—see supplementary materials for an analysis excluding these subjects. We will also return to this point in the discussion.

Terminology. We discuss risk attitudes in two different contexts. On the one hand, we are interested in risk attitudes relative to the benchmark of risk neutrality, i.e. CE/EV=1 or 1-s-2*c=0. In this case, we will speak of risk aversion if CE/EV < 1 or 1-s-2*c > 0, and of risk seeking if CE/EV > 1 or 1-s-2*c < 0. In the macroeconomic comparison, on the other hand, we are interested mostly in the differences between countries, regardless of their position relative to the benchmark. In order to avoid confusion, we will use the term risk tolerance in this instance, where a higher risk tolerance indicates a higher CE/EV ratio or a lower value of 1-s-2*c, regardless of their absolute positions.
5. Results

5.1 Differences in risk attitudes between countries

We start by describing risk attitudes in different countries. Figure 4 shows the median of our parametric risk aversion measure by country, together with confidence intervals for the median. Against the nine countries that are globally risk averse—the pattern hitherto thought to be universal—there are eight which are significantly risk seeking, and an additional 13 for which the null hypothesis of risk neutrality cannot be rejected. Notice that countries such as the USA, Germany, and Australia—i.e., the typical Western countries from which most of our insights so far derived—are clearly risk averse, confirming previous experimental findings. Similar risk aversion prevails in central European countries such as the Czech Republic and Poland, as well as in Japan. All the risk seeking countries, on the other hand, are poor developing countries (with the exception of the UK, where about 40% of the subjects in the experiment were of foreign origin), from which we had no or very little data previously. We will return to how this evidence fits the existing evidence from developing countries in the discussion.
There is one important caveat to the findings displayed in figure 4. Risk attitudes are known to be sensitive to stakes, so that we may expect risk aversion to increase and risk seeking to decrease if stakes are larger. We can exploit the two prospects offering relatively small prizes of €5 and €10 or zero with a 50-50 probability to take a closer look at this issue. If we take only the prospect offering

<table>
<thead>
<tr>
<th>Country</th>
<th>risk aversion (14 prospects)</th>
<th>risk aversion (12 prospects)</th>
<th>Difference (14 v. 12)</th>
<th>median(CE/EV) (14 prospects)</th>
<th>median(CE/EV) (12 prospects)</th>
<th>Difference (14 v. 12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.044*</td>
<td>0.054**</td>
<td>– 0.015***</td>
<td>0.974***</td>
<td>0.938***</td>
<td>0.016***</td>
</tr>
<tr>
<td>Belgium</td>
<td>– 0.005</td>
<td>0.020*</td>
<td>– 0.018***</td>
<td>0.995†</td>
<td>0.981†</td>
<td>0.012***</td>
</tr>
<tr>
<td>Brazil</td>
<td>– 0.031</td>
<td>– 0.017</td>
<td>– 0.020***</td>
<td>1.015</td>
<td>0.999</td>
<td>0.022***</td>
</tr>
<tr>
<td>Cambodia</td>
<td>– 0.080***</td>
<td>– 0.018§</td>
<td>– 0.050***</td>
<td>1.016†</td>
<td>0.992†</td>
<td>0.048***</td>
</tr>
<tr>
<td>Chile</td>
<td>0.026*</td>
<td>0.043**</td>
<td>– 0.012***</td>
<td>0.938***</td>
<td>0.919***</td>
<td>0.06***</td>
</tr>
<tr>
<td>China</td>
<td>0.014†</td>
<td>0.021*</td>
<td>– 0.009***</td>
<td>0.980***</td>
<td>0.981***</td>
<td>0.005***</td>
</tr>
<tr>
<td>Colombia</td>
<td>0.034</td>
<td>0.055§</td>
<td>– 0.029***</td>
<td>0.980*</td>
<td>0.929*</td>
<td>0.024***</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>– 0.017</td>
<td>0.019§</td>
<td>– 0.018***</td>
<td>0.973*</td>
<td>0.946*</td>
<td>0.021***</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>0.031**</td>
<td>0.043***</td>
<td>– 0.014***</td>
<td>0.977***</td>
<td>0.958***</td>
<td>0.013***</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>– 0.120***</td>
<td>– 0.127***</td>
<td>0.007†</td>
<td>1.080***</td>
<td>1.049***</td>
<td>0.003***</td>
</tr>
<tr>
<td>France</td>
<td>0.038</td>
<td>0.048**</td>
<td>– 0.024***</td>
<td>0.948**</td>
<td>0.932**</td>
<td>0.020***</td>
</tr>
<tr>
<td>Germany</td>
<td>0.096***</td>
<td>0.126***</td>
<td>– 0.024***</td>
<td>0.906***</td>
<td>0.902***</td>
<td>0.025***</td>
</tr>
<tr>
<td>Guatemala</td>
<td>0.013</td>
<td>0.010</td>
<td>– 0.007</td>
<td>0.975</td>
<td>0.958</td>
<td>0.000**</td>
</tr>
<tr>
<td>India</td>
<td>0.077*</td>
<td>0.126***</td>
<td>– 0.027***</td>
<td>0.872**</td>
<td>0.833**</td>
<td>0.031***</td>
</tr>
<tr>
<td>Japan</td>
<td>0.050*</td>
<td>0.057**</td>
<td>– 0.016***</td>
<td>0.970**</td>
<td>0.967**</td>
<td>0.014***</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>– 0.031</td>
<td>– 0.002</td>
<td>– 0.018***</td>
<td>1.005</td>
<td>0.973</td>
<td>0.008**</td>
</tr>
<tr>
<td>Malaysia</td>
<td>– 0.056*</td>
<td>– 0.035</td>
<td>– 0.019***</td>
<td>1.022</td>
<td>1.013</td>
<td>0.015***</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>– 0.128***</td>
<td>– 0.089***</td>
<td>– 0.019***</td>
<td>1.100***</td>
<td>1.068***</td>
<td>0.038***</td>
</tr>
<tr>
<td>Nigeria</td>
<td>– 0.115***</td>
<td>– 0.145***</td>
<td>0.008*</td>
<td>1.057*</td>
<td>1.016†</td>
<td>0.000***</td>
</tr>
<tr>
<td>Peru</td>
<td>– 0.105***</td>
<td>– 0.096**</td>
<td>– 0.007§</td>
<td>1.071*</td>
<td>1.049†</td>
<td>0.002***</td>
</tr>
<tr>
<td>Poland</td>
<td>0.034†</td>
<td>0.050**</td>
<td>– 0.013***</td>
<td>0.950**</td>
<td>0.950**</td>
<td>0.011***</td>
</tr>
<tr>
<td>Russia</td>
<td>0.023</td>
<td>0.054§</td>
<td>– 0.023***</td>
<td>0.945*</td>
<td>0.942†</td>
<td>0.014***</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>– 0.099***</td>
<td>– 0.087***</td>
<td>– 0.017**</td>
<td>1.082***</td>
<td>1.054***</td>
<td>0.020***</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.003</td>
<td>0.020</td>
<td>– 0.019**</td>
<td>0.968†</td>
<td>0.968†</td>
<td>0.003***</td>
</tr>
<tr>
<td>Spain</td>
<td>0.039*</td>
<td>0.042**</td>
<td>– 0.012***</td>
<td>0.955**</td>
<td>0.955**</td>
<td>0.002**</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.001</td>
<td>0.020</td>
<td>– 0.012**</td>
<td>0.984</td>
<td>0.971</td>
<td>0.015**</td>
</tr>
<tr>
<td>Tunisia</td>
<td>– 0.025</td>
<td>0.009</td>
<td>– 0.013***</td>
<td>0.983</td>
<td>0.979</td>
<td>0.014**</td>
</tr>
<tr>
<td>UK</td>
<td>– 0.092**</td>
<td>– 0.050*</td>
<td>– 0.025***</td>
<td>1.053*</td>
<td>1.033†</td>
<td>0.018***</td>
</tr>
<tr>
<td>USA</td>
<td>0.069***</td>
<td>0.081**</td>
<td>– 0.008**</td>
<td>0.926***</td>
<td>0.937***</td>
<td>0.002**</td>
</tr>
<tr>
<td>Vietnam</td>
<td>– 0.061***</td>
<td>– 0.042**</td>
<td>– 0.027***</td>
<td>1.030*</td>
<td>1.013</td>
<td>0.028***</td>
</tr>
</tbody>
</table>

Table 2: Median parameters and their difference from normative benchmarks. *** indicates significance at the 0.1% level, ** at the 1% level, * at the 5% level, and § at the 10% level. P-values reported are two-sided and stem from signed-rank tests. Benchmarks are 0 for the risk aversion index, and 1 for the EC/EV index. Differences indicate medians of the difference, and significance levels stem from signed-rank tests.
either €5 or €0 with a 50-50 probability, we find a median CE/EV ratio larger than 1 for all
countries, and significantly so in 28 out of 30. A very similar pattern emerges for the prospect
offering €10 or €0 with a 50-50 probability, for which we find significant risk seeking (CE/EV>1)
in 27 out of our 30 countries, while we cannot reject risk neutrality for the other three. A median
index at the country level of the CE/EV ratios excluding the latter two prospects is significantly
smaller than the index based on all 14 prospects \((z = –4.33, p < 0.0001)\), indicating a higher level of
risk aversion or lower level of risk seeking; the same holds if we compare the two parametric
indices estimated on all 14 prospects or on the subset of 12 \((z = 3.41, p=0.0007)\). Nevertheless, the
relative positions of countries are stable as stakes increase.

Table 2 reports the median parameters for both the parametric and the non-parametric
measure observed in all our countries and tests their difference from the normative benchmarks of
risk neutrality, and table 3 provides binary statistical tests for pairs of countries. In addition to the
two complete indices that constitute the main indicators of analysis, table 2 also reports the two
reduced indices which are obtained in the same way as the corresponding main index, but excluding
the small-payoff prospects offering €5 or 0 and €10 or 0. Both indices produce the same results by
and large, and indeed the median indices at the country level are highly correlated \((r = – 0.94,
p<0.0001\) for the full indices; \(r = – 0.91, p<0.0001\) for the reduced indices). Comparing the
complete to the reduced indices, we see that the effect of excluding the small stake prospects is
almost universally to reduce risk seeking or increase risk aversion. Nevertheless, the countries that
were risk seeking before generally remain so, while some Western countries that appeared to be risk
neutral or in which risk aversion was weak, such as Belgium and France, are risk averse according
to the reduced index (the exception once again being the UK, which remains risk seeking, although
less so).

---

7 Throughout the paper, we employ non-parametric tests when comparing countries (Mann-Whitney tests) or when we
compare a value to a benchmark (signed-rank tests). All p-values reported are two-sided, unless otherwise specified.
**Table 3: Binary tests, z-values.** Differences in the global risk aversion in lower left corner, for the CE/EV ratio in the upper right corner. **Bold:** significant at 5%
5.2 Explaining between-country differences in risk attitudes

We next explain differences in risk attitudes between countries. The theory outlined above predicts a negative relation between risk tolerance (defined as the additive inverse of the median risk aversion parameter) and income per capita. As a measure of GDP per capita, we use data from the World Bank for 2011, the last year for which such a figure was available for all countries. We use GDP per capita in PPP, and adjust the GDP figures for petroleum production (oil rents data for 2011, World Bank). This seems appropriate since petroleum-fueled GDP is not generated endogenously by local entrepreneurs and often does not accrue to the general population.

Figure 5: Correlation between risk-tolerance and log of GDP/head in PPP

Figure 5 shows the line fitted to the data points describing the relation between the logarithm of per capita GDP (in PPP terms and adjusted for petroleum production) and risk tolerance. The graph also shows the corresponding data points without correcting for oil rents, which differ substantially from the corrected data only in the cases of Nigeria and Saudi Arabia, and to a much lesser degree, Russia. All specifications and tests are robust to abandoning this adjustment. The correlation between risk tolerance and GDP per capita is indeed striking. We find a correlation of $r = -0.60$ which is significant at $p<0.001$ (without oil correction: $r = -0.55$, $p=0.002$; for the nonparametric measure: $r = -0.46$, $p=0.011$). There are some outliers in this relationship, most notably India and
the UK. In the UK, at least some of the effect is driven by a large proportion of subjects of foreign
descent. Nevertheless, the country would remain an outlier even if we were to exclude these
subjects. The case of India is partially explained by the high proportion of women in our Indian
sample, joint to the fact that women appear to be strongly more risk averse than men in India. 8
Saudi Arabia is an outlier in the opposite direction, partially explained by the fact that we were only
able to obtain an all male subject pool in that country. Table 4 shows results of an OLS regression,
regressing our measure of risk tolerance on a number of macroeconomic and macro-cultural
variables, as well as on some aggregate characteristics of our country-specific subject pools, such as
the proportion of females taking part in the experiment. 9

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>log[GDP/head] (petroleum adjusted)</td>
<td>– 0.036***</td>
<td>– 0.026*</td>
<td>– 0.037***</td>
<td>– 0.039***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.012)</td>
<td>(0.009)</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>Distance from equator (nautical miles/1000)</td>
<td>– 0.033**</td>
<td>– 0.015</td>
<td>– 0.168*</td>
<td>– 0.153*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.013)</td>
<td>(0.077)</td>
<td>(0.074)</td>
<td></td>
</tr>
<tr>
<td>Proportion of female subjects</td>
<td></td>
<td>– 0.031</td>
<td>– 0.008</td>
<td>– 0.011</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.096)</td>
<td>(0.006)</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>Income inequality (Gini coefficient)</td>
<td></td>
<td></td>
<td>– 0.011</td>
<td>– 0.011</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.010)</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>Hofstede: individualism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>– 0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.006)</td>
</tr>
<tr>
<td>Hofstede: uncertainty avoidance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>– 0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.010)</td>
</tr>
<tr>
<td>constant</td>
<td>0.345***</td>
<td>0.071**</td>
<td>0.284**</td>
<td>0.448***</td>
<td>0.780**</td>
</tr>
<tr>
<td></td>
<td>(0.085)</td>
<td>(0.020)</td>
<td>(0.101)</td>
<td>(0.111)</td>
<td>(0.280)</td>
</tr>
<tr>
<td>Nr. observations</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.36</td>
<td>0.28</td>
<td>0.38</td>
<td>0.46</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 4: Regression analysis of risk tolerance. Standard errors in parentheses. *** indicates significance at 0.1%, **
at 1%, * at 5%, and § at 10%.

Specification I shows that GDP bears a strong negative relation with risk tolerance, which alone
explains 36% of the variation in the median risk tolerance across countries. A possible alternative
explanation of risk tolerance would be purely geographic—even though in the literature, where such
a hypothesis has been made, it went in the direction of a positive association between risk tolerance
and geographical latitude (see discussion). Unsurprisingly, in specification II we find a significant

8 Gender effects in risk taking are well established, women being more risk averse than men (Croson & Gneezy,
2009). This effect is particularly strong in our Indian sample. The median male subject in India has a risk tolerance
index of 0.032, being risk seeking; the median female subject in India has a risk tolerance index of –0.077, being
very risk averse. 69% of participants in India were female.

9 The corresponding table for our non-parametric index is reported in the supplementary materials. All main
relationships show the same results.
negative correlation between risk tolerance and distance from the equator. Once we enter both latitude and GDP into specification III, however, income per capita maintains both its coefficient and its significance, while the coefficient of the latitude variable drops radically and is no longer significant.\textsuperscript{10} Specification IV adds the proportion of females taking part in each country, which has a significant negative effect on risk tolerance. This reflects the well-established gender gap in risk taking (Croson & Gneezy, 2009). We also control for effects of the Gini coefficient as a measure of income inequality in a country. This saves mainly as a proxy for potential selection effects, assuming that in countries with higher income inequality it is more likely that university enrollment correlates with income. We do, however, not find a positive effect as predicted by the selection hypothesis, but rather an insignificant negative effect. We will return to this point in the discussion. Finally, adding Hofstede's (1980) individualism and uncertainty avoidance indices to the regression in specification V does not change these results.\textsuperscript{11}

5.3 Risk attitudes and growth

Of course, geographic latitude may still play a role in case it determines income levels, and via the latter has an indirect effect on risk attitudes. For instance, Hibbs & Olsson (2004) and Olsson & Hibbs (2005) provide evidence that current income levels may be explained partially by geographical determinants, in addition to institutions. A more detailed discussion on the determinants of income levels, however, is beyond the scope of this paper, and we refer the reader to the comparative development literature.

\textsuperscript{10} Of course, geographic latitude may still play a role in case it determines income levels, and via the latter has an indirect effect on risk attitudes. For instance, Hibbs & Olsson (2004) and Olsson & Hibbs (2005) provide evidence that current income levels may be explained partially by geographical determinants, in addition to institutions. A more detailed discussion on the determinants of income levels, however, is beyond the scope of this paper, and we refer the reader to the comparative development literature.

\textsuperscript{11} The indices used are the country means collected in our own questionnaires. This is more convenient since Hofstede (1980) does not have data for some of the poorest countries in our sample—Cambodia, Kyrgyzstan, Nicaragua, and Tunisia. If we use the original Hofstede indices instead, the results remain insignificant.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{correlation.png}
\caption{Correlation between risk-tolerance and growth rates, average 2001-2010}
\end{figure}
If our account of risk attitudes is correct, an additional prediction should bear out—median risk tolerance should correlate with overall growth levels. This is a direct consequence of the fact that growth levels in the post-Malthusian phase are driven by entrepreneurship, which according to the model is correlated with the levels of risk tolerance in the population. Unfortunately, the issue here is somewhat more complex, since risk attitudes as measured today may be expected to affect \textit{future} growth, while they are in part a product of past growth, which is reflected in current income levels. Keeping this caveat in mind, figure 6 nevertheless shows the correlation between risk tolerance and past growth levels, the latter being implemented as average growth figures for the years 2001-2010. The correlation is indeed positive as expected and significant ($r = 0.38$, $p=0.040$).

So how well does this evidence fit our theoretical account? There are two types of outliers. First of all, we have the outliers in the risk tolerance–GDP relation, already discussed above, which are also outliers in the relationship with growth (e.g., the UK, India, Saudi Arabia). On top of this we have outliers that are specific to the correlation between risk tolerance and growth—first and foremost China—which may derive from the backward looking nature of the relation with growth. In the year 2000, China had a GDP per capita in PPP terms of \$2366, which by 2011 had increased to \$8442 (both in current international Dollars). If we go even further back to 1980, China's income figure was as low as \$250. These lower income figures in the past, however, would predict higher risk tolerance by today's entrepreneurs, who are likely older than our student subject pool, according to the analysis in the previous section.\textsuperscript{12}

A long-standing interpretation of Solow's (1956) neoclassical growth model holds that poor countries will grow faster than rich countries because of decreasing returns to reproducible capital. Barro (1991) and Mankiw, Romer, & Weil (1992) showed that this is indeed borne out by the data once initial human capital levels are controlled for.\textsuperscript{13} These studies on growth have generally looked at convergence in GDP per capita. Our explanation, however, postulates a relation with total growth, since some countries still find themselves in a post-Malthusian phase, where increases in income result in population growth. Galor & Michalopoulos (2012) suggest that “as economies matured […], risk-averse traits gained an evolutionary advantage, diminishing the growth potential of advanced economies and contributing to convergence in economic growth across countries”.

Where do institutions fit into the data? In the short run, growth may take place also under

\textsuperscript{12} An open question is the speed with which risk attitudes my change. This will in part depend on the transmission mechanisms—to what extent transmission is genetic and to what extent cultural, and on whether there is some horizontal transmission within a society in addition to the vertical one within the family. Our data are coherent with different types of transmission speeds. Indeed, our risk tolerance index is highly correlated also with the (uncorrected log of) GDP per capita in the year 2000 ($r = -0.52$, $p=0.004$) and in 1990 ($r = -0.49$, $p=0.006$), which is roughly the year of birth of our median subject.

\textsuperscript{13} See, however, Easterly (2002) for a critical discussion of this interpretation of the Solow model. See also Pritchett (1997) for evidence that the general tendency may actually be one of divergence, rather than convergence.
relatively unfavorable institutions. In the longer term, however, political instability, economic graft by the ruling classes, as well as bad policies in general will hamper development by reducing or even reversing growth. We do not analyze here the effect of institutions on development—or for that matter, what may have caused current GDP levels more in general—since this is extensively debated in the comparative development literature and our risk data do not bring any direct insights to that debate. One reason for the correlation with growth that we find in our data is that bad institutions reduce the likelihood that a country will be included in our sample, given that failed states are difficult to execute controlled experiments in. The institutional ranking of our country sample is better than for the average of all countries.\textsuperscript{14} It is 0.472 in terms of government effectiveness (p<0.01, one-sided t-test), 0.353 in terms of rule of law (p<0.05), and 0.478 in terms of regulatory quality (p<0.01).

Costa Rica and Nicaragua may be a good example of the dynamics between risk tolerance, growth, and institutions. In 1960 the income per capita in Nicaragua was about 1/3 the income of its neighbor. By the mid-seventies, this income gap had considerably narrowed, with Nicaragua reaching 2/3 of the income per capita in Costa Rica, and both countries had arrived at roughly 150% of their 1960 income. From 1978, however, Nicaraguan income first dropped and then stagnated (see figure 7). This coincides with the uprising of the Sandinistas turning into full-scale civil war. Today, Nicaragua has a risk tolerance index of 0.13 versus 0.02 in Costa Rica. Growth over the last

\textsuperscript{14} We use data from the Worldwide Governance Indicators project for 2010. The data can be downloaded from www.govindicators.org. They have for instance been used by Rodrik, Subramanian, & Trebbi (2004) to analyze the influence of institutions on development. For a description of the data, the source and index compilation, see Kaufmann, Kraay, & Mastruzzi, (2009). The mean of each indicator is normalized to zero, with -2.5 the worst institutional ranking and 2.5 the best.
10 years was slightly higher in Costa Rica, with 4.29% on average versus 3.42% in Nicaragua. Indeed, Nicaragua has a political stability rating of –0.61 and a government effectiveness rating of –0.96, which compare unfavorably to Costa Rica's ratings of 1.03 and 0.64 respectively. This nicely illustrates the point that when "growth under extractive institutions [comes] to an end [...], this can happen either because of infighting over the spoils of extraction, leading to the collapse of the regime, or because the inherent lack of innovation and creative destruction under extractive institutions puts a limit on sustained growth" (Acemoglu & Robinson, 2012; p. 120).

6. Discussion

6.1 General Points
We have tried to fit together several stylized facts from different research traditions in economics. First of all, we have shown that risk attitudes differ widely across the globe, and that traditional findings based predominantly on students and general population samples from Western, industrialized countries do not easily generalize to the rest of the world, as has been found for several other phenomena previously thought to be universal (Henrich, Heine, & Norenzayan, 2010). We have seen that the differences tend to be systematic, with risk tolerance decreasing with income per capita across countries. Given previous findings of a positive correlation between risk tolerance and income within countries, this gave rise to a paradox. Unfortunately, using students prevented us from collecting income data and showing this paradox in our own data. There is, however, one country in which we have data on parents' income—Chile. Running a regression of risk tolerance on parents' income controlling for the usual subject characteristics, we indeed find a positive correlation (p=0.045, one-sided). Notice how this finding is all the more remarkable since it requires two relations to hold jointly. One the one hand, risk tolerance needs to be positively related to income; in addition, risk attitudes of parents and children must correlate, since the relation is with parents' income. This further reinforces the evidence for the paradox.

6.2 Occam's Razor
The basis of our account is constituted by the different risk attitudes we find across countries, and by the paradox that arises from the negative between-country relation between risk tolerance and income, coupled with the positive within-country relation found by a number of previous studies in both the developing and the developed world (and confirmed by our own data from Chile). To the extent that there may exist alternative accounts which could explain the risk paradox equally well while being more parsimonious, Occam's razor would suggest we rather adopt such an alternative explanation. We can think of at least three simpler explanations that could prima facie explain our
data. While all of them meet the criterion of simplicity, however, we believe that they constitute a less convincing account of the data, thus failing Occam's test.

The first challenge derives from what we name the *country-specific error hypothesis*. According to this idea, there could be country-specific errors or noise which drive our between-country differences in risk attitudes. If poorer countries exhibit higher levels of random answers, then we may expect CEs closer to the midpoint of the scale in poorer countries. This would, however, only predict risk seeking for small probabilities, while we find risk seeking also for 50-50 prospects (see appendix), as well as on average. Also, this account would predict a significant increase in violations of rationality principles such as first order stochastic dominance in poor countries. While it is true that in some poor countries we found more such violations, they were still few (except for Nigeria), and some countries are risk seeking but do not exhibit such high violation levels (e.g., Ethiopia, Saudi Arabia, and Vietnam). Finally, while this hypothesis could explain risk neutrality, it cannot account for the significant risk seeking we found in several countries.

The second alternative hypothesis that could account for the data is what we call the *background risk hypothesis*. It implies that since people in poor countries are generally exposed to higher risks, their tolerance for such risks will also be higher. One way to support such an argument would be direct evidence that background risk leads to increased risk tolerance. However, what evidence there is points to background risk being associated with increased *risk aversion*, not increased risk seeking, in both the developed and the developing world (Cameron & Shah, 2012; Guiso & Paiella, 2008). Also, the rich in developing countries are arguably more sheltered from risks than the poor, so that this kind of argument has difficulties explaining the within-country reversal of the between-country correlation. In other words, would the poor within a country not also be exposed to higher background risks? In that case, the relationship would be the same within countries as it is between countries. We have, however, seen that this is not the case.

The third—and probably most serious—alternative explanation rests on our use of students to study comparative risk attitudes. If only the rich can afford to go to university in poor countries, given the positive link between income and risk tolerance within countries, this may explain our results. Again, we do not believe this account based on various counter arguments. In first instance, university attendance is roughly 18% in countries such as Vietnam and Thailand, which is equal to the attendance rate in Germany and only slightly lower than in the US (21%). Furthermore, Vietnam has a very merit-based system—who is allowed to attend university and who is not is purely based on high school grades. A counter-example in the rich world are the US, where studying can be very expensive indeed and social mobility tends to be low—indeed, the majority of university students in the US has at least one parent who went to university, which is in turn associated with higher
incomes (Charles & Hurst, 2003). Also, using the Gini coefficient of a country as a proxy for the link between income and university enrollment, we did not find a significant effect (and even the sign was not as predicted). We thus conclude that a link between parents' income and university enrollment is unlikely to drive our results, even though it may have somewhat inflated our estimates of risk tolerance in some countries, such as Nigeria or Saudi Arabia. Also, while our student subject pool is obviously not a representative sample, it may not be too farfetched to argue that the most educated in a country will ultimately drive growth.

6.3 Implications for Decision Theory and Behavioral Economics

We found large differences in risk attitudes across different countries. For decision theory, this finding implies that we need to reassess our understanding of decision making under risk—risk aversion does not appear to be a universal trait even at the aggregate level. Notice also how some scholars working in development seemed to assume—implicitly or explicitly—that people in developing countries are particularly risk averse. For instance, Tanaka et al. (2010) motivated their study of risk attitudes in Vietnam stating that “risk aversion, impatience, and lack of trust could [...] inhibit economic development”. This raises one obvious question—why was such risk loving not discovered earlier? The simple answer is because of a lack of systematic evidence. Even where high levels of risk tolerance were found, this was often ascribed to the experimental design or to particular population subgroups. For instance, Doerr, Toman, & Schmidt (2011) found high levels of risk tolerance by Ethiopian farmers, but did not discuss this finding further. (Henrich & McElreath, 2002) found risk seeking to be the dominant trait of some tribes in both Tanzania and Chile, but lacked the evidence to infer that this might be the reflection of a more general trend, since they had no general population comparison group in Tanzania, and their comparison group in Chile indeed happened to be risk averse.

There are also several papers that have measured risk attitudes in developing countries and have not found risk seeking to prevail. The reasons for this may again be multiple. Studies in development economics often focus on the poorest of the poor, living on less than $1 per day. Inasmuch as risk tolerance within-country increases with income, conducting experiments with a population group at the bottom of the income distribution may widely over-estimate risk aversion. Furthermore, most of these studies use only one moderate to high probability prospect, often with a 50% probability of winning a prize that is relatively high given the extreme poverty of the subjects. The results reported by Akay, Martinsson, Medhin, & Trautmann (2011), in which one of the coauthors of this paper participated, are an example in which both these scenarios may have been relevant. Another study for which all these elements may have been relevant is the one by Yesuf &
Bluffstone (2009), who find strong risk aversion by Ethiopian farmers living on less than 50¢ a day. Yet other papers estimate parametric model that make it difficult to unequivocally categorize the median subject as risk averse or risk seeking (e.g., Harrison, Humphrey, & Verschoor, 2010).

What is perhaps even more remarkable is that, to the extent that international comparisons of risk attitudes were conducted beforehand, the differences found between countries were explained purely with narrowly defined cultural factors. This was likely part of a trend in a period when several influential papers discovered effects of cultural factors on economic behavior (Henrich et al., 2001; Herrmann, Thöni, & Gächter, 2008). It was especially Hofstede's (1980) cultural traits of individualism and uncertainty avoidance that took the crown in the contest to explain differences in risk attitudes. Weber & Hsee (1998) speculated that the differences between their four countries could be explained by differences along the individualism-collectivism dimension, and the shelter provided by collectivistic societies against losses of income. In the same vein, Rieger et al. (2011) indicated uncertainty avoidance as the main determinant of differences in risk attitudes—an explanation that may be considered somewhat unsatisfactory due to its inherent circularity. Interestingly enough, we find no effect of uncertainty avoidance on our incentivized measures. This is not to say that culture is not important in general. Indeed, we have seen that it may play a role in the inter-generational transmission of risk attitudes; and it may influence macroeconomic variables via the institutions it promotes, thus indirectly determining risk attitudes.

There is a caveat to the different levels of risk tolerance that we observe at the global level, and in particular concerning their position relative to the normative benchmark of risk neutrality. If one were to increase the stakes 20- or 40-fold, one would probably find risk aversion to prevail in all countries at the global level. Nevertheless, effects of stake size on risk attitudes seem to be remarkably uniform in different countries. Binswanger (1980) first showed risk aversion to increase in stakes with farmers in India. The same result was later replicated by Kachelmeier & Shehata, (1992) in China (see also Fehr-Duda, Bruhin, Epper, & Schubert, 2010). Holt & Laury (2002) reproduced the result in the US, and Lefebvre, Vieider, & Villeval (2010) replicated it in France. Noussair et al. (2011) found similar effects in a general population sample in the Netherlands. Beyond proving that the position of risk attitudes relative to a normative benchmark measured with relatively small stakes (although our stakes are at the higher end of typical experimental stakes) are not cast in stone, this also goes to show that between-country differences in risk attitudes are likely to persist also for higher-stake decisions. The evidence reported above on

---

15 There is no mention of risk seeking behavior in these papers. The paper by Weber & Hsee (1998) includes only countries which are risk averse in our sample, with China the most risk seeking. The paper by Rieger et al. (2011) runs regressions on parameters that do not easily allow for a categorization in terms of risk seeking/aversion. The direction of the effects found is however in agreement with the effects presented in this paper.
prospects with small payoffs and what happens to our global index once we exclude them provides further credibility to this conclusion, seen how the effect is the same in virtually all countries.

We have seen that there is a strong correlation between risk attitudes and GDP per capita. On the face of it, most economists may have expected such a correlation to hold to some extent. What is indeed surprising, however, is the direction of the effect—most economists would have predicted an effect in the opposite direction, with a positive link between income per capita and risk tolerance. In what we might call a small, informal, side-experiment, we told a number of colleagues that we had found a tight between-country association between income and risk tolerance, and asked them about the direction. Almost universally they predicted a positive association, with rich countries being more risk tolerant than poor ones. This is not surprising, given that this is the relationship that has been found to prevail within-country. In addition, there is a number of micro-development papers that discuss how extreme risk aversion may keep people in poverty—and it may indeed, as long as we are considering the poorest within a given country or society, and as long as we are not generalizing this microeconomic correlation to the macroeconomic level.

6.4 Implications for growth and comparative development

We have resorted to unified growth theory to explain the paradox in risk attitudes, because it provides the most convincing explanation we could find. Consider the evidence we have presented. Median risk tolerance is clearly highly correlated with income per capita between countries. Notice also how risk aversion is amongst the highest in English colonial offshoots, such as Australia and the US.\footnote{This may seem in contradiction to anecdotal evidence on a lively entrepreneurial spirit in the US. Fully 40\% of Fortune 500 companies, however, were funded by immigrants or children of immigrants (Economist, 2012a, 2012b)—an account that is consistent with the evidence presented in this paper.} The latter are also the ones that were the first to experience a decline in population growth, from a rate of 2.9\% on average between 1820-1870, to 2.1\% between 1870-1913, and a rate of 1.3\% between 1913-1950 (Galor, 2011). This, in turn, means that they had the longest time to transition from a pattern of diffused risk seeking to a pattern of accentuated risk aversion, which is also reflected in their current income levels.

Risk tolerance, on the other hand, is highest in countries that have traveled the least from their Malthusian past, and which may still be in the post-Malthusian transition phase (e.g., Ethiopia and Nigeria). Nevertheless, the closest link of risk attitudes is indeed with income, not population growth. For instance, Costa Rica and Nicaragua had very similar patterns of population growth over the last 50 years. Nevertheless, poor Nicaragua remains highly risk tolerant, while relatively rich Costa Rica is much less so. This suggests that the crucial link runs indeed through income, since it is income that determines the reversal in the relative fertility rates of the different population
segments.

Our results also contribute some—albeit indirect—insights to the comparative development debate. The differences in current development levels have traditionally been explained recurring to four broad classes of determinants: 1) the quality of institutions, and in particular the protection of private property for a large class of the population (Acemoglu, Johnson, & Robinson, 2001, 2002, 2005a; De Long & Shleifer, 1993; Hall & Jones, 1999); 2) geographical determinants, which may exert their influence either through agricultural productivity, access to waterways, and the prevalence of diseases (Bloom & Sachs, 1998; Sachs, Mellinger, & Gallup, 2001); or through the historical availability of plant and animal species suitable for domestication (Diamond, 1997); 3) cultural determinants, mostly religion and the different behaviors encouraged by different belief systems (M. Weber, 1930); and 4) luck, whereby growth processes may flare up at random and may or may not lead to permanent increases in income (Voigtländer & Voth, 2006).

Our results contradict speculations according to which risk aversion may contribute to keeping developing countries in poverty—although there is an important distinction to be made between poor countries (which are highly risk tolerant) and poor people within poor countries (who are often very risk averse). The evidence presented is also incompatible with one indirect means by which endemic diseases in tropical countries were thought to hold back development. According to this hypothesis, “risk-averse households raise fertility by even more than expected mortality, in order to ensure a sufficiently high likelihood of the desired number of surviving children” (Sachs & Malaney, 2002, p. 682). The combination of this hypothesis with the inter-generational transmission of risk attitudes results in a prediction of a positive between-country correlation between risk tolerance and distance from the equator as a proxy for climatic conditions and disease prevalence. Our data, on the other hand, reveal a clear negative relation.

An account of growth taking place through the diffusion of risk tolerance and entrepreneurial traits in the population is, on the other hand, clearly compatible with the institution hypothesis. Stable institutions that guarantee property rights for the population at large are fundamental for innovation, since they allow entrepreneurs to reap the benefits from their risky ventures. It is also consistent with more complex feedback cycles, in which not only good institutions may facilitate growth, but growth may itself result in better institutions (Glaeser, La Porta, Lopez-de-Silanes, & Shleifer, 2004). This generally happens because entrepreneurs who profit from such growth try to improve the protection of property rights for a larger segment of the population, thereby limiting the power of central authorities to extract rents from the productive classes (Acemoglu, Johnson, & Robinson, 2005b; Acemoglu & Robinson, 2012). While growth may take place also in extractive regimes, such growth tends to be temporary, since such regimes
tend to be unstable (Acemoglu & Robinson, 2012).

7. Conclusion
We have shown that risk attitudes are very different across countries. Globally, risk seeking appears to be just as frequent as risk aversion, which had been thought universal based on results obtained in the Western world. What is more, these differences are systematic. Only one economic indicator—GDP per capita—can explain 36% of the between-country variance in median risk attitudes, with poor countries being more risk tolerant than rich countries. The paradox arising from the opposite relationship between income and risk tolerance within country can be solved recurring to unified growth theory. In early Malthusian growth phases, high risk tolerance gains the upper hand in the population through the positive link between risk tolerance, income, and number of offspring. Once countries grow richer this relation is inverted, with rich parents substituting quality for quantity of children and poor parents increasing their number of children. This leads to an increase in risk aversion. Since risk tolerance induces entrepreneurship, it acts as a micro-economic transmission mechanism, so that the prevalence of risk tolerance in a society can predict growth levels. This account is broadly consistent with an institutional account of development.
APPENDIX: Risk attitudes for single prospects

In this section, we show data for all 14 prospects involving risky gains separately. Prospects are represented in the following way: \( \{p: X; Y\} \), where \( p \) represents the probability with which the higher outcome, \( X \), will obtain; \( Y \) represents the lower outcome, which obtains with a probability of \( 1-p \). The last row reports the correlation with the usual GDP per capita measure at the macro level.

<table>
<thead>
<tr>
<th>CE/EV</th>
<th>{1/2: 5; 0}</th>
<th>{1/2: 10; 0}</th>
<th>{1/2: 20; 0}</th>
<th>{1/2: 30; 0}</th>
<th>{1/2: 30; 10}</th>
<th>{1/2: 30; 20}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>1.100</td>
<td>0.950( ^{l} )</td>
<td>0.975***</td>
<td>0.833**</td>
<td>0.775***</td>
<td>0.990</td>
</tr>
<tr>
<td>Belgium</td>
<td>1.100***</td>
<td>0.950</td>
<td>0.900**</td>
<td>0.917***</td>
<td>0.888***</td>
<td>0.990</td>
</tr>
<tr>
<td>Cambodia</td>
<td>1.500***</td>
<td>1.350***</td>
<td>1.025</td>
<td>0.983</td>
<td>1.013</td>
<td>0.990</td>
</tr>
<tr>
<td>Chile</td>
<td>1.100( ^{l} )</td>
<td>0.950</td>
<td>0.825**</td>
<td>0.783***</td>
<td>0.888***</td>
<td>0.990</td>
</tr>
<tr>
<td>China</td>
<td>1.100( ^{l} )</td>
<td>0.950</td>
<td>0.975***</td>
<td>0.950***</td>
<td>0.988***</td>
<td>0.990*</td>
</tr>
<tr>
<td>Colombia</td>
<td>1.100***</td>
<td>1.150( ^{l} )</td>
<td>0.825***</td>
<td>0.883***</td>
<td>0.933***</td>
<td>1.013</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>1.100**</td>
<td>1.050</td>
<td>0.975( ^{l} )</td>
<td>0.850***</td>
<td>0.913**</td>
<td>0.970</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>1.100***</td>
<td>0.950</td>
<td>0.975*</td>
<td>0.917***</td>
<td>0.988**</td>
<td>1.010</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>1.100***</td>
<td>1.100***</td>
<td>1.025**</td>
<td>1.033</td>
<td>0.988</td>
<td>0.990</td>
</tr>
<tr>
<td>France</td>
<td>1.100***</td>
<td>1.050</td>
<td>0.875**</td>
<td>0.883***</td>
<td>0.838***</td>
<td>0.990</td>
</tr>
<tr>
<td>Germany</td>
<td>1.100( ^{l} )</td>
<td>0.950</td>
<td>0.825***</td>
<td>0.783***</td>
<td>0.863***</td>
<td>0.990</td>
</tr>
<tr>
<td>Guatemala</td>
<td>1.100( ^{l} )</td>
<td>1.050</td>
<td>0.975</td>
<td>0.950</td>
<td>0.838***</td>
<td>0.870</td>
</tr>
<tr>
<td>India</td>
<td>1.100***</td>
<td>0.950</td>
<td>0.725***</td>
<td>0.817***</td>
<td>0.763***</td>
<td>0.930*</td>
</tr>
<tr>
<td>Japan</td>
<td>1.100( ^{l} )</td>
<td>1.050</td>
<td>0.875***</td>
<td>0.867***</td>
<td>0.988( ^{l} )</td>
<td>0.990</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>1.100***</td>
<td>1.050</td>
<td>0.975</td>
<td>0.850***</td>
<td>0.988</td>
<td>0.990</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>1.500***</td>
<td>1.150**</td>
<td>1.075**</td>
<td>1.117</td>
<td>1.013</td>
<td>1.010*</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1.100</td>
<td>1.050</td>
<td>1.025</td>
<td>0.983( ^{l} )</td>
<td>1.025</td>
<td>1.010</td>
</tr>
<tr>
<td>Peru</td>
<td>1.100***</td>
<td>1.050( ^{l} )</td>
<td>0.975</td>
<td>1.017( ^{l} )</td>
<td>1.013</td>
<td>1.040( ^{l} )</td>
</tr>
<tr>
<td>Poland</td>
<td>1.100( ^{l} )</td>
<td>0.950</td>
<td>0.925***</td>
<td>0.950***</td>
<td>0.913***</td>
<td>0.990( ^{l} )</td>
</tr>
<tr>
<td>Russia</td>
<td>1.100***</td>
<td>1.050</td>
<td>0.925</td>
<td>0.950( ^{l} )</td>
<td>0.938***</td>
<td>0.950**</td>
</tr>
<tr>
<td>Saudi Ar.</td>
<td>1.300***</td>
<td>1.200***</td>
<td>1.025( ^{l} )</td>
<td>1.133**</td>
<td>1.013</td>
<td>1.010( ^{l} )</td>
</tr>
<tr>
<td>S. Africa</td>
<td>1.100( ^{l} )</td>
<td>0.950</td>
<td>0.925**</td>
<td>0.850**</td>
<td>0.863***</td>
<td>0.970*</td>
</tr>
<tr>
<td>Spain</td>
<td>1.100**</td>
<td>0.950</td>
<td>0.975**</td>
<td>0.950***</td>
<td>0.863***</td>
<td>1.010</td>
</tr>
<tr>
<td>Thailand</td>
<td>1.100( ^{l} )</td>
<td>0.950</td>
<td>0.975*</td>
<td>0.850**</td>
<td>0.913</td>
<td>0.990</td>
</tr>
<tr>
<td>Tunisia</td>
<td>1.100***</td>
<td>1.050</td>
<td>0.975*</td>
<td>0.983*</td>
<td>0.875***</td>
<td>0.910**</td>
</tr>
<tr>
<td>UK</td>
<td>1.300***</td>
<td>1.150***</td>
<td>1.025( ^{l} )</td>
<td>1.067( ^{l} )</td>
<td>0.988</td>
<td>1.050***</td>
</tr>
<tr>
<td>USA</td>
<td>0.900</td>
<td>0.950**</td>
<td>0.825***</td>
<td>0.817***</td>
<td>0.863***</td>
<td>0.990</td>
</tr>
<tr>
<td>Vietnam</td>
<td>1.300***</td>
<td>1.150***</td>
<td>1.025</td>
<td>0.983*</td>
<td>0.988**</td>
<td>0.990</td>
</tr>
</tbody>
</table>

Correlation with GDP:

- 0.384*  - 0.501**  - 0.398*  - 0.339\( ^{l} \)  - 0.416*  0.201
<table>
<thead>
<tr>
<th>CE/EV</th>
<th>{1/8:20;0}</th>
<th>{1/8:20;5}</th>
<th>{2/8:20;0}</th>
<th>{2/8:20;5}</th>
<th>{3/8:20;0}</th>
<th>{3/8:20;5}</th>
<th>{5/8:20;0}</th>
<th>{5/8:20;5}</th>
<th>{6/8:20;0}</th>
<th>{6/8:20;5}</th>
<th>{7/8:20;0}</th>
<th>{7/8:20;5}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>1.100*</td>
<td>1.091</td>
<td>0.950</td>
<td>0.933***</td>
<td>0.900***</td>
<td>0.850***</td>
<td>0.971***</td>
<td>0.952***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>1.300***</td>
<td>1.127***</td>
<td>1.050</td>
<td>0.933***</td>
<td>0.880***</td>
<td>0.917***</td>
<td>0.957***</td>
<td>0.966**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cambodia</td>
<td>2.000***</td>
<td>1.345***</td>
<td>1.200**</td>
<td>1.033</td>
<td>1.000</td>
<td>0.917**</td>
<td>0.971**</td>
<td>0.924***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>1.500***</td>
<td>1.200***</td>
<td>0.950</td>
<td>0.833***</td>
<td>0.820***</td>
<td>0.817***</td>
<td>0.900***</td>
<td>0.897***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>1.300***</td>
<td>1.127***</td>
<td>0.950</td>
<td>0.967***</td>
<td>0.900***</td>
<td>0.917***</td>
<td>0.986***</td>
<td>0.979***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>1.500***</td>
<td>n/a</td>
<td>0.950</td>
<td>0.767**</td>
<td>0.860***</td>
<td>0.917***</td>
<td>0.957***</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costa Rica</td>
<td>1.500***</td>
<td>1.200***</td>
<td>0.850</td>
<td>0.767***</td>
<td>0.820**</td>
<td>0.817***</td>
<td>0.929**</td>
<td>0.979***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>1.100**</td>
<td>1.127***</td>
<td>0.950</td>
<td>0.900***</td>
<td>0.900***</td>
<td>0.850***</td>
<td>0.900***</td>
<td>0.952***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2.100***</td>
<td>1.418***</td>
<td>1.300***</td>
<td>1.067*</td>
<td>1.040**</td>
<td>1.017</td>
<td>0.986*</td>
<td>1.007*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>1.900***</td>
<td>1.127***</td>
<td>0.950</td>
<td>0.833***</td>
<td>0.820***</td>
<td>0.883***</td>
<td>0.871***</td>
<td>0.924***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1.100</td>
<td>1.127***</td>
<td>0.850***</td>
<td>0.667***</td>
<td>0.780***</td>
<td>0.850***</td>
<td>0.957***</td>
<td>0.979***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guatemala</td>
<td>1.300***</td>
<td>1.127**</td>
<td>0.950</td>
<td>0.767*</td>
<td>1.020</td>
<td>1.050</td>
<td>1.129*</td>
<td>1.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>1.300***</td>
<td>1.127***</td>
<td>0.848</td>
<td>0.700***</td>
<td>0.780***</td>
<td>0.717***</td>
<td>0.757***</td>
<td>0.814***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>1.300***</td>
<td>1.200***</td>
<td>0.950</td>
<td>0.967**</td>
<td>0.820***</td>
<td>0.933***</td>
<td>0.957***</td>
<td>0.979**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>1.300***</td>
<td>1.200***</td>
<td>0.950</td>
<td>0.900</td>
<td>0.900**</td>
<td>0.983*</td>
<td>0.986*</td>
<td>1.034</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nicaragua</td>
<td>1.500***</td>
<td>1.491***</td>
<td>1.050**</td>
<td>1.300***</td>
<td>1.220*</td>
<td>1.117</td>
<td>1.071*</td>
<td>1.090**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nigeria</td>
<td>3.900***</td>
<td>1.491***</td>
<td>1.950***</td>
<td>1.367***</td>
<td>0.940</td>
<td>0.917***</td>
<td>0.814***</td>
<td>0.841***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>2.100***</td>
<td>1.309***</td>
<td>1.300***</td>
<td>1.033</td>
<td>0.980</td>
<td>0.983</td>
<td>1.029</td>
<td>0.979**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>1.300***</td>
<td>1.200***</td>
<td>0.950</td>
<td>0.900***</td>
<td>0.820***</td>
<td>0.850***</td>
<td>0.957***</td>
<td>0.952**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>1.500***</td>
<td>1.055**</td>
<td>1.050</td>
<td>0.900**</td>
<td>0.900***</td>
<td>0.900***</td>
<td>0.957***</td>
<td>0.952**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saudi Ar.</td>
<td>2.100***</td>
<td>1.491***</td>
<td>1.050*</td>
<td>0.933</td>
<td>1.020</td>
<td>1.033</td>
<td>1.014</td>
<td>1.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. Africa</td>
<td>1.500***</td>
<td>1.127***</td>
<td>1.000</td>
<td>0.833***</td>
<td>0.900***</td>
<td>0.983*</td>
<td>0.986**</td>
<td>1.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>1.300***</td>
<td>1.127***</td>
<td>0.850**</td>
<td>0.833***</td>
<td>0.860***</td>
<td>0.917***</td>
<td>0.957***</td>
<td>0.979*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>1.300***</td>
<td>1.272***</td>
<td>0.950</td>
<td>0.767***</td>
<td>0.980*</td>
<td>0.917**</td>
<td>0.986**</td>
<td>0.952**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tunisia</td>
<td>2.100***</td>
<td>1.136***</td>
<td>1.250***</td>
<td>1.000</td>
<td>0.980</td>
<td>0.917**</td>
<td>0.957***</td>
<td>0.952***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>1.700***</td>
<td>1.272***</td>
<td>1.050</td>
<td>0.833**</td>
<td>1.020</td>
<td>1.017</td>
<td>0.986*</td>
<td>0.979*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>1.300***</td>
<td>1.055**</td>
<td>0.950</td>
<td>0.900***</td>
<td>0.820***</td>
<td>0.883***</td>
<td>0.957***</td>
<td>0.952**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vietnam</td>
<td>1.900***</td>
<td>1.200***</td>
<td>1.250***</td>
<td>1.033*</td>
<td>0.980***</td>
<td>0.983***</td>
<td>1.000</td>
<td>0.979***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation with GDP</td>
<td>– 0.491**</td>
<td>– 0.556***</td>
<td>– 0.538**</td>
<td>– 0.476**</td>
<td>– 0.507**</td>
<td>– 0.338**</td>
<td>– 0.078</td>
<td>– 0.060</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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