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Estimation and Testing for Varying Coefficients in Additive Models with Marginal Integration

Lijian Yang* Wolfgang Härdle Byeong U. Park
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Abstract

We propose marginal integration estimation and testing methods for the coefficients of varying coefficient multivariate regression model. Asymptotic distribution theory is developed for the estimation method which enjoys the same rate of convergence as univariate function estimation. For the test statistic, asymptotic normal theory is established. These theoretical results are derived under the fairly general conditions of absolute regularity (β-mixing). Application of the test procedure to the West German real GNP data reveals that a partially linear varying coefficient model fits best the data dynamics, a fact that is also confirmed with residual diagnostics.
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1 INTRODUCTION

Parametric regression analysis usually assumes that the response variable \( Y \) depends linearly on a vector \( X \) of predictor variables. More flexible non- and semi-parametric regression models allow the dependence to be of more general nonlinear forms. On the other hand, the appeal of simplicity and interpretation still motivates search for models that are nonparametric in nature but have special features that are appropriate for the data involved. Such are additive models (Chen and Tsay 1993a, Linton and Nielsen 1995, Masry and Tjøstheim
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In this paper, we consider a form of flexible nonparametric regression model proposed by Hastie and Tibshirani (1993). The following model

\[ Y_i = m(X_i, T_i) + \sigma(X_i, T_i)\varepsilon_i, \quad i = 1, \ldots, n \]  

(1)

where \( \{\varepsilon_i\}_{i \geq 1} \) are i.i.d. white noise, each \( \varepsilon_i \) is independent of \( (X_i, T_i) \) where

\[ X_i = (X_{i1}, \ldots, X_{id})^T, \quad T_i = (T_{i1}, \ldots, T_{id})^T, \]  

(2)

is called a varying-coefficient model if

\[ m(X_i, T_i) = \sum_{s=1}^{d} f_s(X_{is})T_{is}. \]  

(3)

One special case is when all the variables \( \{X_s\}_{s=1}^{d} \) are the same \( X \), which corresponds to the functional coefficient model of Chen and Tsay (1993b). Indeed, Hastie and Tibshirani (1993) fitted real data examples exclusively with the functional coefficient model. Although the name varying-coefficient model was used by Cai, Fan and Li (2000), the model they studied was the same model proposed by Chen and Tsay (1993b), except with the additional feature of a possibly non-trivial link function. Cai, Fan and Li (2000) used local maximum likelihood estimation for all coefficient functions \( \{f_s\}_{s=1}^{d} \), whose computing was no more than a univariate estimation, due to the fact that all these univariate functions depend on the same variable \( X \). In the case of an identity link, the estimators are direct local polynomial estimators.

In practice, it is more realistic to allow some of the functions \( \{f_s\}_{s=1}^{d} \) to depend on possibly different variables \( \{X_s\}_{s=1}^{d} \). In such case, the only existing estimation method was the backfitting method of Hastie and Tibshirani (1993), which has not been theoretically justified. Intuitively, inference about model (1) is no more complex than that of univariate models. In this paper, we develop a marginal integration type estimator for each varying coefficient \( \{f_s\}_{s=1}^{d} \) in the case when each varying coefficient can have a different variable. Our method achieves the optimal rate of convergence for univariate function estimation, and has a simple asymptotic theory for the estimators.

As an illustration, consider a time series data \( \{Y_i\}_{i=1}^{n} \) based on West German real GNP. After taking first difference and de-seasonalization, the data is considered strictly stationary, as shown by its plot, the dotted curve in Figure 4. A varying coefficient model \( Y_i = f_1(Y_{i-2})Y_{i-1} + f_2(Y_{i-4})Y_{i-3} + \sigma_i\varepsilon_i \) is fitted and estimates of functions \( f_1, f_2 \) are plotted as solid curves in Figure 1, together with 95\% point-wise confidence bands as dotted curves. More details about the data and its modelling are found in Section 4.

(Insert Figure 1 about here)

Although model (1) consists of additive bivariate functions, it is linear in the variables \( T_s \). One interesting question one may ask is: are some of the coefficient functions \( \{f_s\}_{s=1}^{d} \) constant? If the answer is yes for some but not all, then the model is partially linear in
some variables $T_s$; if the answer is yes to all, then the model is the classical linear regression model. Any constant $f_s$ can then be estimated at $1/\sqrt{n}$-rate of convergence. A formal testing procedure is proposed in Section 3 for determining the constancy of coefficient functions $f_s$. For the German GNP data, it is found that $f_2$ can be set to a constant, while $f_1$ can not.

We organize the paper as follows. In Section 2, we describe a marginal estimation method for coefficient functions $\{f_s\}_{s=1}^d$ and derive asymptotic distribution theory of the estimator. In Section 3, a test procedure is proposed to test the hypothesis that $f_s$ is a constant. In Section 4, we apply our estimation and testing methods to the West German real GNP data. All technical assumptions and proofs are in Appendix.

2 ESTIMATION OF VARYING COEFFICIENTS

In this section we formulate local polynomial integration estimators of the coefficient functions $\{f_s\}_{s=1}^d$. For general background on the local polynomial method, see Stone (1977), Katkovnik (1979), Ruppert and Wand (1994), Wand and Jones (1995) and Fan and Gijbels (1996).

We assume that each $\varepsilon_i$ is independent of the vectors $\{(X_j, T_j)\}_{j=1}^n$ for each $i = 1, ..., n$. This is sufficient for obtaining our main results on distribution theory as we assume $\{(X_j, T_j)\}_{j=1}^n$ to be strictly stationary and geometrically $\beta$-mixing in assumption A2 (see Appendix.), but weaker than the usual assumption that each $\varepsilon_i$ is independent of the vectors $\{(X_j, T_j)\}_{j=1}^n$.

Note that if there exists nontrivial linear dependence among the variables $T_s$ with corresponding functions of $X_s$ as coefficients, then functions $f_s$ are unidentifiable. To be precise, suppose that

$$\sum_{s=1}^d r_s(X_{is})T_{is} = 0, a.s.$$ 

for some nonzero measurable functions $r_s$, then the regression function $m$ in (3) equals

$$\sum_{s=1}^d \{f_s(X_{is}) + r_s(X_{is})\} T_{is}$$

as well. Hence, for identifiability one assumes that

$$\sum_{s=1}^d r_s(X_{is})T_{is} = 0, a.s. \Rightarrow r_s(x) \equiv 0, s = 1, ..., d.$$ 

Now let $x = (x_1, ..., x_d)^T \in \mathbb{R}^d$ be a point where we want to estimate the functions $\{f_s\}_{s=1}^d$. We denote by $(X, T) = (X_1, ..., X_d, T_1, ..., T_d)$ a generic random vector having the same distribution as $(X_i, T_i) = (X_{i1}, ..., X_{id}, T_{i1}, ..., T_{id})$, and define $X_{-s}$ and $T_{-s}$, as obtained from $X$ and $T$ by removing the $s$-th components, by

$$X_{-s} = (X_1, ..., X_{s-1}, X_{s+1}, ..., X_d)^T, \ s = 1, ..., d,$$

$$T_{-s} = (T_1, ..., T_{s-1}, T_{s+1}, ..., T_d)^T, \ s = 1, ..., d.$$ 

For a kernel function $K$, we write $K_h(u) = K(u/h)/h$. We fit $p$-th order local polynomials to estimate the varying coefficients. Write $Y = (Y_i)_{1 \leq i \leq n}$, and let $p(u) = (1, u, \ldots, u^p)^T$. 

3
Define $Z_s$ to be the $n \times (p + d)$ matrix which has \( \{ (X_{is} - x_s)/h \}^T T_{is}, T_{is}^T \) as its \( i \)-th row. Let \( W_s(x_{-s}) \equiv W_s(x_s, x_{-s}) \) be the $n \times n$ diagonal matrix defined by

\[
W_s(x_{-s}) = \text{diag} \{ K_h(X_{js} - x_s)L_g(X_{js} - x_{-s})/n \}_{1 \leq j \leq n}
\]

where \( L_g(u) = (g_1 \cdots g_{s-1}g_{s+1} \cdots g_d)^{-1}L(g_1^{-1}u_1, \ldots, g_{s-1}^{-1}u_{s-1}, g_{s+1}^{-1}u_{s+1}, \ldots, g_d^{-1}u_d) \), $L$ is a $(d - 1)$-variate kernel, and $g_1, \ldots, g_{s-1}, g_{s+1}, \ldots, g_d$ are bandwidths that are allowed to be different from each other. Then the first component of the minimizer $\beta$ of the weighted sum of squares

\[
\sum_{j=1}^{n} \left\{ Y_j - \sum_{l=0}^{p} \beta_{sl}(X_{js} - x_s)^T T_{js} - \sum_{k \neq s} \beta_{tk} T_{jk} \right\}^2 K_h(X_{js} - x_s)L_g(X_{js} - x_{-s})
\]

is given by

\[
\hat{\beta}_{s0} \equiv \hat{\beta}_{s0}(x_{-s}) = \epsilon_0^T \left( Z_s^T W_s(x_{-s}) Z_s \right)^{-1} Z_s^T W_s(x_{-s}) Y
\]

where $\epsilon_l$ is the $(p + d)$-dimensional vector whose entries are zero except the $(l + 1)$-th element which equals 1.

The integration estimator of $f_s(x_s)$ is a weighted average of $\hat{\beta}_{s0}(X_{i,-s})$’s, i.e.

\[
\hat{f}_s(x_s) = \sum_{i=1}^{n} w_{-s}(X_{i,-s}) \hat{\beta}_{s0}(X_{i,-s})/\sum_{i=1}^{n} w_{-s}(X_{i,-s}),
\]

where the weight function $w_{-s}(\cdot)$ has a compact support with nonempty interior, and is introduced here to avoid some technical difficulty that may arise when the density of $X_{i,-s}$’s has an unbounded support. Based on (4), one can predict $Y$ given any realization $(x, t)$ of $(X, T)$ by the predictor

\[
\hat{m}(x, t) = \sum_{s=1}^{d} \hat{f}_s(x_s) t_s.
\]

In the estimation procedure for $f_s$ for a given $s$, we fit local constants for the other varying coefficients $f_{s'}$, $s' \neq s$. One could fit higher order local polynomials for those varying coefficients, too. The theoretical performance of the resulting estimator would be the same as the present one, however. The smoothing bias of the present estimator due to the local averaging for $f_{s'}$, $s' \neq s$ can be made negligible by choosing the bandwidth vector $g$ of smaller order than $h$ and using a higher-order kernel $L$. See the conditions for the bandwidths and the kernel $L$ given in the appendix.

**Theorem 1** Under the assumptions A1-A6 given in the appendix, we have, for any $s = 1, \ldots, d$,

\[
\sqrt{n} \left\{ \hat{f}_s(x_s) - f_s(x_s) - h^{p+1} b_s(x_s) \right\} \xrightarrow{L} N \left\{ 0, \sigma_s^2(x_s) \right\}
\]

as $n \to \infty$, where $b_s(x_s) = \kappa_s(x_s)/\eta_s$, $\sigma_s^2(x_s) = \tau_s^2(x_s)/\eta_s^2$, and $\kappa_s$, $\tau_s^2$, $\eta_s$ are as defined at (A.14), (A.15) and (A.16), respectively.

The estimator $\hat{m}(x, t)$ of the prediction function $m(x, t)$ enjoys the same rate of convergence as that of a single varying coefficient, and its asymptotic parameters are easily calculated from those of the $\hat{f}_s(x_s)$’s and the value of $t$, as in the following theorem.
Theorem 2 Under the assumptions A1-A6 given in the appendix, we have, for any \( s \neq s' \),
\[
\text{cov} \left[ \sqrt{n} h \left\{ \hat{f}_s(x_s) - f_s(x_s) \right\}, \sqrt{n} h \left\{ \hat{f}_{s'}(x_{s'}) - f_{s'}(x_{s'}) \right\} \right] \to 0,
\]
(7)
as \( n \to \infty \), and hence
\[
\sqrt{n} h \left\{ \hat{m}(x, t) - m(x, t) - h^{p+1} b_m(x, t) \right\} \overset{d}{\to} N \left\{ 0, \sigma^2_m(x, t) \right\}
\]
(8)
where \( b_m(x, t) = \sum_{s=1}^d b_s(x_s) t_s \) and \( \sigma^2_m(x, t) = \sum_{s=1}^d \sigma^2_s(x_s) t^2_s \).

We comment here that Theorems 1 and 2 hold only for local polynomial estimators of odd degree \( p \), while similar results hold for \( p \) even as well. In particular, \( p = 0 \) corresponds to integrating the well-known Nadaraya-Watson type estimator. When an even \( p \) is used instead, the variance formula (A.15) remains the same while the bias formula (A.14) contains extra terms involving the derivatives of the design density.

As discussed in the introduction, our estimator (4) is designed for the model (1) when the regression function \( m(x, t) \) is specified as in (3) with \( X_s \)'s different to each other, while the estimators in Cai, Fan and Li (2000) can be applied only to the case where there is a common \( X \) for all \( T_s, s = 1, \ldots, d \). Of special practical interests is the case where some but not all of the \( X_s \)'s are the same. As an example, one may consider models such as
\[
Y_t = c + a_1(r_t) M_t + a_2(r_t) M_t^2 + a_3(r) M_t^2 I(M_t < 0) + b_1(t) r_t + b_2(t) \tau_t^2 + \varepsilon_t, \ t = 1, ..., n
\]
in which \( Y_t \) denotes the implied volatility, \( r_t \) the interest rate, \( M_t \) the moneyness, and \( \tau_t \) the maturity at time \( t \). Further research will be needed to obtain coefficient function estimators for such model.

3 TESTING FOR VARYING COEFFICIENTS

Suppose we are interested in testing the hypothesis
\[
f_s(x_s) \equiv \text{constant}
\]
(9)
for a specific \( s \). If this hypothesis is true, one would get \( \min_{\alpha} E \left\{ f_s(X_s) - \alpha \right\}^2 w_s(X_s) = 0 \) where \( w_s \) is an arbitrary positive weight function with a compact support. This leads us to propose the following test statistic:
\[
V_{ns} = n^{-1} \min_{\alpha} \sum_{i=1}^n \left\{ \hat{f}_s(X_{is}) - \alpha \right\}^2 w_s(X_{is})
\]
(10)
where the obvious solution of the least squares problem is given by
\[
\hat{\alpha}_s = \left\{ \sum_{i=1}^n w_s(X_{is}) \right\}^{-1} \left\{ \sum_{i=1}^n \hat{f}_s(X_{is}) w_s(X_{is}) \right\}.
\]
(11)
The next theorem describes the asymptotic distribution of the test statistic (10) under the null hypothesis (9).
Theorem 3  Under the null hypothesis (9) and the assumptions A1-A6 given in the appendix, we have, for any $s = 1, \ldots, d$,

\[ nh^{1/2}(V_{ns} - n^{-1}h^{-1}v_s) \overset{D}{\to} N\left(0, \gamma_s^2\right) \]  

(12)

as $n \to \infty$, where $v_s$ and $\gamma_s$ are as given in (A.20) and (A.19).

For the practical implementation of the test, we suggest to use a bootstrap procedure instead of the asymptotic normal distribution theory in Theorem 3. The reason is that for a test statistic based on kernel type of smoothing, the normal approximation to the distribution of the test statistic is very poor, as shown in Härdle and Mammen (1993) and, more recently, confirmed by Sperlich, Tjostheim and Yang (2002). Another reason is that the normal approximation given in Theorem 3 involves too complicated expressions, which makes the task of obtaining asymptotic critical values out of reach.

It is well-known that the ordinary method of resampling residuals fails to work when the error variances are allowed to be different. See Wu (1986), Liu (1988), and Mammen (1992). Härdle and Mammen (1993) also pointed out that it breaks down even for homoscedastic errors in the case of the goodness-of-fit test statistic for testing a parametric hypothesis against the nonparametric alternative. As an alternative, we suggest to use the wild bootstrap procedure which was first introduced by Wu (1986) and implemented in various settings by Liu (1988), Härdle and Mammen (1993), and Sperlich, Tjostheim and Yang (2002) among others. Basically, this approach attempts to mimic the conditional distribution of each response given covariate using the corresponding single residual, in such a way that the first three moments of the bootstrap population equal to those of the single residual.

To describe the procedure in our setting, let $\hat{m}(x, t) = \hat{\alpha}_s t_s + \sum_{k \neq s} \hat{f}_k(x_k) t_k$ is the regression estimator under the hypothesis (9), where $\hat{\alpha}_s$ is an estimate of the constant $\hat{f}_s(x_s)$ given by (11) while $\hat{f}_k(x_k)$ $(k \neq s)$ is the marginally integrated estimate of $f_k(x_k)$ in (4). The wild bootstrap procedure to estimate the sampling distribution of $V_{ns}$ under the null hypothesis then consists of the following steps:

(i) Find the residuals $\hat{e}_i = Y_i - \hat{m}(X_i, T_i)$ for $i = 1, \ldots, n$.

(ii) Generate i.i.d. random variables $Z^W_i$ such that $E(Z^W_i) = 0$, $E(Z^W_i)^2 = 1$ and $E(Z^W_i)^3 = 1$. Put $Y_i* = \hat{m}(X_i, T_i) + \hat{e}_i Z^W_i$.

(iii) Compute the bootstrap test statistic $V_{ns}*$ according to (10) using the wild bootstrap sample \(\{(Y^*_i, X_i, T_i)\}_{i=1}^n\).

(iv) Repeat the steps (ii) and (iii) $M$ times, obtaining $V_{ns,1}^*, \ldots, V_{ns,M}^*$. Estimate the null distribution of $V_{ns}$ by the empirical distribution of $V_{ns,1}^*, \ldots, V_{ns,M}^*$.

For examples of $Z^W_i$ satisfying the moment conditions, see Mammen (1992). For the empirical example in the next section, we used a two-point distribution: $Z^W_i = (1 - \sqrt{5})/2$ with probability $(5 + \sqrt{5})/10$, and $Z^W_i = (1 + \sqrt{5})/2$ with probability $(5 - \sqrt{5})/10$, with $M = 200$. 
4 AN EMPIRICAL EXAMPLE

We illustrate our estimation and testing methods through the analysis of the quarterly (seasonally non-adjusted) West German real GNP from 1960:1 to 1990:4. The data $G_t, 1 \leq t \leq n = 124$, which was compiled by Wolters (1992, p. 424, note 4), is plotted in Figure 2(a). One may see clearly a linear trend and pattern of seasonality. Based on seasonal unit root testing of Franses (1996), we take the first differences of the logs, and obtain a time series data, $D_t, 1 \leq t \leq n = 124$, which is plotted in Figure 2(b). This time series no longer has any trend but is obviously seasonal. Following the de-seasonalization procedure of Yang and Tschernig (2002), the sample means of the four seasons are calculated, which are $-0.065116, 0.038595, 0.051829, 0.0089443$ respectively. By subtracting these seasonal means, as was done in Yang and Tschernig (2002), the de-seasonalized $Y_t, 1 \leq t \leq n = 124$, are growth rates with respect to the spring season. As such, it is reasonable to assume that the $Y_t$'s satisfy our strict stationarity and mixing conditions. In Figure 4, the data $Y_t, 1 \leq t \leq n = 124$ is plotted as the dotted curve.

(Insert Figure 2 about here)

According to the semiparametric lag selection performed in Yang and Tschernig (2002), it was clear that the significant variables for prediction of $Y_t$ are $Y_{t-4}$ and $Y_{t-2}$. Calculation of autocorrelation functions indicates that $Y_t$ is more correlated with $Y_{t-1}$ and $Y_{t-3}$ than with other lagged values. Hence, we propose a varying coefficient model

$$Y_t = f_1(Y_{t-2})Y_{t-1} + f_2(Y_{t-4})Y_{t-3} + \sigma \varepsilon_t$$

which includes the special case of possible linear AR(2) model $Y_t = f_1Y_{t-1} + f_2Y_{t-3} + \sigma \varepsilon_t$.

According to the definition of marginal integration estimator (4), we have estimated the functions $f_1, f_2$, and computed the predicted values

$$\hat{Y}_t = \hat{f}_1(Y_{t-2})Y_{t-1} + \hat{f}_2(Y_{t-4})Y_{t-3}.$$  

We have carried out local linear smoothing ($p = 1$). The kernels $K$ and $L$ we have used for smoothing are both the quartic kernel $L(x) = K(x) = 0.9375(1-x^2)^2I_{(0 \leq x \leq 1)}$, while the bandwidths are $h = 0.05, g = 0.05/1.1 = 0.0454$. Also computed are the standardized residuals $\hat{\varepsilon}_t$. The independence of the error terms would indicate the goodness-of-fit of the proposed model (13). At a practical level, such independence can only be examined via the autocorrelation functions (ACFs) of powers of the absolute values of the residuals. In Figure 3, we have plotted the ACFs of both $|\hat{\varepsilon}_t|$ and $\hat{\varepsilon}_t^2$. As can be seen from the plots, within the confidence levels of $\pm 2 \times n^{-1/2}$ lie more than 95% of all the sample ACFs, and hence one can conclude that both $|\varepsilon_t|$ and $\varepsilon_t^2$ have no autocorrelation. The ACF plots for $|\hat{\varepsilon}_t|^2, \hat{\varepsilon}_t^4$, etc., have led to the same conclusion. Thus, the model (13) fits well the structure of the data $Y_t$. As further evidence, we have plotted in Figure 4 the overlay of $Y_t$ together with the predicted series $\hat{Y}_t$ given by (14). The predicted series follows the actual series rather closely.

(Insert Figures 3 and 4 about here)

We have plotted $\{Y_{t-2}, \hat{f}_1(Y_{t-2})\}_{t=5}^{124}, \{Y_{t-4}, \hat{f}_2(Y_{t-4})\}_{t=5}^{124}$ in Figure 1 as the solid curve. Also plotted as dotted curves are 95% point-wise confidence bands of $f_1$ and $f_2$, based on 200 wild bootstrap samples. The solid horizontal lines have the average values of $\hat{f}_1(Y_{t-2})$
and $\hat{f}_2(Y_{t-4})$, respectively. The function $\hat{f}_2$ looks rather unlike a constant function, as the constant fit represented by the horizontal line does not lie within the confidence bands. The function $\hat{f}_1$, however, has a confidence band that covers the horizontal line, and hence could be a constant function.

To determine the significance of this visual impression, we generated 200 wild bootstrap samples from the data, and calculated $V_{n_2}$ according to (10) for the data itself and $V_{n_2}^*$ for every generated bootstrap sample. The $p$-values for $V_{n_1}, V_{n_2}$ have been calculated relative to the bootstrap distribution, and they are 0.05 and 0.455 respectively. Hence we can conclude that an appropriate model for the data is the partially linear model:

$$Y_t = f_1(Y_{t-2})Y_{t-1} + f_2Y_{t-3} + \varepsilon_t.$$

**APPENDIX: PROOFS**

**Preliminaries**

We shall need the following technical assumptions on the kernels:

A1: The kernels $K$ and $L$ are symmetric, compactly supported and Lipschitz continuous with $\int K(u)\,du = \int L(u)\,du = 1$. While $K$ is nonnegative, the kernel $L$ is of order $q$.

When estimating the function $f_s$ for a particular $s$, a multiplicative kernel is used consisting of $K$ for the $s$-th variable and $L$ for all other variables. To accommodate dependent data, such as those from varying-coefficient autoregression models, we assume that

A2: The vector process $\{(X_i, T_i)\}_{i=1}^n$ is strictly stationary and $\beta$-mixing with mixing coefficients $\beta(k) \leq C_2\rho^k, 0 < \rho < 1$. Here

$$\beta(n) = \sup_k E \sup \left\{ \left| P(A|\mathcal{F}_{n+k}^t) - P(A) \right| : A \in \mathcal{F}_{n+k}^t \right\}$$

where $\mathcal{F}_{n+k}^t$ is the $\sigma$-algebra generated by $(X_t, T_t), (X_{t+1}, T_{t+1}), \ldots, (X_{t'}, T_{t'})$ for $t < t'$.

The following assumptions are for the functions involved in the estimation and testing.

A3: The functions $f_s$'s have bounded continuous $(p+1)$-th derivatives for all $1 \leq s \leq d$, and $p \geq q - 1$

A4: The distribution of $(X, T)$ has a density $\psi$ and $X$ has a marginal density $\varphi$. On the supports of weight functions $w_{-s}$ and $w_s$, the densities $\varphi_{-s}$ of $X_{-s}$ and $\varphi_s$ of $X_s$, respectively, are uniformly bounded away from zero and infinity. The marginal density $\varphi$ and $E(T_s T_{s'}|X = \cdot)$ for $1 \leq s, s' \leq d$ are Lipschitz continuous. Also, $\sigma^2(\cdot, t)$ and $\psi(\cdot, t)$ are equicontinuous.

A5: The weight functions $w_{-s}$ and $w_s$ are nonnegative, have compact supports with nonempty interiors, and are continuous on their supports.
Finally, we assume that the bandwidths, \( g \) for the kernel \( L \) and \( h \) for the kernel \( K \), satisfy

\[
\text{A6: } (\ln n) (nh g_{\text{prod}})^{-1/2} = O(n^{-a}) \text{ for some } a > 0 \text{ and } (nh \ln n)^{-1/2} g_{\text{max}}^2 \to 0 \text{ as } n \to \infty
\]

where \( g_{\text{prod}} = g_1 \cdots g_{s-1}g_{s+1} \cdots g_d \) and \( g_{\text{max}} = \max(g_1, \ldots, g_{s-1}, g_{s+1}, \ldots, g_d) \), and \( h \) is asymptotic to \( n^{-1/(2p+3)} \).

One should note here that for existence of the bandwidth vector \( g \) satisfying the assumption A6 it is necessary that \( q \), the order of the kernel \( L \), should be larger than \((d - 1)/2\).

To prove many of our results, we make use of some inequalities about \( U \)-statistic and von Mises statistic of dependent variables derived from Yoshihara (1976). Let \( \xi_i, 1 \leq i \leq n \) be a strictly stationary sequence of random variables with values in \( \mathbb{R}^d \) and \( \beta \)-mixing coefficients \( \beta(k), k = 1, 2, \ldots \). Let \( r \) be a fixed positive integer. For a fixed positive integer \( m \), let \( \{\theta_n(F)\} \) denote the functionals of the distribution function \( F \) of \( \xi_i \) given by

\[
\theta_n(F) = \int g_n(x_1, \ldots, x_m) \, dF(x_1) \cdots dF(x_m)
\]

where \( \{g_n\} \) are measurable functions symmetric in their \( m \) arguments such that

\[
\int |g_n(x_1, \ldots, x_m)|^{2+\delta} \, dF(x_1) \cdots dF(x_m) \leq M_n < +\infty
\]

\[
\sup_{(i_1, \ldots, i_m) \in S_c} \int |g_n(x_1, \ldots, x_m)|^{2+\delta} \, dF_{\xi_{i_1}, \ldots, \xi_{i_m}}(x_1, \ldots, x_m) \leq M_{n,c} < +\infty, \quad c = 0, \ldots, m-1
\]

for some \( \delta > 0 \). Here, \( S_c = \{(i_1, \ldots, i_m)|\#r(i_1, \ldots, i_m) = c\}, c = 0, \ldots, m-1 \), and for every \( (i_1, \ldots, i_m), 1 \leq i_1 \leq \cdots \leq i_m \leq n \), \( \#r(i_1, \ldots, i_m) \) is the number of \( j = 1, \ldots, m-1 \) satisfying \( i_{j+1} - i_j \leq r \). Clearly, the cardinality of each set \( S_c \) is less than \( n^{m-c} \).

The von Mises’ differentiable statistic and the \( U \)-statistic

\[
\theta_n(F_n) = \int g_n(x_1, \ldots, x_m) \, dF_n(x_1) \cdots dF_n(x_m)
\]

\[
= \frac{1}{n^m} \sum_{i_1=1}^{n} \cdots \sum_{i_m=1}^{n} g_n(\xi_{i_1}, \ldots, \xi_{i_m})
\]

\[
U_n = \frac{1}{\binom{n}{m}} \sum_{1 \leq i_1 < \cdots < i_m \leq n} g_n(\xi_{i_1}, \ldots, \xi_{i_m}),
\]

respectively, allow decompositions as

\[
\theta_n(F_n) = \theta_n(F) + \sum_{c=1}^{m} \binom{m}{c} V_n^{(c)},
\]

where \( V_n^{(c)} = \int g_n(x_1, \ldots, x_c) \Pi_{j=1}^{c} [dF_n(x_j) - dF(x_j)] \), and

\[
U_n = \theta_n(F) + \sum_{c=1}^{m} \binom{m}{c} U_n^{(c)},
\]
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where $U_n^{(c)} = \frac{(n-c)!}{n!} \sum_{1 \leq i_1 < \ldots < i_c \leq n} \int g_{n,c}(x_{i_1}, \ldots, x_{i_c}) \Pi_{j=1}^c \left[ dI_{R^d_k}(x_j - \xi_j) - dF(x_j) \right]$. Here, $g_{n,c}$ are the projections of $g_n$ given by

$$g_{n,c}(x_1, \ldots, x_c) = \int g_n(x_1, \ldots, x_m) dF(x_{c+1}) \cdots dF(x_m), c = 0, 1, \ldots, m$$

so that $g_{n,0} = \theta_n(F)$, $g_n = g_{n,m}$, and $I_{R^d_k}$ is the indicator function of the nonnegative part of $R^d$, $R^d_+ = \{(y_1, \ldots, y_d) \in R^d | y_j \geq 0, j = 1, \ldots, d\}$.

**Lemma A.1** If $\beta(k) \leq C_1 k^{-(2+\delta')/\delta} \quad \text{for} \quad \delta > \delta' > 0$, then

$$EV_n^{(c)^2} + EU_n^{(c)^2} \leq C(m, \delta, r) n^{-c} \left\{ \sum_{k=r+1}^{n} M_n^{2/(2+\delta)} \sum_{k=r+1}^{n} k^{\delta/4(2+\delta)} (k) + \sum_{k=0}^{m-1} n^{-c} M_{n,c'}^{2/(2+\delta)} \sum_{k=1}^{r} k^{\delta/4(2+\delta)} (k) \right\}$$

(A.1)

for some constant $C(m, \delta, r) > 0$. In particular, if one has $\beta(k) \leq C_2 \rho^k$ for $0 < \rho < 1$, then

$$EV_n^{(c)^2} + EU_n^{(c)^2} \leq C(m, \delta, r) C_2 C(r) n^{-c} \left\{ M_n^{2/(2+\delta)} + \sum_{c'=0}^{m-1} n^{-c'} M_{n,c'}^{2/(2+\delta)} \right\}.$$  \hspace{1cm} (A.2)

**Proof.** The proof essentially is the same as Lemma 2 in Yoshihara (1976) which dealt with the special case where $g_n \equiv g$, $r = 1$ and $M_n = M_{n,c'}$. The inequalities in the proof of this lemma do not require all $g_n$’s to be the same for $n = 1, 2, \ldots$, and the terms in $U_n^{(c)}$ where exactly $c'$ pairs of neighboring indices differ by at most $r$ form a subset of terms with cardinality of order $n^{c'-\delta'}$. Elementary arguments then establish (A.2) under geometric mixing conditions. $lacksquare$

Define the following square matrix of dimension $(p + d)$:

$$S_s(x) = \left[ \begin{array}{ccc} \int p(u) p^T(u) K(u) du & E(T_s^T X = x) & \int p(u) K(u) du E(T_s^T X = x) \\ E(T_s T_m X = x) & \int p^T(u) K(u) du & E(T_s^T X = x) \end{array} \right].$$

The next lemma shows that the matrix $S_s(x)$ is proportional to the limiting dispersion matrix.

**Lemma A.2** As $n \to \infty$

$$\sup_{x_s \in \text{supp}(w_s), x_{-s} \in \text{supp}(w_{-s})} \left| Z_s^T W_s(x_{-s}) Z_s - \varphi(x_s, x_{-s}) S(x_s, x_{-s}) \right| = o(b) \ a.s.$$  \hspace{1cm} where $b = \ln \left( h + g_{\text{max}}^q + 1/\sqrt{nhg_{\text{prod}}} \right)$.

**Proof.** The conclusion follows by directly using the covering technique and exponential inequalities for $\beta$-mixing processes, as in the proof of Theorem 2.2 of Bosq (1998). $lacksquare$

Now let $c$ be an integer such that $b^{c+1} = o(h^{p+2})$. The next lemma decomposes the dispersion matrix.
Lemma A.3  For any integer \( k \),
\[
\left( Z_s^T W_s(x_{s-n}) Z_s \right)^{-1} - \frac{S_s^{-1}(x_s, x_{-s})}{\varphi(x_s, x_{-s})} = \frac{S_s^{-1}(x_s, x_{-s})}{\varphi(x_s, x_{-s})} \sum_{t=1}^{c} \left\{ I_{p+d} - \frac{Z_s^T W_s(x_{s-n}) Z_s S_s^{-1}(x_s, x_{-s})}{\varphi(x_s, x_{-s})} \right\}^t + R_s(x_s, x_{-s})
\]

as \( n \to \infty \), where the matrix \( R_s(x_s, x_{-s}) \) satisfies
\[
\sup_{x_s \in \text{supp}(w_s), x_{-s} \in \text{supp}(w_{-s})} |R_s(x_s, x_{-s})| = o \left( h^{p+2} \right) \text{ a.s.}
\]

Proof. By a Taylor expansion for the matrix inversion operation, Lemma A.2 immediately yields the result.

Lemma A.4  Define
\[
D_{s1}(x_s) = \frac{1}{n} \sum_{i=1}^{n} w_{-s}(X_{i,-s}) R_s(x_s, X_{i,-s}) Z_s^T W_{is} E,
\]
\[
D_{s2}(x_s) = \frac{1}{n} \sum_{i=1}^{n} w_{-s}(X_{i,-s}) R_s(x_s, X_{i,-s}) Z_s^T W_{is} \left\{ \{ f_s(X_{j_s}) \}^{n+1} - \sum_{p=0}^{n} \frac{f_s^{(p)}(x_s)}{p!} Z_{s} e_{p+1} \right\},
\]
\[
D_{s3}(x_s) = \frac{1}{n} \sum_{i=1}^{n} w_{-s}(X_{i,-s}) R_s(x_s, X_{i,-s}) Z_s^T W_{is} \times \left\{ \left\{ \sum_{j \neq s} f_s'(X_{j_s}) \right\}^{n+1} - \sum_{s' \neq s} f_s'(X_{s'_s}) Z_{s} e_{p+1} \right\}.
\]

Then, as \( n \to \infty \)
\[
\sup_{x_s \in \text{supp}(w_s)} \{ |D_{s1}(x_s)| + |D_{s2}(x_s)| + |D_{s3}(x_s)| \} = o(\hbar^{p+2}) \text{ a.s.}
\]

Proof. The lemma follows directly from Lemmas A.3. ■

Lemma A.5  Write \( W_{is} = W_s(X_{i,-s}) \) and \( E = \{ \sigma(X_1, T_1) \in \epsilon_1, \ldots, \sigma(X_n, T_n) \in \epsilon_n \}^T \). For \( \ell = 1, 2, \ldots \), define
\[
R_{\ell1}(x_s) = \frac{1}{n} \sum_{i=1}^{n} w_{-s}(X_{i,-s}) \frac{S_s^{-1}(x_s, X_{i,-s})}{\varphi(x_s, X_{i,-s})} \left\{ I_{p+d} - \frac{Z_s^T W_{is} Z_s S_s^{-1}(x_s, X_{i,-s})}{\varphi(x_s, X_{i,-s})} \right\}^\ell \times Z_s^T W_{is} E \tag{A.3}
\]
\[
R_{\ell2}(x_s) = \frac{1}{n} \sum_{i=1}^{n} w_{-s}(X_{i,-s}) \frac{S_s^{-1}(x_s, X_{i,-s})}{\varphi(x_s, X_{i,-s})} \left\{ I_{p+d} - \frac{Z_s^T W_{is} Z_s S_s^{-1}(x_s, X_{i,-s})}{\varphi(x_s, X_{i,-s})} \right\}^\ell \times Z_s^T W_{is} \left\{ \{ f_s(X_{j_s}) \}^{n+1} - \sum_{p=0}^{n} \frac{f_s^{(p)}(x_s)}{p!} Z_{s} e_{p+1} \right\} \tag{A.4}
\]
\[
R_{\ell3}(x_s) = \frac{1}{n} \sum_{i=1}^{n} w_{-s}(X_{i,-s}) \frac{S_s^{-1}(x_s, X_{i,-s})}{\varphi(x_s, X_{i,-s})} \left\{ I_{p+d} - \frac{Z_s^T W_{is} Z_s S_s^{-1}(x_s, X_{i,-s})}{\varphi(x_s, X_{i,-s})} \right\}^\ell \times Z_s^T W_{is} \left\{ \left\{ \sum_{j \neq s} f_s'(X_{j_s}) \right\}^{n+1} - \sum_{s' \neq s} f_s'(X_{s'_s}) Z_{s} e_{p+1} \right\} \tag{A.5}
\]
Then, as $n \to \infty$,

$$|R_{\ell 1}(x_s)| + |R_{\ell 2}(x_s)| + |R_{\ell 3}(x_s)| = o_p \left( b^2 / \sqrt{n h} \right). \quad (A.6)$$

**Proof.** For simplicity of notations, consider the case of $R_{\ell 1}(x_s)$ and only $\ell = 1$. The term $R_{\ell 1}(x_s)$ equals $P_1 - P_2$ in which

$$P_1 = \frac{1}{n} \sum_{i=1}^{n} w_s(x_i, x_i, s) \left\{ \frac{S(x_s, x_i, s)}{\varphi(x_s, x_i, s)} - \frac{E \left( Z_s^T W_{is} Z_s \mid x_s, x_i, s \right)}{\varphi^2(x_s, x_i, s)} \right\} \times S_s^{-1}(x_s, x_i, s) Z_s^T W_{is} E,$$

$$P_2 = \frac{1}{n} \sum_{i=1}^{n} w_s(x_i, x_i, s) \left\{ \frac{Z_s^T W_{is} Z_s}{\varphi(x_s, x_i, s)} - \frac{E \left( Z_s^T W_{is} Z_s \mid x_s, x_i, s \right)}{\varphi^2(x_s, x_i, s)} \right\} \times S_s^{-1}(x_s, x_i, s) Z_s^T W_{is} E.$$

Denote $\xi_i = (X_i, T_i, Y_i)$, The term $P_1$ can be written as the von Mises’ differentiable statistic $V_n = 1/2 n \sum^{n}_{i,j=1} g_n(\xi_i, \xi_j)$ where $g_n(\xi_i, \xi_j)$ equals

$$\int w_s(x_i, x_i, s) S_s^{-1}(x_i, x_i, s) \left\{ \frac{S(x_s, x_i, s)}{\varphi(x_s, x_i, s)} - \frac{E \left( Z_s^T W_{is} Z_s \mid x_s, x_i, s \right)}{\varphi^2(x_s, x_i, s)} \right\} \times S_s^{-1}(x_s, x_i, s) \left\{ \frac{Z_s^T W_{is} Z_s}{\varphi(x_s, x_i, s)} - \frac{E \left( Z_s^T W_{is} Z_s \mid x_s, x_i, s \right)}{\varphi^2(x_s, x_i, s)} \right\}$$

$$\times S_s^{-1}(x_s, z_s) w_s(z_s) S_s^{-1}(x_s, z_s) \left\{ \frac{S(x_s, z_s)}{\varphi(x_s, z_s)} - \frac{E \left( Z_s^T W_{is} Z_s \mid x_s, z_s \right)}{\varphi^2(x_s, z_s)} \right\}$$

$$\times \varphi_s(z_s) dz_s$$

which has mean zero and variance of order $b^2 / nh$. So $V^{(1)}_n = 1/n \sum^{n}_{j=1} g_n(\xi_j) = o_p \left( b / \sqrt{nh} \right)$. Next, take a small constant $\delta > 0$. Then, the $(2 + \delta)$-th moment of $g_n(\xi_i, \xi_j), i < j$, is not
greater than
\[
Ct^{2+\delta} E \left| \sum_{\mathcal{C}} \sum_{T_{j} \in \mathcal{C}} T_{j} \mathcal{S}_{K_{h}} \left( X_{j} - x_{s} \right) L_{g} \left( X_{j} - x_{s} \right) \sigma \left( X_{j}, T_{j} \right) \varepsilon_{j} \right|^{2+\delta}
\]

\[
= C t^{2+\delta} E \left| \sum_{\mathcal{C}} \sum_{T_{j} \in \mathcal{C}} T_{j} \mathcal{S}_{K_{h}} \left( X_{j} - x_{s} \right) L_{g} \left( X_{j} - x_{s} \right) \sigma \left( X_{j}, T_{j} \right) \varepsilon_{j} \right|^{2+\delta},
\]

which, by Lemma 1 of Yoshihara (1976), is less than or equal to

\[
C t^{2+\delta} C(\rho) \left( \frac{1}{g_{\text{prod}}^{1+2\delta}} \right)^{(2+\delta)/(2+2\delta)} \]

\[
\leq C t^{2+\delta} C(\rho) \left( \frac{1}{h^{1+2\delta} g_{\text{prod}}^{1+2\delta}} \right)^{(2+\delta)/(2+2\delta)}.
\]

Hence, one can take \( M_{n} = M_{n,0} = C t^{2+\delta} (h^{1+2\delta} g_{\text{prod}}^{1+2\delta})^{(2+\delta)/(2+2\delta)} \) in the context of Lemma A.1 with \( m = c = 2, r = 1 \). Similarly, one can show that \( M_{n,1} = C t^{2+\delta} h^{-(1+\delta)} g_{\text{prod}}^{-(2+\delta)} \).

Now applying Lemma A.1 with \( m = c = 2 \) and \( r = 1 \), (A.2) gives

\[
EP_{1}^{2} \leq C n^{-2} \left\{ b^{2+\delta} \left( h^{1+2\delta} g_{\text{prod}}^{1+2\delta} \right)^{-(2+\delta)/(2+2\delta)} \right\}^{2/(2+\delta)} + C n^{-3} \left\{ b^{2+\delta} h^{-(1+\delta)} g_{\text{prod}}^{-(2+\delta)} \right\}^{2/(2+\delta)}
\]

\[
+ C b^{2} / n h
\]

\[
\leq C n^{-2} b^{2} \left( h g_{\text{prod}}^{1+2\delta} \right)^{-(2+\delta)/(2+2\delta)} + C n^{-3} b^{2} h^{-(1+\delta)/2(2+\delta)} g_{\text{prod}}^{-(2+\delta)/2(2+\delta)} + C b^{2} / n h
\]

by making \( \delta \) sufficiently small. Similar arguments establish that \( EP_{2}^{2} \leq C n^{-1} h^{-1} b^{2} \). Hence \( P_{1} - P_{2} = o_{p}(b / \sqrt{n} h) \). We have thus concluded the proof of the lemma. \( \blacksquare \)

**Proof of main results**

Now write \( q_{s}(u; t) \) for the \((p + d)\)-dimensional vector given by

\[
q_{s}(u; t) = \left( p(u)^{T} t_{a}, t_{a}^{T} \right) = (t_{a}, u t_{a}, \ldots, u^{p} t_{a}, t_{a}^{T}),
\]

and define an equivalent kernel

\[
K^{*}_{s}(u; t, x) = c_{0}^{T} S_{s}^{-1}(x) q_{s}(u; t) K(u).
\]

(A.7)

Write \( K^{*}_{s,h}(u; t, x) = (1/h) K^{*}_{s}(u/h; t, x) \), i.e.

\[
K^{*}_{s,h}(u; t, x) = (1/h) c_{0}^{T} S_{s}^{-1}(x) q_{s}(u/h; t) K(u/h).
\]

(A.8)

This kernel satisfies the moment conditions as are given in the following lemma, which follows directly from the definition of \( S_{s}(x) \) and \( S_{s}^{-1}(x) \).
Lemma A.6 Let $\delta_{jk}$ equal 1 if $j = k$ and 0 otherwise. Then
\[
E \{ u^T T_s K_s^* (u; T, X)du| X = x \} = \delta_{0q}, \quad 0 \leq q \leq p;
\]
\[
E \{ T_{s'} K_{s'}^* (u; T, X)du| X = x \} = 0, \quad s' = 1, \ldots, d, s' \neq s.
\] (A.9)

In order to prove Theorem 1, we begin by observing the following simple equations:
\[
e_l^T (Z_s^T W_i s Z_s)^{-1} Z_s^T W_i s Z_s e_l = \delta_{0l}, \quad l = 0, \ldots, p + d - 1.
\]
Define $Q_{1n} = \sum_{i=1}^n w_{-s} (X_{i,-s})/n$ and
\[
Q_{2n}(x_s) = n^{-1} \sum_{i=1}^n w_{-s} (X_{i,-s}) e_l^T (Z_s^T W_i s Z_s)^{-1} Z_s^T W_i s Y
\]
\[
- n^{-1} \sum_{i=1}^n w_{-s} (X_{i,-s}) \sum_{\nu=0}^p f_s^{(\nu)}(x_s) \frac{1}{\nu!} e_0^T (Z_s^T W_i s Z_s)^{-1} Z_s^T W_i s Z_s e_0
\]
\[
- n^{-1} \sum_{i=1}^n w_{-s} (X_{i,-s}) \sum_{s' \neq s} f_s'(X_{i,s'}) e_0^T (Z_s^T W_i s Z_s)^{-1} Z_s^T W_i s Z_s e_{p+s'},
\]
which equals $Q_{2n}(x_s)$. By Lemmas A.5, A.4 and A.3 and by the definition of $K_s^* (u, t; x)$ in (A.8), we now write
\[
Q_{2n}(x_s) = \sum_{a=1}^3 \left\{ P_{an}(x_s) + \sum_{l=1}^c R_{la}(x_s) + D_{sa}(x_s) \right\}
\] (A.10)

where
\[
P_{1n}(x_s) = n^{-2} \sum_{i,j=1}^n \frac{w_{-s}(X_{i,-s})}{\varphi(x_s, X_{i,-s})} K_{s,h}^* (X_{js} - x_s; T_i, x_s, X_{i,-s}) L_g (X_{j,-s} - X_{i,-s}) \sigma(X_j, T_j) \varepsilon_j
\] (A.11)
\[
P_{2n}(x_s) = n^{-2} \sum_{i,j=1}^n \frac{w_{-s}(X_{i,-s})}{\varphi(x_s, X_{i,-s})} K_{s,h}^* (X_{js} - x_s; T_j, x_s, X_{i,-s}) L_g (X_{j,-s} - X_{i,-s})
\]
\[
\times \left\{ f_s(X_{js}) - \sum_{\nu=0}^p \frac{1}{\nu!} f_s^{(\nu)}(x_s)(X_{js} - x_s)\nu \right\} T_{js}
\] (A.12)
\[
P_{3n}(x_s) = n^{-2} \sum_{i,j=1}^n \frac{w_{-s}(X_{i,-s})}{\varphi(x_s, X_{i,-s})} K_{s,h}^* (X_{js} - x_s; T_j, x_s, X_{i,-s}) L_g (X_{j,-s} - X_{i,-s})
\]
\[
\times \sum_{s' \neq s} \left\{ f_s'(X_{js'}) - f_s(X_{is'}) \right\} T_{js'}.
\] (A.13)

In the following three lemmas, we derive the asymptotics for $P_{1n}, P_{2n}$ and $P_{3n}$.
Lemma A.7 As $n \to \infty$,

$$P_{1n}(x_s) = n^{-1} \sum_{j=1}^{n} p_{js}(x_s) \varepsilon_j + o_p\{ (nh \log n)^{-1/2} \}$$

where

$$p_{js}(x_s) = \frac{w_{-s}(X_{j,-s})}{\varphi(x_s, X_{j,-s})} K^*_{s,h} (X_{js} - x_s; T_j, x_s, X_{j,-s}) \varphi_{-s}(X_{j,-s}) \sigma(X_j, T_j).$$

Proof. By the definition (A.11) and using Lemma A.1 for geometrically $\beta$-mixing processes, one has

$$P_{1n}(x_s) = n^{-1} \sum_{j=1}^{n} \int \frac{w_{-s}(X_{j,-s})}{\varphi(x_s, X_{j,-s})} K^*_{s,h} (X_{js} - x_s; T_j, x_s, x_{-s}) \times L_g(X_{j,-s} - x_{-s}) \varphi_{-s}(x_{-s}) dx_{-s} \sigma(X_j, T_j) \varepsilon_j + o_p\{ (nh \log n)^{-1/2} \}$$

which, after the change of variable $x_{-s} = X_{j,-s} - gv_{-s}$, equals

$$n^{-1} \sum_{j=1}^{n} \int \frac{w_{-s}(X_{j,-s} - gv_{-s})}{\varphi(x_s, X_{j,-s} - gv_{-s})} K^*_{s,h} (X_{js} - x_s; T_j, x_s, x_{j,-s} - gv_{-s}) \times L(v_{-s}) \varphi_{-s}(X_{j,-s} - gv_{-s}) dv_{-s} \sigma(X_j, T_j) \varepsilon_j + o_p\{ (nh \log n)^{-1/2} \}.$$ 

Using again the fact that $L$ is of order $q$, the above equals

$$n^{-1} \sum_{j=1}^{n} \frac{w_{-s}(X_{j,-s})}{\varphi(x_s, X_{j,-s})} K^*_{s,h} (X_{js} - x_s; T_j, x_s, x_{j,-s}) \varphi_{-s}(X_{j,-s}) \sigma(X_j, T_j) \varepsilon_j + o_p\{ (nh \log n)^{-1/2} \}$$

which completes the proof of the lemma. ■

Lemma A.8 As $n \to \infty$, $P_{2n}(x_s) = \kappa_s(x_s) h^{p+1} + o_p(h^{p+1})$ where

$$\kappa_s(x_s) = \frac{f_s^{(p+1)}(x_s)}{(p+1)!} \int u^{p+1} E\{ w_{-s}(X_{-s}) T_s K^*_{s,h}(u; T, x, X_{-s}) \} du. \quad (A.14)$$

Proof. By definition (A.12) and again using Lemma A.1, one derives

$$P_{2n}(x_s) = \int \frac{w_{-s}(x_s)}{\varphi(x_s, x_{-s})} K^*_{s,h}(z_s - x_s; t, x, x_{-s}) L_g(z_{-s} - x_{-s}) \times \left\{ f_s(z_s) - \sum_{\nu=0}^{p} \frac{f_s^{(\nu)}(x_s)}{\nu!} (z_s - x_s)^\nu \right\} t_s \psi(z, t) \varphi_{-s}(x_{-s}) dz dt d x_{-s} \{ 1 + o_p(1) \}$$

which, after the changes of variables $z_s = x_s + hu$ and $z_{-s} = x_{-s} + gv_{-s}$, equals

$$\int \frac{w_{-s}(x_s)}{\varphi(x_s, x_{-s})} K^*_{s,h}(u; t, x, x_{-s}) L(v_{-s}) \left\{ f_s(x_s + hu) - \sum_{\nu=0}^{p} \frac{f_s^{(\nu)}(x_s)}{\nu!} h^\nu u^\nu \right\}$$
\times t_s \psi(x_s + hu, x_{-s} + g v_{-s}, t) \varphi_{-s}(x_{-s}) du dv_{-s} dt dx_{-s} \{1 + o_p(1)\}.

Here, we write \( g v_{-s} = (g_{1v_1}, \ldots, g_{s-1v_{s-1}}, g_{s+1v_{s+1}}, \ldots, g_{dv_d}) \). Thus,

\[
P_{2n}(x_s) = h^{p+1} \int \frac{w_{-s}(x_{-s})}{\varphi(x_s, x_{-s})} K^*_s(u; t, x_s, x_{-s}) \frac{f^{(p+1)}(x_s)}{(p+1)!} u^{p+1} t_s \times \varphi_{-s}(x_{-s}) \psi(x_s, x_{-s}, t) du dx_{-s} \{1 + o_p(1)\}
\]
\[
= \frac{f^{(p+1)}(x_s)}{(p+1)!} \int \left[ \int K^*_s(u; t, x_s, x_{-s}) u^{p+1} t_s \psi(t|x_s, x_{-s}) du dt \right] dx_{-s} + o_p(h^{p+1})
\]
\[
= \frac{f^{(p+1)}(x_s)}{(p+1)!} E \left[ w_{-s}(X_{-s}) \int K^*_s(u; t, x_s, X_{-s}) u^{p+1} t_s \psi(t|x_s, X_{-s}) du dt \right] + o_p(h^{p+1})
\]
\[
= \frac{f^{(p+1)}(x_s)}{(p+1)!} \int u^{p+1} E \left\{ w_{-s}(X_{-s}) T_s K^*_s(u; T, x_s, X_{-s}) \right\} du + o_p(h^{p+1}).
\]

This completes the proof of the lemma. \( \blacksquare \)

**Lemma A.9** As \( n \to \infty, P_{3n}(x_s) = O_p(g_{\text{max}}^q). \)

**Proof.** By definition (A.13) and applying Lemma A.1, one has

\[
P_{3n}(x_s) = \int \frac{w_{-s}(x_{-s})}{\varphi(x_s, x_{-s})} K^*_s(z_s - x_s; t, x_s, x_{-s}) L_g(z_s - x_{-s})
\]
\[
\times \left[ \sum_{s' \neq s} \left\{ f_{s'}(z_{s'}) - f_{s'}(x_{s'}) \right\} t_{s'} \right] \psi(z, t) \varphi_{-s}(x_{-s}) dz dt dx_{-s} \{1 + o_p(1)\}.
\]

After the changes of variables \( z_{-s} = x_{-s} + g v_{-s} \) and \( z_s = x_s + hu \), we obtain

\[
P_{3n}(x_s) = \int \frac{w_{-s}(x_{-s})}{\varphi(x_s, x_{-s})} K^*_s(u; t, x_s, x_{-s}) L(v_{-s}) \left[ \sum_{s' \neq s} \left\{ f_{s'}(x_{s'}) + g_s v_{s'} - f_{s'}(x_{s'}) \right\} t_{s'} \right] \times \psi(x_s + hu, x_{-s} + g v_{-s}, t) \varphi_{-s}(x_{-s}) du dv_{-s} dt dx_{-s} \{1 + o_p(1)\}
\]
\[
= O_p(g_{\text{max}}^q)
\]
since \( L \) is of order \( q \) by the assumption A1. Thus, we have proved the lemma. \( \blacksquare \)

**Proof of Theorem 1.** By Lemma A.7 and the martingale central limit theorem of Liptser and Shirjaev (1980), \( \sqrt{n} h P_{3n}(x_s) \) for each \( x_s \in \text{supp}(w_s) \) is asymptotically normal with mean 0 and variance

\[
h \int \frac{w_{-s}^2(z_{-s})}{\varphi^2(x_s, z_{-s})} K^2_{s,h}(z_s - x_s; t, x_s, z_{-s}) \varphi^2_{-s}(z_{-s}) \sigma^2(z, t) \psi(z, t) dz dt \{1 + o(1)\}.
\]

After the change of variable \( z_s = x_s + hu \), this equals

\[
\int \frac{w_{-s}^2(z_{-s})}{\varphi^2(x_s, z_{-s})} K^2_s(u; t, x_s, z_{-s}) \varphi^2_{-s}(z_{-s}) \sigma^2(x_s + hu, z_{-s}, t) \times \psi(x_s + hu, z_{-s}, t) du dz_{-s} dt \{1 + o(1)\},
\]

\[
\text{16}
\]
the leading term of which equals
\[
\tau_s(x_s) = \int \frac{w_s^2(z_s)}{\varphi^2(x_s, z_s)} K_{s^2}(u; t, x_s, z_{-s}) \varphi_s^2(z_{-s}) \sigma_s^2(x_s, z_{-s}, t) \psi(x_s, z_{-s}, t) du dz_{-s} dt.
\]  
(A.15)

The theorem now follows immediately from Lemmas A.7, A.8, the conditions on the bandwidths as given in A6, and the fact that \( Q_{1n} = \eta_s + O_p(n^{-1/2}) \) where
\[
\eta_s = \int w_s(z_s) \varphi_s(z_{-s}) dz_{-s}.
\]  
(A.16)

Proof of Theorem 2. One first notes that (8) follows directly from (7), so we will only show the latter. Now, from Lemmas A.7, A.8, A.9 and the conditions on the bandwidths, we obtain
\[
\hat{f}_s(x_s) - f_s(x_s) = b_s(x_s) h^{p+1} + n^{-1} \eta_s^{-1} \sum_{j=1}^{n} p_{js}(x_s) \varepsilon_j + o_p(h^{p+1}).
\]  
(A.17)

Applying (A.17), one only needs to show that the two stochastic terms \( n^{-1} \sum_{j=1}^{n} p_{js}(x_s) \varepsilon_j \) and \( n^{-1} \sum_{j=1}^{n} p_{js'}(x_s) \varepsilon_j \) for \( s \neq s' \) have covariance of order \( o(n^{-1} h^{-1}) \). Noting that the \( \varepsilon_j \)’s are i.i.d. white noise and each \( \varepsilon_i \) is independent of the vectors \( (X_j, T_j), j = 1, \ldots, i \) for each \( i = 1, \ldots, n \), we need only to show that
\[
E \{ p_{js}(x_s) p_{js'}(x_{s'}) \} = o(h^{-1}).
\]  
(A.18)

By change of variables technique for \( X_s \) and \( X_{s'} \) which are contained in \( p_{js}(x_s) \) and \( p_{js'}(x_{s'}) \) respectively, one may show that the left hand side of (A.18) is actually \( O(1) \), which proves the theorem. □

Proof of Theorem 3. For this proof, we use (A.10) again. Under the hypothesis (9), \( P_{2n}(x_s) = R_{12}(x_s) = D_{s2}(x_s) = 0 \) and so
\[
Q_{1n} \left\{ \hat{f}_s(x_s) - \alpha \right\} = P_{1n}(x_s) + \sum_{l=1}^{c} R_{l1}(x_s) + D_{s1}(x_s) + P_{3n}(x_s) + \sum_{l=1}^{c} R_{l3}(x_s) + D_{s3}(x_s).
\]

Hence to study \( \sum_{k=1}^{n} \hat{f}_s(X_{ks})^2 w_s(X_{ks})/n \), we derive the asymptotics of such as \( \sum_{k=1}^{n} w_s(X_{ks}) P_{1n}^2(X_{ks})/n \). By the definition (A.11), the latter equals
\[
\sum_{k=1}^{n} w_s(X_{ks}) \left\{ \sum_{i,j}^{n} \frac{w_s(X_{i,s})}{\varphi(X_{ks}, X_{i,s})} K_{s,h} (X_{js} - X_{ks}, T_{j}, X_{ks}, X_{i,s}) \times L_g (X_{j,-s} - X_{i,-s}) \sigma (X_{j}, T_{j}) \varepsilon_j \right\}^2
\]
\[
= \sum_{i,j,k,l,m=1}^{n} \bar{g}_n (\xi_i, \xi_j, \xi_k, \xi_l, \xi_m),
\]
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where \( \xi_i = (\mathbf{X}_i, \mathbf{T}_i, Y_i) \) and

\[
\tilde{g}_n (\xi_i, \xi_j, \xi_k, \xi_l, \xi_m) = w_s(X_{ks}) \frac{w_s(X_{i,-s})}{\varphi(X_{ks}, X_{i,-s})} K^*_{s,h} (X_{js} - X_{ks}; \mathbf{T}_j, X_{ks}, X_{i,-s}) \\
\times L_g (X_{j,-s} - X_{i,-s}) \sigma(X_j, \mathbf{T}_j) \varepsilon_j \\
\times \frac{w_s(X_{l,-s})}{\varphi(X_{ks}, X_{l,-s})} K^*_{s,h} (X_{ms} - X_{ks}; \mathbf{T}_m, X_{ks}, X_{l,-s}) \\
\times L_g (X_{m,-s} - X_{l,-s}) \sigma(X_m, \mathbf{T}_m) \varepsilon_m.
\]

Next, we define

\[
g_n (\xi_i, \xi_j, \xi_k, \xi_l, \xi_m) = \frac{1}{5!} \sum_{(\xi', \xi'', \xi''', \xi''''')} \tilde{g}_n (\xi_{\xi'}, \xi_{\xi''}, \xi_{\xi'''}, \xi_{\xi''''})
\]

where the sum is over all possible permutations of \( i, j, k, l, m \). Then \( \sum_{k=1}^n w_s(X_{ks}) P^2_{1n}(X_{ks})/n \) is expressed as a V statistic

\[
n^{-5} \sum_{i,j,k,l,m=1}^n g_n (\xi_i, \xi_j, \xi_k, \xi_l, \xi_m).
\]

It is easy to see that \( g_{n,0} = 0, g_{n,1} = 0 \), and

\[
g_{n,2} (\xi_j, \xi_m) = \sigma(\mathbf{X}_j, \mathbf{T}_j) \sigma(\mathbf{X}_m, \mathbf{T}_m) \varepsilon_j \varepsilon_m \int w_s(x_{ks}) \frac{w_s(x_{i,-s})}{\varphi(x_{ks}, x_{i,-s})} \frac{w_s(x_{l,-s})}{\varphi(x_{ks}, x_{l,-s})} \\
\times K^*_{s,h} (X_{js} - x_{ks}; \mathbf{T}_j, x_{ks}, x_{i,-s}) L_g (X_{j,-s} - x_{i,-s}) \\
\times K^*_{s,h} (X_{ms} - x_{ks}; \mathbf{T}_m, x_{ks}, x_{l,-s}) L_g (X_{m,-s} - x_{l,-s}) \\
\times \psi(x_i, t_i) \psi(x_k, t_k) dx_idx_k dt_idt_k.
\]

By changes of variables

\[
X_{j,-s} - x_{i,-s} = \mathbf{u}_{i,-s}, X_{m,-s} - x_{i,-s} = \mathbf{u}_{i,-s}, X_{js} - x_{ks} = hu_{ks},
\]

\( g_{n,2} (\xi_j, \xi_m) \) becomes

\[
\sigma(\mathbf{X}_j, \mathbf{T}_j) \sigma(\mathbf{X}_m, \mathbf{T}_m) \varepsilon_j \varepsilon_m \int \frac{w_s(X_{js} - hu_{ks}) w_s(X_{j,-s} - \mathbf{u}_{i,-s}) w_s(X_{m,-s} - \mathbf{u}_{i,-s})}{\varphi(X_{js} - hu_{ks}, X_{j,-s} - \mathbf{u}_{i,-s}) \varphi(X_{js} - hu_{ks}, X_{m,-s} - \mathbf{u}_{i,-s})} \\
\times K^*_{s,h} (\mathbf{u}_{ks}; \mathbf{T}_j, X_{js} - hu_{ks}, X_{j,-s} - \mathbf{u}_{i,-s}) L(\mathbf{u}_{i,-s}) L(\mathbf{u}_{i,-s}) \\
\times K^*_{s,h} (X_{ms} - X_{js} + hu_{ks}; \mathbf{T}_m, X_{js} - hu_{ks}, X_{m,-s} - \mathbf{u}_{i,-s}) \\
\times \psi(x_{is}, X_{j,-s} - \mathbf{u}_{i,-s}, t_i) \psi(x_{is}, X_{m,-s} - \mathbf{u}_{i,-s}, t_k) dx_{is}du_{i,-s}du_{k,-s}dx_k dt_idt_k.
\]

By applying the martingale central limit theorem, one may show that the off-diagonal sum \( 2 \ n^{-2} \sum_{1 \leq j < m \leq n} g_{n,2} (\xi_j, \xi_m) \) is asymptotically normal with mean 0 and asymptotic variance given by

\[
\frac{2}{n^2} \int \left\{ \sigma(x_j, t_j) \sigma(x_m, t_m) \int \frac{w_s(x_{js}) w_s(x_{j,-s}) w_s(x_{m,-s})}{\varphi(x_{js}, x_{j,-s}) \varphi(x_{js}, x_{m,-s})} \\
\right. \\
\left. \times K^*_{s,h} (x_{js} - x_{ks}; \mathbf{T}_j, x_{ks}, x_{j,-s}) L(\mathbf{u}_{i,-s}) L(\mathbf{u}_{i,-s}) \\
\times K^*_{s,h} (x_{ms} - x_{js} + x_{ks}; \mathbf{T}_m, x_{js} - x_{ks}, x_{m,-s} - \mathbf{u}_{i,-s}) \\
\times \psi(x_{is}, x_{j,-s} - \mathbf{u}_{i,-s}, t_i) \psi(x_{is}, x_{m,-s} - \mathbf{u}_{i,-s}, t_k) dx_{is}du_{i,-s}du_{k,-s}dx_k dt_idt_k.
\]
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\[\times K_s^* \left( u_{ks}; t_j, x_{js}, x_{j, s} \right) K_{s,h}^* \left( x_{ms} - x_{js} + hu_{ks}; t_m, x_{js}, x_{m, s} \right) \]

\[\times L \left( u_{i,s} \right) L \left( u_{i,s} \right) \psi \left( x_{i,s}, x_{j, s}, t_i \right) \psi \left( x_{i,s}, x_{m, s}, t_i \right) \psi \left( x_{j, s}, x_{k, s}, t_k \right) \]

\[\times d x_i d u_{i,s} d x_{i,s} d u_{k_s} d x_{k,s} d t_i d t_i d t_k \right) \psi \left( x_{j, s}, t_j \right) \psi \left( x_{m, s}, t_m \right) \]

\[\times d x_j d x_m d t_j d t_m \left\{ 1 + O \left( h^{p+1} + g^q \right) \right\} \]

\[= 2 \left\{ 1 + O \left( h^{p+1} + g^q \right) \right\} \frac{1}{n^2} \int \left\{ \sigma \left( x_{j}, t_j \right) \sigma \left( x_{ms}, t_m \right) w \left( x_{js} \right) w \left( x_{j, s} \right) w \left( x_{m, s} \right) \right\} \psi \left( x_{j, s} \right) \psi \left( x_{m, s} \right) \psi \left( x_{js} \right) \]

\[\times d x_j d x_m d t_j d t_m \left\{ 1 + O \left( h^{p+1} + g^q \right) \right\} \]
where \( v_\delta \) is given by

\[
v_\delta = \int \frac{w_\delta(x_\delta)w_\delta(x_\delta)}{\eta^2_\delta \varphi^2(x)} K^{-2}_{\delta}(u; t, \mathbf{x}) \varphi^2_{\delta}(x_\delta) \sigma^2(x, t) \psi(x, t) \varphi_{\delta}(x_\delta) d\mathbf{u} dt.
\]  

(A.20)

The asymptotic variance of \( n^{-2} \sum_{1 \leq j \leq n}^n g_{n,2} (\xi_j, \xi_j) \) is likewise calculated, and may be shown to be of order \( n^{-3} h^{-2} \). Therefore, we establish

\[
n \sqrt{h} \left\{ n^{-2} \sum_{j, m=1}^n g_{n,2}(\xi_j, \xi_m) - \frac{\eta^2_\delta}{nh} v_\delta \right\} \rightarrow N \left( 0, \eta^4_\delta \gamma^2_\delta \right).
\]

(A.21)

Application of Lemma A.1 reveals that \( n^{-c} \sum_{j_1, \ldots, j_c=1}^n g_{n,c} (\xi_{j_1}, \ldots, \xi_{j_c}) = o \left( n^{-1} \sqrt{h^{-1}} \right) \) for \( c = 3, 4, 5 \). Using Lemma A.1 again, now to terms such as \( \sum_{k=1}^n w_s(X_{ks}) P_{3n}(X_{ks})/n \), \( \sum_{k=1}^n w_s(X_{ks}) R_{k1}^2(X_{ks})/n \), and \( \sum_{k=1}^n w_s(X_{ks}) R_{k2}^2(X_{ks})/n \), one may show that they are all of order \( o \left( n^{-1} \sqrt{h^{-1}} \right) \) as well. Meanwhile, \( \sum_{k=1}^n w_s(X_{ks}) D_{s1}^2(X_{ks})/n \) and \( \sum_{k=1}^n w_s(X_{ks}) D_{s3}^2(X_{ks})/n \) are both of order \( o \left( h^{2\nu+4} \right) = o \left( n^{-1} \sqrt{h^{-1}} \right) \) according to Lemma A.4. Similar arguments establish that \( \left\{ \sum_{i=1}^n \hat{f}_s(X_{is}) w_s(X_{is}) \right\}^2 = o \left( n^{-1} \sqrt{h^{-1}} \right) \). Hence,

\[
V_{ns} = Q_{1n}^{-2} \sum_{k=1}^n P_{1n}^2(X_{ks}) w_s(X_{ks})/n + o \left( n^{-1} \sqrt{h^{-1}} \right).
\]

This completes the proof of Theorem 3. ■
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Figure 1: Marginal integration estimates of varying coefficient functions for the West German real GNP quarterly data from 1960:1 to 1990:4. The model is $Y_t = f_1(Y_{t-2})Y_{t-1} + f_2(Y_{t-4})Y_{t-3} + \sigma \varepsilon_t$, in which the time series $Y_t$ consists of de-seasonalized first differences of the logarithm GNP. The response variable is $Y = Y_t$, while the predictors are $X_1 = Y_{t-2}$, $X_2 = Y_{t-4}$, $T_1 = Y_{t-1}$ and $T_2 = Y_{t-3}$. Solid curves are function estimates while the dotted curves are point-wise 95% confidence bands. The horizontal lines represent the means of the coefficient functions over the compact ranges.
Figure 2: Plots of the West German real GNP quarterly data from 1960:1 to 1990:4: (a) the logarithm of GNP (b) the first difference of the logarithm GNP.
Figure 3: Autocorrelation functions over 30 lags of: (a) the absolute values and (b) the squares, of the standardized residuals $\hat{\varepsilon}_t$ for fitted model $Y_t = f_1(Y_{t-2}) Y_{t-1} + f_2(Y_{t-4}) Y_{t-3} + \sigma \varepsilon_t$, in which the time series $Y_t$ consists of de-seasonalized first differences of the logarithm West German real GNP quarterly data from 1960:1 to 1990:4. The solid horizontal lines at levels $\pm 2 \times n^{-1/2}$, represent the 95.44% confidence bands of the autocorrelation functions.
Figure 4: Prediction for the West German real GNP quarterly data from 1960:1 to 1990:4 based on marginal integration fit of varying coefficient model $Y_t = f_1(Y_{t-2}) Y_{t-1} + f_2(Y_{t-4}) Y_{t-3} + \sigma \xi_t$. The time series $Y_t$ consists of de-seasonalized first differences of the log-arithm GNP. The response variable is $Y = Y_1$, while the predictors are $X_1 = Y_{t-2}$, $X_2 = Y_{t-4}$, $T_1 = Y_{t-1}$ and $T_2 = Y_{t-3}$. Solid curve consists of predicted values $\hat{Y}_t$ given by (14) while the dotted curve consists of the observed values $Y_t$. 
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