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Unobservable Effectsin Structural Models of Business Perfor mance

Abstract

Critiques of the amncept of key successfactors have raised objections bath conceptually and
methoddogicaly. From the latter perspedive, common research pradice is criticized for ne-
gleding the influence of firm-spedfic, unotservable variables (e.g., management skill s). To
cortrol for these dfects a structural equation approach (“LISREL”) to the analysis of panel
datais proposed. In an empirica study based onthe PIMS annual data base the influence of
unolservables on the dired and indirect effects of product quality on profitability is exam-
ined. It is hown, how a step by step extension of a basic simultaneous equation model sheds
some light on the role unotservable variables play. Even after controlling for persistent un-
observable effeds product quality and market share remain significant determinants of prof-
itability.

1. Introduction

Reseach in strategic management mainly focuses on explaining performance differences between
companies. Slightly exaggerated, the essence of strategy research has even been characterized as
the “hunt for successfadors’ (Ghemawat, 1991, p. 3 The normative implicaions of this research
are, that firms $oud pusue strategies which leal to the development or acquisition d those re-
sources or competencies identified as key successfadors in the firm's environment. Various man-
agement prescriptions formulated by consultants and academics alike ae related to strategies based
for example on market share, quality management, customer satisfadion a market orientation as
basic determinants of business siccess

Although key successfadors can be identified in a deductive way (Sousa de Vasconcellos e Sa and
Hambrick, 1989 or by doing case studies (e.g., Peters and Waterman, 1983, typicaly large-scde,
multi-industry samples are examined in a aosssediona style (e.g., Capon, Farley, and Hoenig,
1990. The PIMS program (Buzzell and Gale, 1987 and its vast amourt of subsequent studies are
exemplary for this type of reseach. In genera, grea correspondence eists between empiricd re-
seach in the dasgcd industrial organisation (10) tradition and strategy-oriented business sudies.
The latter have not only borrowed from the methoddogicd toobox developed in 10 research, also
their basic design foll ows closdly its dructure-conduct-performance paradigm. But, whereas class-



cd 10 mainly concentrated onthe structure comporent (conduct was only implicit), businessori-
ented studies naturally are more interested in strategic adions and their performance implicaions
(Porter, 1981).

However, the gproach to base the development of firm strategies on empiricdly identified key
successfadors has received bah conceptual and methoddogica criticism (Rumelt, Schendel, and
Teece, 1991 Ghemawat, 1991 Camerer and Fahey, 1988 Jambson, 1992. Some groups of man-
agement reseachers and econamists even totally dismissthe ideaof key successfactors. Assuming
that “no generd rule for riches’” (Rumelt, Schendel, and Teece 1991, p. 1) - arule which follows
from the equili brium assumption routinely invoked by econamic theory - exists, these researchers
doult that firms can gain supranorma profits by following prescriptions widely known among
competing firms. If firms do nd face difficulties to implement such strategies than nane of them
shoud gain a sustainable mmpetitive advantage - any above aserage return would be competed
away immediately (Barney, 1989.

The “no general rule for riches’ appears as a wmpelling argument against the concept of success
faadors. So far, this positionisto a large extent unchallenged and the grea magjority of researchers
Investigating strategy-performance rel ationships even tends to ignore this critique. Only a few aca
demics have made dforts towards a rebuttal. Boulding and Stadin (1993, 199% develop a concep-
tual framework which helpsto determine the condtions under which genera strategic prescriptions
(e.g., gaining market share, R&D expenditures) allow firms to sustain supranormal returns. Other
researchers like Grunert and Ellegaad (1993 suppase that key successfadors are sufficiently sta-
ble a least for a medium-range period of time. They regard the concretenessof a key successfador
in terms of the adions necessary to develop the required resources as a mgor determinant of the
time-span by which this fador is able to explain performance differences. In a similar way
Mosakowski (1998 argues that the cnnedion between manageria prescriptions and firm per-
formance is not deterministic but to a cetain extent stochastic. Propased key successfactorsin the
first place onvey information d a “know what” but not of a “know how” type. Strategic dedsions
and their implementations based onthe same general prescriptions might therefore lead to dfferent
firm-spedfic resources and competencies and thus to dfferent performance levels. Although “rules
for riches” at best are transitory, general “rules of chances for riches” (Mosakowski, 1998, p. 117%)
may persist over time. From that point of view, research on key successfadors can suppat compa
nies in improving their businessperformance

The e@namic concept of equili brium also raises questions abou the interpretation d relationships
between certain strategic actions and businessperformance reveded in empiricd studies (Camerer,
1985 Wendley, 1983. Driving this concept to the extreme, if firms base their decisions on rational
expedations (Muth, 196) incorporating al relevant econamic knowledge including even the per-
formance implicaions of the strategy under study, than al i nvestments into the required resources



shoud be properly priced. In this case, no paitive dfeds of, for example, advertising expenditures
or market share gains on pofits sroud emerge in a crredly spedfied model. If one nevertheless
finds a positive dfect, two basic interpretations are possble. First, ore might dismissthe equili b-
rium assumption and might instead assume that indeed novel knowledge on key successfadors has
been reveded, a perspedive which most researchers engaged in strategy-performance studies
would agreewith (e.g., Biggadike, 1979. Second, if one is reluctant to suppacse that the decision
makers were ignorant abou the managerial prescription, the question rises what else might be re-
sporsible for the performance differences. Here, many possble caises have been pu forward, for
example superior management quality, private information, a privil eged resource paosition a ssmply
“luck” (e.g., Rumelt, Schendel, and Teece, 19921 Jambson, 1992. Because these phenomena aeto
alarge extent difficult to measure or even unolservable they have been widely negleded in empiri-
cd studies(e.g., Buzzell and Gale, 1987).

In the end, the degree to which decision makers understand the “true” causes of successin their
business environment remains largely an empirical question (Rumelt, Schendel and Teeae, 199]).
This leas to the mnclusion that especialy thase phenomena which are unolservable, like private
information a firm spedfic “invisible as<%ts’ (Itami and Roehl, 1987 have to be taken into ac
count when the eff ect of observed strategic factorsis estimated (Jacobson, 1990, 199

Fundamental to the issue of controlling for unobservables in empirical studiesisthe gplicaion o
an appropriate methoddogy. Different methods have been proposed which in genera have pro-
duced dfferent results using the same data (Rumelt and Wensley, 198Q Jacbson and Aaker, 1985
Jambson, 1988,Jambson, 1990 Boulding, 1990 Boulding and Stadin, 1990, 1993 Ailawadi,
Farris, and Parry, 199). The substantial interpretations therefore ae to a large extent method-de-
pendent. A related problem concerns the distinction between short-term and long-term effeds of
strategic success factors. For example, the main intension d the PIMS architects has been to ex-
plain “strategic”, typically long-run performance differences between strategic businessunits oper-
ating in dfferent industries (Buzzell and Gale, 1987 Buzzell this iswe, see &so Ailawadi, Farris,
and Parry, 1993. In contrast, the anpiricd studies cited above make use of the panel character of
the PIMS annual data base to control for the influence of unolservable variables, bu thereby ex-
plain rather short-term changes of businessperformance (e.g., Buzzell and Gae, 1987 Buzzell, this
isae).

From a manageria perspective, ancther problem is that unolservable variables have been sub-
sumed under rather broad caegories like “management quality” or “luck”, which is of no particular
help for management when it comes to strategy development. Management research in generd is
interested in manageria and olservable impact factors. As such, for decades a theoretical basis
using concepts from the 10-approach seamed most appropriate to guide management dedsions.



However, the debate dou unolservable influences also led to the alopion d new paradigms in
strategy reseach.

In the last decade, strategic management has sen the rapid dffusion d the resource-based view of
the firm (Wernerfelt, 1984. Based on the fundamental assumption that firms differ (at least to
some extent) in their resource endowvments, strict advocaes of this theory regard firm-specific re-
sources and competencies as the fundamental causes of sustained competitive alvantage (e.g.,
Barney, 1991 Grant, 19921 Peteraf, 1993, Teece, Pisano and Shuen, 1997. Because not every re-
source is drategically relevant, general characteristics have been developed which quelify a re-
source (or ateam of resources) as the basis for competitive alvantage (e.g., Barney, 1991 Peteraf,
1993. Such resources fioud be valuable and rare and nd easily be transferred, imitated or substi-
tuted.

If we acept this perspedive, the resource-based view offers a rich theoreticd fourdation for the
explanation d - in genera unolservable - firm spedfic fadors of success As such the gproac
can be seen as an dternative or at least as a supdement to the dasscd, 10 based approaches to
explain successeven if an important problem until now isinsufficiently solved: The resource-based
view ladks valid operationali zations of most of its basic concepts (e.g., competencies). Efforts to
measure these variables might even destroy their cgpability to give firms a competitive alvantage
(Godfrey and Hill, 1995. In fad, the problems identified with the eanpiricd seach for observed
causes of performance diff erences also apply to many crosssectional resource-based studies (Priem
and Butler 2001, Rouse and Déllenbadh, 1999.

To sum up the discusson, a methoddogy is required which at least controls for unolservable d-
feds, estimates the impad of controllable and managedale inpu variables and takes into aceount
strategic planning purposes (Jaabson, 1990. Here the paper offers a methoddogy based on a
structural equation approach to the estimation d ecnametric panel models. We dso take into ac
count the objedions mentioned above regarding previous methods for controlling unolservables.
The gproad starts with a aosssectional model for poded data, which reflects the long-term
character of strategic variables. This model is extended stepwise to control for unolservable vari-
ables which can be distinguished according to their behaviour over time. To show the caabiliti es
of this methoddogy, a simultaneous equation model of four variables is edfied using key hy-
patheses on the impad of product quality on profitability from the PIMS research (see Philli ps,
Chang, and Buzzdll, 1983 Jambson, 1988 Hil debrandt and Annadker, 19969.

The remaining parts of the paper are organized as follows. First, we provide a brief state of the art
and assesamnent of different methods to control for unolservable variables in business performance
models. Seamnd, we propase astructural equation approad to poded time-series crosssectional
datain order to control for unolservable variables. With help of a ancrete model of the impact of



product quality on profitabili ty it will be shown, how different types of unolservables can be taken
into acount by gradualy extending a simple baseline model. Third, the methoddogy is applied to
three samples from the PIM S data base, where the specified models are estimated using LISREL.
Fourth, we will discussthe implications of our study.

2. Methodsto control for unobservable variables

In order to control the influence of unolservable variables on the observed relationships between
proposed key drivers of successand measures of firm performance, different methods can be used.
An obvious approach would be to operationali ze seleded unolservable variables (e.g., market ori-
entation) in terms of multiple observed indicaors (e.g., Jaworski and Kohli, 1993 Narver and
Slater, 1990 and to use regresson models or structural equation models with latent variables (e.g.,
Bollen, 1989 to estimate their impact on the diredly observed variables in the model. However,
besides the difficulties to measure complex firm-spedfic unolservables like corporate ailture or
core competencies, for pragmatic reasons this approach is restricted to orly a few variables. Alter-
natively, data eavelopment anaysis (Charnes, Cooper, and Rhodes, 197) can be deployed to ob>
tain proxy variables for managerial efficiency in dfferent functional areas (see for example Murthi,
Srinivasan, and Kalyanaram, 19%). It still remains an open question to what extent this method
captures al relevant invisible as<ts.

A more mmprehensive goproach rests on the availability of panel data and hes already been ap-
plied in previous gsudies anayzing business performance (e.g., Jambson, 1990 Boulding and
Stadin, 1990, 1993, 199%Ailawadi, Farris, and Parry, 1999. The large number of unolserved as
well astruly unolservable variables (Grili ches, 1974 which padentially are correlated with bah the
observed strategic factors and firm performance is classfied according to the temporal characteris-

tics of their influence. Customarily, three types of variables are distinguished and represented by a
spedfic component of an additive aror term u, :

U, =l +pU;, T . (1)

(1) Firm-spedfic variables which have astable dfect over the period o analysis, for example cr-
porate allture or management quality, are taken into acoourt by the time-invariant variable ;. (2)

Other variables whase influenceis likewise persistent but disspating over time (e.g., product inno-
vations or tedndogica know how), are captured by the term pu, ., if afirst-order autoregressve
(AR1) process as the most parsimonious representation is suppcsed. (3) Finaly, temporary sto-

chastic shocks (e.g., “luck”) whose dfeds last only one period (e.g., one yea) are modelled by the
serially uncorrelated stochastic disturbance ¢, .



To control simultaneously for the different types of unolservable dfeds, for example in alinea,
single-equation regresson

Yit = B'%it +Uit 2

where xi; is a (K x 1) vedor of exogenows variables and 3 a (K x 1) vedor of regresson
parameters, the following procedure (Boulding and Stadin, 1993 has been proposed. First, a p -

transformation followed by taking first differences eliminates both the serially correlated effeds
pu; ., and the time-invariant variables L. Let Ax, =X, —X,,, this leals to the following

autoregressve distributed lag (ARDL) model:

Ay, = PBY; . + BiDX + BAX , +Ag, ©)

where the first-order autocorrelation model imposes the restriction 8, = —pf,. Seond, to control
for a possble mntemporaneous correlation ketween the moving-average aror term Ag, and the

explanatory variables, values lagged at least two periods (levels or differences) can be used as in-
strumentsin a2SLS estimation d equation (3).

Although formally the described approac represents a valid method to control for unolservable
variables, it shoud be pointed ou, that the required transformations fundamentally alter the model
and itsintepretation. As can be seen from equation (3), year-to-year changes of strategic factors are
related to year-to-year changesin performance (e.g., ROI). If one asumes that long-term and short-
term effeds differ, this means that by using diff erence data only short-term effects of strategic fac
tors are examined. Only in this context stochastic dfects might play an important role in the rela-
tionships between key factors of success and firm performance If the reseacher is instead con
cerned with the strategic and therefore long-term implicaions of key success fadors, temporary
stochastic shocks might be negleded. From this perspedive it seems justified to focus on the @mn-
trol of time-invariant and serialy correlated unolservable dfeds.

Meawhile alarge body of econametric literature (e.g., Hsiao, 1986 Baltagi, 1995 exists to help
researchers in spedfying panel models and major statisticd software padkages (e.g., SAS) provide
spedal procedures for the estimation o such models. Alternatively, a structural equation approach
(“LISREL™), whase goplication in econametric panel studies has already been propacsed in the late
seventies (Joreskog, 197), can be used. This approach, havever, has largely been ignored in eco-
nomics and business research (for an exception see Lillard and Willis, 1978 Hildebrandt and
Annader, 1996 dthough it offers much greaer flexibility in the specificaion d panel models,
including the integration d measurement models. We will now present how LISREL (Joreskog and
Sorbom, 1996 can be specified to control for the biasing influence of different types of unobserved
variablesin astructural equation model.



3. TheConceptual Model and Extensions Controlling for Unobservables
3.1 Baseline M odel

In order to assessthe impad of unolservable or smply unolserved variables on the relationships
between percelved product quality, profitability and the intervening variables market share and
dired cost we start with a baseline model (BM) in which their influence is completely ignored. In
this crosssedional model return oninvestment (ROI) is gedfied as a function d the strategic
variables product quality (QUA) and market share (MS) as well as relative direct cost (COST).
Dired cost are determined by product quality and also by market share, which in turn is driven by
product quality. For this smultaneous equation model we asume that the disturbances are uncor-
related bah over time and acrossequations (note that speafying free @ntemporaneous correlations
between the disturbances would make the model underidentified):

ROy = B1COST; + BoMS; + y1QUA; + £yt
COST; = B3MS; +yQUA; +eg;, (4)
MS;; = y3QUA; +&3;,

where
(b? if g=g,i=it=t,
Ele .e....]= %
(g" g”) BO else.

To control for the persistent effeds attributable to unolservables, this baseline model is gradually
extended by incorporating dfferent error componrents.

3.2 Model Extensions
3.2.1 Controlling for time-invariant effects

As afirst step, we exclusively control for unolserved persistent characteristics of the SBUs hy-
pothesized to be invariant over time (e.g., management quality or customer-oriented culture). Al-
though ore might exped that product quality is correlated with these individual effects we start
with a randam effeds model (RE) under the assumption d no such correlation. The randam indi-
vidua effects p,; for each equation g (g =1...3) are represented in the LISREL model by addi-

tional latent variables for which nomeasurement relations exist (seeJoreskog, 197§. In contrast to

the time-varying disturbances ¢, we assume that these effects are crrelated with ead ather.



Asiswell known from the panel data literature, the consistency of the model parameters in the RE
model hinges onthe validity of the assumption that the exogenous variables are indeed uncorrelated
with the individual effeds. If the latter is nat the case, a fixed-effeds gedfication is typicaly
choosen (e.g., Hsiao, 1986§. A conwvenient way followed predominantly in previous sudies on
business performance is to eliminate these persistent effeds by taking first differences of the data
(e.g., Boulding and Staelin, 1990 Ailawadi, Farris, and Parry, 1999. As an dternative spedfica
tion which controls for a possble @rrelation ketween individual effects and exogenous variables
we propose amodified randam effeds model, heredter referred to as the RECEV (randam effeds

correlated with exogenous variables) model. Following Mundak (1978, we assume that the cond-
tiona expedation d the randam effeds E(/xgi|xn) can be gproximated by alinea reduced form:

T
,ugi = tZ nlgt Xit +wgi’ (5)

where w;; ~ N(O,a;g ) Augmenting the RE mode! by the reduced form equations for the individ-

ual effeds, this mode can be written as foll ows:

ROI, = B,COST + B,MS, +y,QUA, + L, +&y,
COST, = B;MS; +y,QUA, + i, +&5,
MS, =Vy,QUA, + iy + &5,

T
Hy = Z T, QUA +wy,
t=

(6)
My = iT[ZtQUAl T Wy,

T
Uy = Z m, QUA, +wy,
=

i=1..,N, t=1..T,

[b'(ig if g:g',i:i' wZ if g_g.i_i,t_tI
E(wgiwg'i'): Do, if g#d.i=i, E(ggitgg'i't'): 0o ' ' '

Og 0o else.

00 else

The RECEV modd has svera advantages over the first difference (FD) model. In contrast to the
FD model time-invariant observed variables can be included. In addition, the model all ows a flexi-
ble spedfication d correlations between the individual effeds and seleded exogenous variables.
Because the RE model is nested in the RECEV model, hypatheses about correlations between the
individual effeds and all or spedfic exogenous variables can be eaily tested by x?° difference

tests. To test these hypotheses for the FD model the Hausman test has to be used, which relies on

9



the differences in the parameter estimates between the randam and the fixed effeds gedficaion
(Hausman, 197§.

3.2.2 Controlling for autor egressive effects

As afurther extension, we asume that besides the time-invariant individual effeds rially corre-

lated unolserved variables are present and correlated with the explanatory variables. The latter ef-
feds can be diminated by p -differencing the data (e.g., Boulding and Stadin, 1993,1999. This

leads to the following autoregressve distributed lag (ARDL) spedficaion d the simultaneous
eguation model:

ROI, = leOIm_1 + B,COST, + ,BZCOS'[t_l + B,MS, + ,13’4MS|’1_l +y,QUA,
+y,QUA , + Ly + i,
COST, = p,COST, + B:MS, + ,BGMSM_1 +y,QUA, +y,QUA  + /,lfi +Ey,
MS, = p;MS ., +VsQUA, +y,QUA , + Ly + &5, (7)

.

/11Di =m,ROl;, +m,COST, +m;MS, + Z 1, QUA, +w;,
=
N

/-12Di =1;ROl,; +m,COST, + ;,MS, + Z e QUA, +w,,
t=

T
Hs'Di =m,ROl,; +m,COST, +m;MS; + Z M, QUA, +wy,
=

where 1 :(1—pg)ugi, and

E(wgiwg'i'):[p-wv if g;tg"i:i" E(‘ggit‘c:g'i't'):D'sg ’ ' '
Og 0o else.
DO else

The serid correlation hypothesis imposes nortlinear restrictions on the efficients for the lagged
explanatory variables (e.g., B, =-p,0, or ¥y, =—p,y,), Sinceit is asumed that the explanatory
variables only have a airrent effed on the dependent variables. The autoregressve dfects of the
lagged dependent variables in eat equation therefore exclusively reflect the influence of serially
correlated unolserved variables which influence business performance and passbly also the ex-
planatory variables. Because the autocorrelation model with individual effeds (heredter noted as
AR1-RECEV) is nested in the unrestricted ARDL model (7), x? difference tests (likelihood ratio

tests) can be used to examine if the non-linea restrictions of this model hald.

10



A riva hypaothesis gates that the explanatory variables influence unolserved variables, for example
“goodwill”, which in turn affed the dependent variables, for example profitability. In this gate de-
pendence model the indired, lagged influence of strategic fadors like product quality via some
unolserved state variables is reflected in the autoregresson coefficient of the lagged dependent
variable, which isin sharp contrast to its interpretation in the autocorrelation model. This givesrise
to the restriction that the wefficient for the lagged explanatory variable is zero in the ARDL model
(7) (for adiscusson d bath the seria correlation and the state dependence model see Jaabson,
199Q Ailawadi, Farris, and Parry, 1993.

4. Empirical Study
4.1 Data

The performance of the LISREL approach to control for unolservables is demonstrated in an em-
piricd analysis based onthe PIMS SPIYR annual database. Data for those strategic businessunits
(SBU) have been sampled which at least provide information for six conseautive years. This results
in apoded sample of 1141 SBU. In arder to control for differences which can be dtributed to the
industry type astrategic businessunit belongs to, we analyse the foll owing three samples (service
and dstribution businesses are excluded from the analysis because of small sample size):

» (other) indwstrial goods (N = 608)
e capital goods (N =187)
e consumer goods (N =311)

The sample “other industrial goods” consists of business units which manufacture raw and semi-
finished materials, comporents, and industrial suppies.

4.2 Analysis
4.2.1 Basdline model

The maximum likelihood method implemented in LISREL 8 (Jéreskog and Sorbom, 1999 has
been used to estimate the model parameters. Starting with the aosssectional baseline model (4),
the overal fit measures (see Table 1) show that the fit to the annual datain the different sasmplesis
extremely bad (in addtion to the highly significant x?* statistic the fit index RMSEA is
considerably above the aut-off value of .05 (Browne and Cudeck, 1993 Hu and Bentler, 1999 and
bath CFl and TLI are far below the threshold value of .95 (Hu and Bentler, 199B); for an overview
of the interpretation d fit indices in structural equation modelling see for example Bagozzi and
Baumgartner, 1999. Strictly speaking, this renders any interpretation d the model parameters

11



meaningless For comparisons with subsequent models controlling for unolservable variables we
will nevertheless fiortly discussthe estimated effects of product quality. In all samples the direct
effect of product quality on market share is positive. Since market share increases ROI both dredly
andindirealy (viareducing relative direct cost) the pasitive direct impad of quality on profitabili ty
Is further increased by this indirect effed. The positive effect is partly off set by higher direct cost
acompanying higher product quality for SBUs operating in the caital goods industry. Overall,
these findings closely mirror the results of preceding crosssedional studies on hav quality
influences profitabili ty (e.g., Philli ps, Chang, and Buzzell, 1983.

Parameter Industrial Capital Consumer
Goods Goods Goods
Y rol.qua 239%** 097*** .084***
(.015 (.023 (.020
Y us.qua 231 %xx 1 35%** 217
(.010 (.019 (.013
YcosToua .001 .030*** .006
(.005 (.008 (.006
Broius 274+ 21 2% A9 rrx
(.029 (.037) (.033
Bcostus -.052%** -.116%*** -.075%**
(.008 (.013 (.009
Broicost - 401 *** -.632%** -.532%x*
(.052 (.089 (.08))
Fit
Measures
X (Zd 0 19,31%7) 5,538 10,1377
RMSEA .333 .320 .336
Prusea .000 .000 .000
CFI .290 312 .300
NFI .287 .302 .295
RMR® 311 331 .332
Standard errors arein parentheses;
***pn<.0L **p<.05

Table 1: Parameter estimates and fit measures for the baseline model BM

4.2.2 Controlling for time-invariant effects

As afirst step in investigating the role unobservable/unolserved variables play in the relationships
between the observed variables in ouw model we ontrol for time-invariant effeds. Because we
would like to test the assumption that percaved product quality is correlated with these unolserved

effects, we first estimate arandam-effeds model RE under the assumption that the individual ef-
feds Ugo s Hys and U-osr are orrelated with eadh ather but not with quality.
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Compared to the baseline model the overal fit (see Table 2) has considerably improved, a dear
indicaion that unolserved individual effeds exist. Nevertheless the fit measures indicae that the
model is dill clealy rgeded by the data.

Parameter Industrial Capital Consumer
Goods Goods Goods
Y rol.qua 162+ .060** .094*x*
(.020 (.030 (.026
Y us.qua .069*** .088*** .055***
(.006 (.01) (.007)
YcosToua -.023%** -.001 -.036***
(.009 (.007 (.006
Broius AT2%r* 528*** .638***
(.079 (.110 (.103
Bcostus -.031*** -.005 -.046**
(.012 (.023 (.020
Broicost - 425%** -.681*** - 873
(.108 (.155 (.128
Fit
Measures
X (Zd 0 4,44962) 1,465264) 2,197264)
RMSEA .169 161 .166
Prusea .000 .000 .000
CFI .844 .843 .863
NFI .836 .815 .847
RMR® 113 .069 117
Standard errors arein parentheses;
*** n<.0] **p<.05

Table 2: Parameter estimates and fit measures for the RE model

To control for a possble correlation between product quality and the time-invariant unolserved
effects we estimated two different spedficaions — the RECEV and the FD model. Although some
of the fit indices for these models (see Table 3) reach levels indicaing at least a moderate fit
(RMSEA for the FD model and RMR® for the RECEV moddl), overall these static models again
do nd sean to provide an adequate representation d the system under study.

To test whether time-invariant effeds smultaneously influence both product quality and the en-
dogenous variables in the model, we performed several x? difference tests (see Table 4). An over-
al test results from a comparison ketween the RE and the RECEV modd. Restricting all parame-
ters of the reduced form equations for the individual effeds in the RECEV model to zero leadsto a
significant dropin fit for industrial and consumer goods. Whereas product quality seans to be @r-
related with the persistent effeds in these industries, this does nat hald true for cepital goods. Be-
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sides an owerdl test, each passble wrrelation between quality and the different time-invariant ef-
feds has been tested individually by restricting the RECEV model appropriately. With ore excep-
tion product quality is correlated with the unolserved effeds in the industry and consumer goods
samples (quality is not related to u,, for consumer goods). A completely different picture
emerges for capital goods. Surprisingly, quality is nat correlated with any of the individual eff ects
in this type of business

Industrial Capita Consumer
Goods Goods Goods
Parameter RECEV FD RECEV FD RECEV FD
Y rol.qua 108**  102*** | 051 .024 A16**  089**
(.026 (.03) (.038 (.045H (.032 (.038
Vs qua 057%x  027** | .084**  Q72%* | .046***  032***
(.007) (.007) (.01) (.013 (.008 (.008
Ycostoua -.026***  -021*** | -.005 -.003 -.046*** - 043***
(.009 (.005 (.008 (.008 (.006 (.007)
Broivs A66***  59Q*** | 528**  G72*** | 640** 801***
(.07) (.082 (.110 (.112 (.103 (.1149
Bcostms -.031**  -.020 -.005 -.001 -.047*  -031
(.012 (.012 (.023 (.019 (.020 (.020
Broicost S A29%%x L A442%FF | L 682*** - BB83FF* | - BB - 71k
(.108 (.127) (.155 (.179 (.128 (.144
Fit
measures
x° 4,372 604 1,461 421 2,150 419
df. 261 183 261 183 261 183
RMSEA .169 .063 162 .076 .166 .064
Prusea .000 .000 .000 .000 .000 .003
CFI .847 216 .843 277 .866 342
NFI .839 .169 .816 .189 .851 .236
RMR® .040 .076 .059 .108 .043 .089
Standard errors arein parentheses; *** p<.01 **p<.05

Table 3: Parameter estimates and fit measures for the RECEV and FD model

In comparison to the baseline model, the most striking result of the RECEV/FD specificaionsis a
reversal in sign for the quality-cost link. Quality seems to have asignificant negative influence on
direa cost for the industrial and consumer goods once unolserved individual eff ects are taken into
acount. However, in contrast to this substantial interpretation this finding has elsewhere been de-
scribed as merely an artifact which results from the measurement procedure for product quality in
the PIMS project (Boulding, 1992 Boulding and Staelin, 1993. Overal, the dired effeds of prod-
uct quality on ROI and MS are lower, except for the impad on ROI in the consumer goods indus-
try. Therefore, it can be concluded that time-invariant unotservable dfeds increase ROI, market
share and also dred cost for businessunits off ering products with superior product quality.
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Competing models X2 df. Ax? Ad.f. p
Industrial Goods
RECEV 4372.25 261 - - -
RECEV\(,URO|—QUA) 4377.65 262 5.40 1 .020
RECEV\(NMS_QU ) 4427.57 262 55.32 1 .000
RECEV\(HCOST_QU A) 4376.63 262 4.38 1 .036
RE 444499 264 72.74 3 .000
Capital Goods
RECEV 1461.33 261 - - -
RECEV\(“ROI_QUA) 1461.34 262 .01 1 .920
RECEV\(HMS_QU A 1462.80 262 1.47 1 .225
RECEV\(uCOST—Qu A 1462.50 262 1.17 1 279
RE 1465.03 264 3.70 3 .296
Consumer Goods
RECEV 214956 261 - - -
RECEV\(“ROI_QUA) 2151.46 262 1.90 1 .168
RECEV\(HMS_QU A 2179.90 262 30.34 1 .000
RECEV\(uCOST—Qu A 2162.10 262 12.54 1 .000
RE 2197.06 264 47.50 3 .000

Table4: x? difference tests for uncorrelatednessbetween product quality and time-invari-
ant unolservables

If astatic model with time-invariant individual effects were an adequate representation d the qual-
ity impad on profitability, one would exped that both the RECEV and the FD model would pro-
duce similar estimates. However, there are some naticeal e differences between the parameters of
both models, espedaly with respect to the market share dfed on drect costs. Whereas in the
RECEV model this effed remains sgnificant except for cgpital goods businesses, in the FD model
it vanishes completely in all threesamples. Because differencing the data to a certain extent already
eliminates the bias caused by autocorrelated unolservable variables (this eff ect increases the higher
the autocorrelation), this might be areasonable explanation for this effed. In afina step, we there-
fore antrol for both time-invariant and autocorrelated unolserved effeds.

4.2.3 Controlling for autor egressive effects

Judged by conventional cutoff valuesin structural equation modelli ng (e.g., Hu and Bentler, 199),
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the overal fit for the unconstrained estimation d the ARDL model (7) is quite good (see Table 5).
However, the hypathesis that the influence of unolservable variables is properly captured solely by
aserid correlation model is challenged by these results. Already a doser inspedion shows that the
estimated coefficients for the lagged explanatory variables in part differ noticeably from their theo-
reticd values which are derived from the restrictions of the serial correlation model (see the calcu-
lated values in Table 5). For example, the cdculated effects of lagged quality on market share
(Vusoua,) @€ severa times bigger (in absolute values) than the estimated parameters (e.g., -.028
vs. -.004in the consumer goods ssmple) and for capital goods the wefficient, albeit nat significant,
has even the “wrong” sign (.009insteal of -.042). Likewise, the parameter for lagged market share
in the st equation (Ycosrys,) IS Sgnificantly postive for industrial goods (.033, whereas the

serial correlation model predicts a negative mefficient (-.011).

Because amere comparison ketween estimated and theoretica values does not allow afinal judge-
ment of the adequacy of a serial correlation model, we performed statistica tests based onthe x?
diff erences between the unrestricted ARDL model (7) and various restricted models. As one might
exped given the findings above, areestimation d the ARDL model under the complete set of non
linea restrictionsimpaosed by a serial correlation specification (AR1-RECEV model) led to asig-
nificant decrease in fit (a =.05) for al samples (see Table 6). In addition, the hypothesis of a serial
correlation model has been tested separately for each endogenous variable. The results varied con-
siderably for the threesamples and will now be discussed in some detail with respect to the quality
effect on ROI and market share (for direct cost there is ailmost no change in the parameter estimates
compared to the RECEV modd).

With resped to ROI, the serial correlation model holds for SBUs operating in the industrial goods
and the capital goods industry but not for consumer goods (see the tests for AR1-RECEV , in

Table 6). From a substantial point of view, controlling for seridly correlated effeds in addition to
time-invariant unolservables in the former industries only marginally alters the results for the di-
red effect of product quality on profitability (see Tables 3 and 5.
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Industrial Capital Consumer
Goods Goods Goods
Parameter calc? cdc. cdc.
val. val. val.

Y rol.qua 115 .024 .035
(.038 (.053 (.044)

Y rot.oua, -.026 -.078 .073 -.015 .014 -.019
(.040 (.056 (.046

Y s.qua .018** .066*** 03 7***
(.009 (.015 (.010

Yus.qua, -.007 -.017 .009 -.042 |-.004 -.028
(.010 (.017) (.01

Y cosToua -.027*** -.005 -.051***
(.006 (.010 (.008

VcosToua, .013** .027 |-.003 .005 .029*** .046
(.006 (.013) (.009

Broiws .B62*** .635*** .709***
(.098 (.13H (.132

Broivs., -.596*** -451 | -.507*** -.391 | -.618*** -.376
(.200 (.13)) (.129

Beostus .011 .014 -.020
(.016 (.026 (.025

Boosts., .033** -.011 .016 -.014 .024 .018
(.015 (.029 (.029

Broicost - 431 xrx - 549%** - 799***
(.144 (.210 (.164

Broicost, .343** 294 .163 .338 .088 423
(.144 (.212 (.166

Pro, 681 *** .616*** 530***

Pus .964*+* .B40*** 755+

Peost .988*** .969*** 8Q7Hr*

Fit

measures

X (Zd_f_) 530204) 42204 448,04

RMSEA .052 .067 .061

90% Clgmsea | .046-.057 .056-.078 .054-.069

Prisea .295 .006 .009

CFI .988 972 .983

NFI .980 .947 .969

RMR® .027 .035 .026

Standard errors arein parentheses; *** p<.01 **p<.05

®alues are cdculated based ontherestrictions y_, =—py and

B_, = —ppB of the autocorrelation model

Table 5: Parameter estimates and fit measures for the unrestricted ARDL model
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Competing models X2 df. Ax? Ad.f. p
Industrial Goods
unconstr. ARDL 530.11 204 - - -
AR1-RECEV 554.21 210 24.10 6 .001
AR1-RECEV ., 535.90 207 5.79 3 122
AR1-RECEV _oqr 546.65 206 16.54 2 .000
AR1-RECEV ¢ 531.63 205 1.52 1 .218
Capital Goods
unconstr. ARDL 421.70 204 - - -
AR1-RECEV 44469 210 22.99 6 .001
AR1-RECEV ., 426.81 207 5.11 3 .164
AR1-RECEV _oqr 423.05 206 1.35 2 .509
AR1-RECEV ¢ 438.13 205 16.43 1 .000
Consumer Goods
unconstr. ARDL 448.14 204 - - -
AR1-RECEV 471.07 210 22.93 6 .001
AR1-RECEV 458.77 207 10.63 3 .014
AR1-RECEV st 45295 206 481 2 .090
AR1-RECEV ¢ 455.65 205 7.51 1 .006

Table6: x? difference tests for the seria correlation hypothesis

For consumer goods insteal, the dhanges are rather dramatically. Whereas time-invariant variables
seam to deaease profitability for high-quality businesses (compare the results for the BM and the
RECEV model in Tables 1 and 3, autocorrelated unolservables sem to grealy increase ROI,
which leals to a quality effect which is indistinguishably different from zero oncethese dfeds are
controlled. However, it shoud be pointed ou that the serial correlation model was rejeded for con-
sumer goods, so that the interpretation (e.g., serial correlation vs. state dependence) of the autocor-
relation coefficient for ROl remains ambiguots.

Except for industrial goods, the seria correlation hypothesis is rejected for the dependent variable
market share (see the tests for AR1-RECEV ,,; in Table 6). Since dl coefficients for lagged quality
are not significant, these results insteal give suppat for the state dependence model. The role un-
observable variables play in the relationship between quality and market share is obviously quite
different from that in the profitability equation. The impact which product quality has on market
share seems to be mediated by its influence on unolservable variables which might be subsumed
under the nation “goodwill ”. However, it shoudd be mentioned that these results are equally con
formable with aternative models, for example aKoyck specification, which do nad invoke the ex-

18



istence of unolservable variables (Jambson, 1990. Using the estimates for the aurrent effed of
product quality and the autoregressve wefficient for market share (seeTable 5), the total effea of
produwct quality on market share (yy2oua) Can be gproximated by the long-run multiplier

(Vi oua = Yusoua /(L= Pys))- This leads to atotal quality effed of .183for capital goods and .151

for consumer goods, values relatively close to those of the baseline model, which represents the
long-run relations between strategic factors and businessperformance

4.3 Conclusion

In strategy research meanwhil e some cnsensus exists that controlli ng for unobservable, firm-spe-
cific dfedsisof gred relevancefor empirical research onkey successfactors. Besides determining
the “causa”, typicdly short-term effeds of these strategic fadors, observing the influence of unol
servable variables can provide important insides into the processes which lead to olserved long-
term rel ationships between strategic fadors and businessperformance

In this gudy, we propcse astructura equation approach to control for time-invariant and autocor-
related unolservable variables based on fanel data. Gradualy extending a aoss-sedional smulta-
neous equation model on the direct and indirect effects of product quality on profitabili ty all ows us
to gauge how these different types of unolservables influence the relations in the model. We re-
frained from also controlli ng for transitory stochastic dfects for severa reasons. First of al, sto-
chastic shocks, whaose influence last only one period, seem relevant a most when the short-term
“causal” effed of strategic fadors is of interest, whereas we focused on the effeds unolservable
variables have on the long-term relationships between product quality, market share and ROI. This
view is aso suppated by empiricd evidence. As Ailawadi, Farris, and Parry (1999 have shown,
controlli ng exclusively for temporary stochastic shocks only marginally alters the estimated impad
of market share on the different comporents of ROl compared to a aoss-sedional regresson.

Sewmnd, even if one is interested in the short-term effed of strategic fadors, the use of lagged val-
ues as instruments in an 1V estimation d a first-difference model like eguation (3) might leal to
some methoddogicd problems. Idedlly, the instruments shoud be uncorrelated with the distur-
bances but highly correlated with the explanatory variables. Although the autocorrelations for data
in levels is very high for many PIMS variables (e.g., market share, relative direct cost, product
quality), this is not true for the time series of first differences. Likewise, aso the arrelation be-
tween first differences and lagged levels is rather low. For example, for a time series of market
share from the PIMS SIYR data base wmvering aperiod d six years (n =1141), we foundcorrela
tions between first differences and levels lagged two and three periods in the range of -.033and -
.152. Under such condtions IV estimates might be seriously biased and hghly imprecise (e.g.,
Bound,Jaeger, and Baker, 1995 Staiger and Stock, 1997).
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For an empiricd application d our methoddogy we used data from the PIMS annual data base.
Although it has to be taken into accourt that the number of variablesin ou modd is rather limited,
it can be mncluded from the results that perceived product quality and market share, long empha
sized by PIMS advocaes as important drivers of profitability (Buzzell and Gale, 1987, remain
relevant even if the influence of time-invariant and autoregressve firm-spedfic dfeds is con
trolled. For the three types of industries which were anayzed, quality drives ROI by increasing
market share which in turn has a positive direa effect on profitability. Only for industrial goods the
direa effea of product quality on pofitability is gill positive, an indicdion that customers are
willi ng to pay a price premium for higher quality in this industry. To further explore how product
quality is linked with higher profitability in the dosssectiona models, a cmmponent level analysis
shoud be performed (Farris, Parry, and Ailawadi, 1999.

An interesting result of our study concerns the relationship between product quality and market
share. Whereas typicdly the wntrol of autocorrelated unolservables has been identified with the
seria correlation model, the ampirical results for the market share equation more favour the state
dependence hypaothesis. Thus, unolservable variables like “goodwill” are positively influenced by
product quality which in turn improves the market share position.
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