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Abstract

Blau and Kahn (JOLE, 1997; ILRR, 2006) decomposed trends in the U.S. gender earnings gap into observable and unobservable components using the PSID. They found that the unobservable part contributed significantly not only to the rapidly shrinking earnings gap in the 1980s, but also to the slowing-down of the convergence in the 1990s. In this paper, we extend their framework to consider measurement error due to the use of proxy/representative respondents. First, we document a strong trend of changing gender composition of household-representative respondents toward more females. Second, we estimate the impact of the changing gender composition on Blau and Kahn’s decomposition. We find that a non-ignorable portion of changes in the gender gap could be attributed to changes in the self/proxy respondent composition. Specifically, the actual reduction in the gender gap can be smaller than what the estimates without taking into account the measurement error might suggest. We conclude that a careful validation study would be necessary to ascertain the magnitude of the spurious measurement error effects.
1 Introduction

This paper examines trends in the U.S. gender earnings gap. Blau and Kahn (1997, 2006) decomposed the trends into changes in observable and unobservable components using the Michigan Panel Study of Income Dynamics (PSID, hereafter). They found that the unobservable gap significantly contributed to the rapidly shrinking earnings gap in the 1980s as well as to the slowing-down of the convergence in the 1990s. We extend their framework to take into account the potential bias due to non-classical measurement error in the PSID hourly earnings variable. In particular, we focus on the “proxy effect” on reported earnings—reporting discrepancies between self and proxy respondents—and changing gender composition of household representative respondents toward more females from 1980 to 1999.

Figure 1

While it is uncertain whether self- or proxy-reported data are better quality (Moore, 1988), it is clear that reporting discrepancies by the type of respondents should matter when we estimate trends in the gender earnings gap using the PSID.\footnote{As Blau and Kahn (2006) pointed out, the PSID is “the only nationally representative data base that contains information or workers’ actual labor market experience,” which is “an extremely important factor” in explaining the gender earnings gap.} The PSID, like most other household surveys, uses \textit{household representative} respondents.\footnote{This is because this practice can save a substantial amount of survey costs.} That is, a single person, who is usually the household head, provides information for all other members as well as for himself or herself. Figure 1 shows the proportion of head respondents among \textit{male-headed married households} from 1973 to 2005. It is notable that there have been continuously fewer male/head respondents and more female/spouse respondents.\footnote{In the PSID, almost all proxy respondents are spouses. Since we focus on male-headed married households, more proxy respondents mean more female respondents.} In 1973, when the PSID started to replace personal interview with telephone interview, almost 85% of household representative respondents were male. However, in 1990, 57% of respondents were male.\footnote{In 1976 and 1985, the PSID required, if possible, self response for heads and “wives.” This indicates that the PSID survey designers were also concerned about proxy-responded data quality. In his study on} In 1999, only about 46% of representative respondents were male heads. One
possible explanation is that the PSID administrator initially put effort to have household heads as representative respondents but started to relax the rule later. Surprisingly, to our best knowledge, this striking fact and its potential impacts on data quality have never been examined before.

For male-headed married households, the trend in Figure 1 means more self-responded data for wives or women. On the contrary, the same trend means, for male heads, less self-responded data. In this paper, we focus on this monotonic trend of changing gender composition of respondents toward females and point out that the estimates for the trends in the gender earnings gap could be biased even if there is only a small difference in measurement error between self and proxy respondents. For example, suppose that male self respondents tend to report their own earnings higher (not necessarily more or less accurately) than their proxy respondents do. Then, when there are more and more proxy respondents for male earnings, without accounting for the self-proxy reporting gap, we will overestimate the actual convergence rate of the gender earnings gap.

One empirical question is whether there is any measurement gap in hourly earnings between self and proxy respondents in the PSID. In general, the relative quality of proxy-reported data is a priori unknown. The results vary by specific surveys and variables. It might seem to be intuitively appealing that the best information about a person can be obtained from the person himself or herself. This is, however, not always true. Proxy-responded data can be more accurate in many cases. For example, people would be reluctant to answer certain questions, particularly about sensitive personal issues, in which case other household members, if reasonably informed, may provide more accurate data.

The quality of reported earnings by the type of respondents, self or proxy, has not been studied well. Most existing studies examine measurement error in self-reported earnings by comparing them with external and more objective data (such as company payroll

married women’s labor supply, Mroz (1987) used the 1976 PSID data because of the same concern about proxy-responded data quality.

5This is not universally true for the entire sample we use in this paper because our sample includes unmarried individuals.

Todorov (2003) demonstrates that differences between self- and proxy reports can be systematically related to measures of cognitive inferences.
or administrative records). One earlier exception is Hill (1987). He found a substantial reporting bias in the SIPP earnings by the type of respondent even after controlling for self-selectivity into respondents. Recently, using the CPS panel, Bollinger and Hirsch (2009) provided fixed-effect estimates that imply that both spouse and non-spouse proxy respondents report earnings about 2% less than do self respondents. It seems that there exist some proxy effects while the magnitude is likely to be small.

Very little is known for proxy effects in the PSID earnings. The quality of the PSID earnings has been examined in the context of measurement error literature (Duncan and Hill, 1985; Duncan and Mathiowetz, 1988; Rodgers, Brown, and Duncan, 1993; Bound, Brown, Duncan, and Rodgers, 1994; Pischke, 1995). The studies have found that reported earnings are not significantly different from validation (“true”) earnings in terms of mean and variance, although measurement error violates the assumptions of the classical error-in-variables model. However, they did not examine whether measurement error in proxy-reported earnings is worse than or different from that in self-reported earnings. Furthermore, the validation samples consist of predominantly males. Thus, they cannot examine whether the respondent’s gender makes a difference in measurement error.

The effects of measurement error on earnings gaps have been studied in different contexts. For example, Bollinger (2001) examined the effect of measurement error in reported union status on the union wage differential, and also Bollinger (2003) investigated the impact of measurement error in human capital accumulation on the black-white wage gap. Although measurement error is likely to be different between self and proxy respondents and also by their gender, to our best knowledge, it has not been examined whether the measurement error gap between self and proxy respondents may bias the estimated gender earnings gap.

The remainder of this paper is organized as follows. Section 2 presents our econometric framework and methodology. Section 3 describes our data and estimation results. Conclud-

---

7 Some studies compared self and proxy data, although it was not their main focus. They found that proxy-reported data are not substantially different from self-reported data (Bound and Krueger, 1991; Mellow and Sider, 1983).

8 It has been found that women are better reporters for their own earnings than men are for their own earnings (Bound and Krueger, 1991; Bollinger, 1998, Kristensen and Westergaard-Nielsen, 2007).
ing remarks are given in Section 4.

2 Analytic Framework

We build our analytic framework on Blau and Khan (1997), who used the decomposition method suggested by Juhn, Murphy and Pierce (1993) to analyze trends in the U.S. gender pay gap in the 1980s. In particular, we add the measurement error to their framework. As in Blau and Khan (1997), we start with a male wage equation:

\[ Y_{it}^* = X_{it}B_t + \sigma_t \theta_{it}, \]  
(1)

where \( Y_{it}^* \) is the logarithm of measurement-error-free wages, \( X_{it} \) is a vector of explanatory variables, \( B_t \) is a vector of corresponding coefficients, \( \theta_{it} \) is a standardized residual for male log wages with mean zero and variance one for each year and \( \sigma_t \) is the residual standard deviation of male log wages.

Suppose that one only observes

\[ Y_{it} = Y_{it}^* + U_{it}, \]  
(2)

where \( U_{it} \) is the measurement error. For most years of the PSID, we observe individual earnings reported by one respondent for each household. Therefore, it is natural to consider different measurement errors depending on who responded the survey. Suppose that the measurement error \( U_{it} \) has the form

\[ U_{it} = \mu_t + \delta_t R_{it} + \gamma_t V_{it}, \]  
(3)

where \( R_{it} \) is a dummy variable that takes value one if earnings are self-reported and zero if proxy-reported, \( V_{it} \) is a standardized measurement-error with mean zero and variance one for each year, and \( (\mu_t, \delta_t, \gamma_t) \) is a vector of unknown parameters. The parameter \( \delta_t \) measures the difference between measurement errors in terms of whether earnings are self-reported or not.

Following the notation used in Blau and Khan (1997), let \( m \) and \( f \) subscripts refer to male and female averages, respectively, and let a \( \Delta \) prefix denote the average male-female
difference for the variable immediately following. Then the male-female log wage gap for year \( t \) is

\[
D_t \equiv Y_{mt} - Y_{ft} = \Delta X_t B_t + \sigma_t \Delta \theta_t + \Delta U_t, \tag{4}
\]

where the last term \( \Delta U_t \), which measures the gender difference in terms of measurement errors, is an additional term, compared to equation (2) of Blau and Khan (1997).

Notice that

\[
\Delta U_t = \delta_t \Delta R_t + \gamma_t \Delta V_t, \tag{5}
\]

which implies that the average gender difference in measurement errors depends on \( \Delta R_t \) if \( \delta_t \) is nonzero. Furthermore, (5) implies that changes in \( \Delta R_t \) might contribute to the trends in the gender wage gap if \( \delta_t \) is nonzero. There is no \textit{a priori} reason that \( \Delta V_t \) be different across gender. Hence, we make the following simple assumption:

**Assumption V.** \textit{The standardized measurement error \( V_{it} \) is mean-independent of gender. That is, \( V_{mt} = V_{ft} = \Delta V_t = 0 \).}

Using this assumption and (4), the difference in the gender wage gap between two years, say \( t \) and \( t' \) where \( t' > t \), can be decomposed:

\[
D_{t'} - D_t = (\Delta X_{t'} - \Delta X_t)B_{t'} \quad \text{[Observed } X\text{’s Effect]}
\]
\[
+ \Delta X_t (B_{t'} - B_t) \quad \text{[Observed Prices Effect]}
\]
\[
+ (\Delta \theta_{t'} - \Delta \theta_t) \sigma_{t'} \quad \text{[Gap Effect]}
\]
\[
+ \Delta \theta_t (\sigma_{t'} - \sigma_t) \quad \text{[Unobserved Prices Effect]}
\]
\[
+ \delta_{t'} (\Delta R_{t'} - \Delta R_t) \quad \text{[R-Effect]}
\]
\[
+ (\delta_{t'} - \delta_t) \Delta R_t \quad \text{[D-Effect]}, \tag{6}
\]

where the first four terms are the same as those in Blau and Khan (1997) and the last two terms are new and coined as \( R \) and \( D \) effects. If \( \delta_t \) is zero, or more generally if \( \delta_t \) and \( \Delta R_t \) are time constant, the changes in the gender wage gap would not be affected by measurement errors. Otherwise, trends in the gender wage gap can be contaminated by spurious effects due to changes in gender-specific averages of measurement errors.
The term $\delta_t' (\Delta R_t' - \Delta R_t)$, the “R-effect,” measures the contribution of changing male-female differences in proxy-response rates $R$. Recall that $R_{it}$ takes value one if earnings are self-reported and zero if proxy-reported. In the PSID, there has been an increasing trend in female respondents for married couples. This means that $R_f$ has increased, while $R_m$ has decreased, thereby implying that $\Delta R_t$ has decreased. Thus, if $\delta_t'$ is nonzero, then the declining male-respondents can contribute the changes in the wage gap. On the one hand, if $\delta_t'$ is negative (i.e. self-respondents report lower earnings than proxy-respondents), then there might have been an even larger reduction in the wage gap in the absence of the declining male-respondents. On the other hand, if $\delta_t'$ is positive (i.e. self-respondents report higher earnings than proxy-respondents), then the declining male-respondents contributed to the reduction in the wage gap. In other words, some portion of the reduction in the wage gap is attributable to measurement errors.

The term $(\delta_t' - \delta_t) \Delta R_t$, the “D-effect,” reflects the effect of changing respondent-type measurement errors on the gender gap. For example, suppose that $\delta_t'$ and $\delta_t$ are positive but $\delta_t' < \delta_t$ and also that $\Delta R_t > 0$. In other words, self-respondents report higher earnings than proxy-respondents on both years but less so in $t'$ and also that there are more self-respondents among males than females in $t$. In this case, one may conclude that again there might have been some spurious reduction in the wage gap due to measurement errors.

### 2.1 Estimation Methods

To obtain the decomposition results in (6), we only need to estimate the male earnings equation for each $t$. Suppose for the moment that both unobserved terms $\theta_{it}$ and $V_{it}$ are uncorrelated with $X_{it}$ and $R_{it}$ for males. Then, one can estimate $B_t$ and $\delta_t$ by OLS using male PSID data. Specifically, combining (1), (2) and (3), for each year, we estimate the following using only males:

$$ Y_{it} = \mu_t + X_{it}B_t + \delta_t R_{it} + \varepsilon_{it}, \quad (7) $$

where $\varepsilon_{it} \equiv \sigma_t \theta_{it} + \gamma_t V_{it}$.

Once we have consistent estimates for male earnings equations, then it is straightforward to compute the observed $X$’s effect, observed prices effect, R-effect and D-Effect. In addition, both the gap and unobserved prices effects can be estimated as in Blau and Khan
For example, suppose that we decompose the change in the gender wage gap from 1979 to 1989. To figure out the impacts of the R- and D-effects on the observed change in the wage gap, we estimate them by:

\[ \hat{R}\text{-Effect}_{89-79} = \hat{\delta}_{89}(\Delta R_{89} - \Delta R_{79}) \]
\[ \hat{D}\text{-Effect}_{89-79} = (\hat{\delta}_{89} - \hat{\delta}_{79})\Delta R_{79}, \]

(8)

where \( \hat{\delta}_t \) is the coefficient estimate for \( R_{it} \) in (7) for year \( t \) and \( \Delta R_t = \overline{R}_{mt} - \overline{R}_{ft} \). Here, \( \overline{R}_{mt} \) (or \( \overline{R}_{ft} \)) is the sample self response rate for men (or women). The sum of the R- and D-Effects represents the amount of the spurious change in the gender wage gap induced by proxy effects and changing gender composition of representative respondents (“measurement error effects”). The relative size of the measurement error effects on the observed trend is \( \frac{(\hat{R}\text{-Effect}_{89-79} + \hat{D}\text{-Effect}_{89-79})}{\overline{D}_{89} - \overline{D}_{79}} \), where \( \overline{D}_t \) is the unconditional sample average gender wage gap. Under the standard assumption that observations in 1989 and those in 1979 are independent of each other, standard errors for the estimated R- and D-effects and their sum can be obtained easily, using usual asymptotic approximations.

A potential econometric issue with estimating the equation with \( R_{it} \) as a regressor by OLS is the self-selection into the survey response. Household-representative respondents may not be randomly chosen within households even conditional on various household characteristics. In that case, the OLS estimates could give misleading results. It is likely that \( R_{it} \) might be correlated with \( \theta_{it} \), thereby variations in \( R_{it} \) being driven by changes in unobserved skills and their prices. According to the economic theory of time allocation, one’s time spent at home will be shorter when the person’s wage rate or income is higher (Gronau and Hamermesh, 2008). This suggests that the OLS estimate for the coefficient on the self-response indicator is downward biased.

In this paper, to overcome the potential endogeneity problem, we use the instrumental variable approach. Instrumental variables are motivated by the PSID survey rules and practices. The first variable is the indicator of whether the survey was conducted during weekends. One may expect that \textit{ceteris paribus}, males are more likely to respond during weekends. Hill (1987) also used the same variable to control for self-selectivity into respondents. Although this IV is intuitive, one may concern that the PSID administrators might take this into consideration and select the survey date to maximize the likelihood of getting
those household heads who are difficult to contact during weekdays. If we assume that those heads are likely to have higher hourly earnings, the IV estimate is likely to be upwardly biased. To address this concern, we compared working hours of those who had the survey during weekends with those during weekdays but found no significant difference.

The second instrument is the indicator of whether the survey was self-responded in the previous wave, \( R_{i,t-1} \). The rationale is that the selection of the survey respondent is path dependent. This is in part because of the PSID’s survey practice. In the PSIDVS codebook, we found that “following standard PSID practice, interviews were conducted whenever possible with the head of the household.” We also found from personal communication with a research technician associate for the PSID that they attempt to contact the household head when the household enters the sample for the first time and, in the subsequent years, to keep the previous year’s respondent, regardless of whoever it was. This indicates that the IV should be relevant. The validity condition for the IV requires that the respondent selection at \((t-1)\) is uncorrelated with unobserved determinants of hourly earnings at \(t\). Our IV estimates will be upward biased if hourly earnings are autocorrelated. Thus, at the worst case, the OLS and IV estimates should bound the true coefficient.

### 2.2 Gender-Specific Self/Proxy Measurement Error

One important implicit assumption used in decomposition (6) is that coefficients for self/proxy measurement errors are the same between males and females. However, this assumption might be not valid, although it would not be possible to test this assumption without validation data.

Suppose now that coefficients \( \mu_t \) and \( \delta_t \) in (3) are gender-specific. Under Assumption V, we have

\[
\Delta U_t = \Delta \mu_t + \delta_m \Delta R_t + \Delta \delta_t R_{ft}. \tag{9}
\]

Thus, if \( \mu_t \) and \( \delta_t \) in (3) are gender-specific, but Assumption V still holds, then

\[
\Delta U_t' - \Delta U_t = \delta_{m't'} (\Delta R_{t'} - \Delta R_t) + (\delta_{m't'} - \delta_{mt}) \Delta R_t \\
(\Delta \mu_{t'} - \Delta \mu_t) + \Delta \delta_{t'} (R_{f't'} - R_{ft}) + (\Delta \delta_{t'} - \Delta \delta_t) R_{ft}. \tag{10}
\]
The last three terms are additional terms due to the possible differences in \( \mu_t \) and \( \delta_t \) between male and female respondents. To evaluate the importance of the potential bias under a simple setup, suppose that \( \Delta \mu_t \) and \( \Delta \delta_t \) are time invariant, so that (10) simplifies to

\[
\Delta U_{t'} - \Delta U_t = \delta_{mt} (\Delta R_{t'} - \Delta R_t) + (\delta_{mv} - \delta_{mt}) \Delta R_t + \Delta \delta_{t'} (R_{ft'} - R_{ft}).
\]  

As will be explained in the next section, following Blau and Kahn (2006), we will examine the gender earnings gap at three points of time, 1979, 1989, and 1998. In our data, male self-respondents have decreased all over the years (from 86.7% in 1979 to 73.6% in 1989 and to 62.2% in 1998). For females, self-respondents increased all over the years (from 51.2% in 1979 to 64.0% in 1989 and to 70.7% in 1998). Hence, \( (R_{ft'} - R_{ft}) \) is positive for every year. If \( \Delta \delta_{t'} \) is large in terms of its magnitude, then we will have a substantial bias from omitting the third term in (11). Hence, in this case, our proposed estimators of the R- and D-effects in Section 2.1 may provide a misleading result. However, this concern may not be a serious issue if \( \delta_{mt} \approx \delta_{ft} \), as suggested by the fixed effects estimates of Bollinger and Hirsch (2009, Table 8).

### 3 Data

We followed Blau and Kahn (2006) to obtain the same samples from three waves of the PSID, 1980, 1990, and 1999. Table 1 presents summary statistics of principal variables. They are very similar to those of Blau and Kahn’s.\(^9\) In each wave, information on average hourly earnings in its previous year is available. After adjusting nominal wages in 1983 dollars using the Personal Consumption Expenditures deflator from the National Product Accounts, we exclude those earning less than $1 or more than $250 per hour. The samples are restricted to wage and salary workers (not self-employed) who were, as of the survey date, full-time, non-agricultural employees aged 18-65.

As Blau and Kahn pointed out, the main advantage of the PSID for a study of gender earnings gap is that actual experience variables can be created from longitudinal data. We constructed labor-market experience variables (years of full-time and part-time experiences

---

\(^9\)The sample sizes are slightly different from those of Blau and Kahn’s. This is presumably in part because we have some additional variables and in part because of slight differences in sampling procedures.
since age 18) in the same way Blau and Kahn did. We used the experience variables based on the responses to related questions in two waves, 1976 and 1985, as the reference. Note that in the two years, the PSID asked all households about the head’s labor-market experiences and, if any, the spouse’s. In addition, the PSID attempted to obtain self-responded individual data from the head and, if any, the head’s spouse partly because of the concern about the quality of proxy-responded data. For those households who joined the survey at some point after the two years (i.e. between 1977 and 1984 or after 1985), we used the experience variables in the first year they joined the survey when the PSID asked the experience questions. Having the reference experience variables, we updated the variables by using total annual working hours in the subsequent years. If total annual working hours are greater than 0, then we added one additional year of labor market experience. If annual working hours are greater than or equal to 1500, then we added one additional year of full-time experience. Starting in 1997, the PSID collected data biennially. Thus information on labor market experiences in 1998 is not available. Again, following Blau and Kahn, we predict labor market activity in the year between 1997 and 1999 and create complete labor market experience data. In Table 1, our sample is also compared with Blau and Kahn’s. Although they are not exactly matched, the means of variables are similar between the two samples.

4 Empirical Results

4.1 Log Hourly Earnings Equation

Tables 3 shows the results for the log hourly wage equation in three years, 1979, 1989, and 1998. We present the results for the “full” specification which, in addition to the standard human capital variables, includes a collective bargaining coverage indicator and a set of 19 occupation and 25 industry dummy variables. The specification is exactly the same as that of Blau and Khan (2006) except that we have an additional variable, i.e. the indicator for self response. The estimation results are overall not different from those of Blau and Khan (2006).

10The main conclusion of this paper is the same when using the “human capital” specification which includes only race, education variables, and experience variables.
For the 1979 data, we find that the coefficient on the self-response indicator is positive and significant. Specifically, holding other things constant, self respondents report own hourly earnings higher by about 5.6 percent (OLS) to 16.8 percent (IV). The IVs are significant in the first stage. Those who self-responded in the previous wave are more likely to self-respond to the current survey. The autoregressive coefficient is 0.51 (p-value < 0.01). Also, we find that male heads are 3.4% more likely to respond to the survey during weekends. The partial R-squared is 0.3. The overidentifying restriction cannot be rejected.

For the 1989 data, the self-response coefficient becomes insignificant and virtually zero in magnitude. This is consistent with the finding that there is no proxy effect on the likelihood of the PSID assignment in the 1989 head labor income data (see footnote 11). For the 1998 data, the result is ambiguous depending on the estimation method. The IV estimate is significant and positive; self-reported hourly earnings are higher by about 8.9 percent. The OLS estimate is, however, small and insignificant. Given that the OLS estimate is a lower bound, we cannot determine whether there is a self-response effect.

It is worth emphasizing that estimated coefficient $\delta_t$ is significantly positive at least in 1979. This implies that changes in the average gender differences in response rates $\Delta_t$ should affect the trends in the gender earnings gap. Second, it is interesting to observe that estimated values of $\delta_t$ seems to be time varying. It is puzzling why this coefficient is changing over time. This is perhaps because information sharing within households might have changed over time. Also note that the PSID samples have changed. In particular, in 1997, the “core” sample was reduced by 2,332 families. This might make the proxy

\[ \text{footnote 11: It is a priori unknown whether self respondents are more accurate than proxy respondents or vice versa. However, there is indirect evidence that self respondents are more accurate in the PSID. The PSID staff evaluated the quality of survey responses, and made corrections in certain cases where reporting errors are presumably too large. The most common correction method is to assign the previous year’s value. This imputation is called as an “assignment.” We examined the effect of proxy response on the likelihood of receiving the PSID assignment. We find that proxy respondents’ reports about the head’s labor income are more likely to receive assignments in the 1979 and 1998 data. However, in the 1989 data, we find no proxy effect.} \]

\[ \text{footnote 12: The AR coefficient is larger in 1989 and 1998, about 0.8. This reflects the PSID’s survey rule of retaining the previous year’s respondent.} \]

\[ \text{footnote 13: The core sample in 1968 consists of a cross-sectional national sample (the “SRC sample”) and a national sample of low-income families (the “SEO sample”). There have been some changes in the sample design. In} \]
response gap vary over time. Lastly, selection bias is likely to be more severe in earlier waves of the PSID when there were a relatively lesser number of households whose spouses responded to the survey.

4.2 Decomposition of Changes in the Gender Earnings Gap

Table 4 presents the decomposition results. The top panel shows the decomposition between 1979 and 1989 based on both OLS and IV estimates. For each estimation method, the first row of the table shows the gender log wage differential (a conventional measure of the gender earnings gap) and the second row presents the average male-female difference in self response rates ($\Delta R_t$). The estimated coefficient ($\delta_t$) is reproduced in the third row. The R- and D-effects are shown in the fourth and fifth rows and its sum, labeled as measurement error effects, is in the sixth row.

Our main empirical finding is that a non-ignorable part of the change in the gender earnings gap between 1979 and 1989 can be explained by changes in the self-response rate and the proxy-response bias in male earnings. Depending on the estimation methods, proxy effects and changing respondent composition can explain about 11% (OLS) to 34% (IV) of the gender gap change in the period. Specifically, we find that the result is driven by the D-effect. Between 1979 and 1989, we have that $\hat{\delta}_{89} < \hat{\delta}_{79}$ and also that $\Delta R_{79} > 0$. In other words, self-respondents report higher earnings than proxy respondents in 1979 but much less so in 1989 and also there are more self respondents among males than females in 1979. As a result, there might have been some spurious reduction in the gender earnings gap due to measurement error. This suggests that the true reduction in the gender earnings gap might be smaller in its magnitude than the conventional measure reported in the first row of the table.\textsuperscript{14} The exact magnitude of this spurious reduction is harder to quantify since 1990 2,000 Latino households were added. The “Latino sample” was dropped after 1995. In 1997, there were two major changes. First, the core sample was reduced. Second, a refresher sample of immigrant families and their adult children was added (the “immigrant refresher sample”).\textsuperscript{14}Blau and Kahn (2006) also present trends in the gender earnings gap using the CPS data. The change in gender log wage differential is -0.1292 between 1979 and 1989 and -0.0677 between 1989 and 1998. The convergence rate is higher in the PSID data. It would be an interesting research topic to investigate how much of the difference in the convergence rate between the PSID and CPS data can be explained by proxy effects and changing respondent composition in the PSID; however, it is beyond the scope of this paper.
we believe that our OLS and IV estimates provide mainly some suggestive evidence rather than decisive evidence. Our decomposition results demonstrate that there would be a scope for future research. In particular, a validation study matched with administrative records would help us quantify the true measure of changes of the gender earnings gap.

The bottom panel of Table 4 presents the decomposition results between 1989 and 1998. The gender earnings gap between 1989 and 1998 decreased slowly by about 5.6 percent. The proportion of male self respondents continued to drop. The self/proxy measurement error accounts for 14% (IV) of the gender gap change in the period. There is almost no proxy effect based on the OLS estimate. Since the change in the raw gender gap is not large, contributions from measurement error effects are also quite small. We need to be careful to interpret results between 1989 and 1998 since we did not find any significant difference between self- and proxy-reported earnings. Recall that only the IV estimate for the 1998 data was significant.

5 Conclusion

We have decomposed the trends in the U.S. gender earnings gap into observable and unobservable components using the PSID, while taking into the account differences between the self- and proxy-reported earnings. The differences between the self- and proxy-reports are particularly important since there has been a strong trend of changing gender composition of representative respondents. Our empirical results suggest that a significant portion of changes in the unmeasured gender gap could be attributed to spurious changes due to measurement error. Specifically, the measurement error can account for about 11%-34% of the gender earnings gap reduction from 1979 to 1989. In other words, the actual reduction seems to be smaller than what the estimates without taking into account the measurement error might suggest. The role of the measurement is weak for estimating the gender gap reduction from 1989 to 1998. But it is still possible that the decreasing trend is overestimated by 14% at the maximum. Further research such as a careful validation study would be needed to quantify the magnitude of the spurious measurement error effects.
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Figure 1. Composition of Household Representative Respondents in the PSID
(Proportion of Head Respondents)

Notes: The figure depicts the proportion of head respondents among male-headed married households. In 1973, the PSID started telephone interviews. In 1976 and 1985, the PSID required, if possible, self response for both heads and spouses. Hence, these two years are not shown in the figure. Starting in 1997, the PSID collected data biennially.
Table 1. Means for the Regression Samples, PSID

<table>
<thead>
<tr>
<th></th>
<th>1979</th>
<th>1989</th>
<th>1998</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log Male Hourly Earnings</td>
<td>2.388</td>
<td>2.384</td>
<td>2.342</td>
</tr>
<tr>
<td>Log Female Hourly Earnings</td>
<td>1.902</td>
<td>1.926</td>
<td>2.030</td>
</tr>
<tr>
<td>Male (Head) Earnings Self Response</td>
<td>0.867</td>
<td>0.736</td>
<td>0.622</td>
</tr>
<tr>
<td>Female Earnings Self Response</td>
<td>0.512</td>
<td>0.640</td>
<td>0.707</td>
</tr>
<tr>
<td>Gender Self Response Differential</td>
<td>0.355</td>
<td>0.096</td>
<td>-0.085</td>
</tr>
<tr>
<td>White</td>
<td>0.878</td>
<td>0.870</td>
<td>0.893</td>
</tr>
<tr>
<td>Years of Schooling</td>
<td>12.76</td>
<td>12.70</td>
<td>13.45</td>
</tr>
<tr>
<td>College Degree</td>
<td>0.156</td>
<td>0.160</td>
<td>0.199</td>
</tr>
<tr>
<td>Advanced Degree</td>
<td>0.074</td>
<td>0.069</td>
<td>0.085</td>
</tr>
<tr>
<td>Full Time (FT) Experience</td>
<td>18.80</td>
<td>18.31</td>
<td>18.82</td>
</tr>
<tr>
<td>Part Time (PT) Experience</td>
<td>1.268</td>
<td>1.204</td>
<td>1.735</td>
</tr>
<tr>
<td>Collective Bargaining</td>
<td>0.345</td>
<td>0.346</td>
<td>0.233</td>
</tr>
<tr>
<td>Number of observations =</td>
<td>2,734</td>
<td>2,816</td>
<td>2,752</td>
</tr>
</tbody>
</table>

Notes: Data were extracted from the PSID following Blau and Kahn (2006) to obtain samples from three waves of the PSID, 1980, 1990, and 1999. For the 1999 data, new immigrant family sample was excluded. Observations are weighted by cross-sectional family weights.
### Table 2. Log Hourly Earnings Regression

<table>
<thead>
<tr>
<th></th>
<th>1979</th>
<th>OLS</th>
<th>IV</th>
<th>1989</th>
<th>OLS</th>
<th>IV</th>
<th>1998</th>
<th>OLS</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self Response ($\delta_t$)</td>
<td>0.056</td>
<td>0.168</td>
<td>0.001</td>
<td>0.010</td>
<td>0.005</td>
<td>0.081</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.049)</td>
<td>(0.022)</td>
<td>(0.029)</td>
<td>(0.023)</td>
<td>(0.030)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>0.048</td>
<td>0.046</td>
<td>0.093</td>
<td>0.093</td>
<td>0.090</td>
<td>0.090</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.025)</td>
<td>(0.027)</td>
<td>(0.027)</td>
<td>(0.036)</td>
<td>(0.035)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years of Schooling</td>
<td>0.044</td>
<td>0.042</td>
<td>0.060</td>
<td>0.059</td>
<td>0.065</td>
<td>0.063</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College Degree</td>
<td>0.052</td>
<td>0.048</td>
<td>0.116</td>
<td>0.116</td>
<td>0.089</td>
<td>0.092</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
<td>(0.041)</td>
<td>(0.042)</td>
<td>(0.041)</td>
<td>(0.039)</td>
<td>(0.039)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced Degree</td>
<td>0.155</td>
<td>0.151</td>
<td>0.241</td>
<td>0.241</td>
<td>0.171</td>
<td>0.172</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
<td>(0.055)</td>
<td>(0.067)</td>
<td>(0.066)</td>
<td>(0.057)</td>
<td>(0.056)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time Experience</td>
<td>0.040</td>
<td>0.041</td>
<td>0.040</td>
<td>0.040</td>
<td>0.041</td>
<td>0.042</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FT Exp Squared</td>
<td>-0.0007</td>
<td>-0.0007</td>
<td>-0.0006</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time Experience</td>
<td>-0.009</td>
<td>-0.009</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>0.002</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.0001)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PT Exp Squared</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0004</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0004)</td>
<td>(0.0004)</td>
<td>(0.0004)</td>
<td>(0.0002)</td>
<td>(0.0002)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Union</td>
<td>0.210</td>
<td>0.208</td>
<td>0.263</td>
<td>0.263</td>
<td>0.293</td>
<td>0.293</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.021)</td>
<td>(0.024)</td>
<td>(0.023)</td>
<td>(0.030)</td>
<td>(0.030)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.941</td>
<td>0.866</td>
<td>0.530</td>
<td>0.525</td>
<td>0.468</td>
<td>0.441</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
<td>(0.099)</td>
<td>(0.122)</td>
<td>(0.122)</td>
<td>(0.141)</td>
<td>(0.142)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**IVs in the First Stage**

<table>
<thead>
<tr>
<th></th>
<th>1979</th>
<th>OLS</th>
<th>IV</th>
<th>1989</th>
<th>OLS</th>
<th>IV</th>
<th>1998</th>
<th>OLS</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self Response at (t – 1)</td>
<td>0.515</td>
<td></td>
<td></td>
<td>0.818</td>
<td></td>
<td></td>
<td>0.767</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekend Interview</td>
<td>0.034</td>
<td></td>
<td></td>
<td>0.038</td>
<td></td>
<td></td>
<td>0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation Dummies</td>
<td>YES</td>
<td></td>
<td></td>
<td>YES</td>
<td></td>
<td></td>
<td>YES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry Dummies</td>
<td>YES</td>
<td></td>
<td></td>
<td>YES</td>
<td></td>
<td></td>
<td>YES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partial R-squared</td>
<td>0.301</td>
<td></td>
<td></td>
<td>0.616</td>
<td></td>
<td></td>
<td>0.605</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hansen’s J Statistic</td>
<td>0.743</td>
<td></td>
<td></td>
<td>0.585</td>
<td></td>
<td></td>
<td>0.189</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>2,734</td>
<td></td>
<td></td>
<td>2,734</td>
<td></td>
<td></td>
<td>2,403</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.396</td>
<td></td>
<td></td>
<td>0.390</td>
<td></td>
<td></td>
<td>0.447</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** Robust standard errors are in parentheses. Observations are weighted by cross-sectional family weights. IV estimates were obtained by 2SLS with two instrumental variables: self response at the previous wave and weekend interview. The estimates for the IVs in the first stage regression are presented.
### Table 3.A. Decomposition, 1979-1989

<table>
<thead>
<tr>
<th></th>
<th>Year 1979 ($t$)</th>
<th>Year 1989 ($t'$)</th>
<th>Change (1979-1989)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(B) minus (A)</td>
</tr>
<tr>
<td>Gender Log Wage Differential</td>
<td>0.486</td>
<td>0.312</td>
<td>-0.174</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.020)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>Gender Self Report Differential</td>
<td>0.355</td>
<td>0.096</td>
<td>-0.259</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Estimated Coefficient for Self Report</td>
<td>0.056</td>
<td>0.001</td>
<td>-0.055</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.022)</td>
<td>(0.036)</td>
</tr>
<tr>
<td>R-Effect</td>
<td>-0.0003</td>
<td></td>
<td>(0.006)</td>
</tr>
<tr>
<td>D-Effect</td>
<td>-0.020</td>
<td></td>
<td>(0.013)</td>
</tr>
<tr>
<td>Measurement Error Effects</td>
<td>-0.020</td>
<td></td>
<td>(0.010)</td>
</tr>
</tbody>
</table>

#### Decomposition results using IV estimates

<table>
<thead>
<tr>
<th></th>
<th>Year 1979 ($t$)</th>
<th>Year 1989 ($t'$)</th>
<th>Change (1979-1989)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(B) minus (A)</td>
</tr>
<tr>
<td>Gender Log Wage Differential</td>
<td>0.486</td>
<td>0.312</td>
<td>-0.174</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.020)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>Gender Self Report Differential</td>
<td>0.355</td>
<td>0.096</td>
<td>-0.259</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Estimated Coefficient for Self Report</td>
<td>0.168</td>
<td>0.010</td>
<td>-0.158</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.029)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>R-Effect</td>
<td>-0.003</td>
<td></td>
<td>(0.008)</td>
</tr>
<tr>
<td>D-Effect</td>
<td>-0.056</td>
<td></td>
<td>(0.020)</td>
</tr>
<tr>
<td>Measurement Error Effects</td>
<td>-0.059</td>
<td></td>
<td>(0.018)</td>
</tr>
</tbody>
</table>

**Notes:** Results of decomposition of changes in the gender earnings gap are presented. Standard errors are presented in parentheses. Observations are weighted by cross-sectional family weights. Gender Log Wage Differential = $\Delta \overline{Y}_t$; Gender Self Report Differential = $\Delta \overline{R}_t$; Estimated Coefficient for Self Report = $\hat{\delta}_t$; R-Effect = $\hat{\delta}_t (\Delta \overline{R}_t - \Delta \overline{R}_t)$; D-Effect = $(\hat{\delta}_t - \hat{\delta}_t) \Delta \overline{R}_t$; Measurement Error Effects = R-Effect + D-Effect.
Table 3.B. Decomposition, 1989-1998

<table>
<thead>
<tr>
<th>Decomposition results using OLS estimates</th>
<th>Year 1989 ($t$) (A)</th>
<th>Year 1998 ($t'$) (B)</th>
<th>Change (1989-1998) (B) minus (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender Log Wage Differential</td>
<td>0.312</td>
<td>0.256</td>
<td>-0.056</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.022)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Gender Self Report Differential</td>
<td>0.096</td>
<td>-0.085</td>
<td>-0.181</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.017)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Estimated Coefficient for Self Report</td>
<td>0.001</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.023)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>R-Effect</td>
<td>-0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-Effect</td>
<td>0.0004</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement Error Effects</td>
<td>-0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decomposition results using IV estimates</th>
<th>Year 1989 ($t$) (A)</th>
<th>Year 1998 ($t'$) (B)</th>
<th>Change (1989-1998) (B) minus (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender Log Wage Differential</td>
<td>0.312</td>
<td>0.256</td>
<td>-0.056</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.022)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Gender Self Report Differential</td>
<td>0.096</td>
<td>-0.085</td>
<td>-0.181</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.017)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Estimated Coefficient for Self Report</td>
<td>0.010</td>
<td>0.081</td>
<td>0.071</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.030)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>R-Effect</td>
<td>-0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-Effect</td>
<td>0.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement Error Effects</td>
<td>-0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: See the notes for Table 3.A.