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RANDOM COEFFICIENTS IN
REGRESSION EQUATION SYSTEMS:
THE CASE WITH UNBALANCED PANEL DATA

by

ERIK BIØRN

ABSTRACT

We consider a framework for analyzing panel data characterized by: (i) a system of regressions equations, (ii) random individual heterogeneity in both intercepts and slope coefficients, and (iii) unbalanced panel data, i.e., panel data where the individual time series have unequal length. A Maximum Likelihood (ML) procedure for joint estimation of all parameters is described. Since it is complicated to implement in numerical calculations, we consider simplified procedures, in particular for estimating the covariance matrices of the random coefficients. An algorithm for modified ML estimation of all parameters is presented.
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1 Introduction

A challenge in the analysis of economic relationships by means of micro data in general and panel data in particular is how to treat heterogeneity regarding the form of the relationships across the units or groups in the data set. Many researchers assume a common coefficient structure, possibly allowing for unit specific (or time specific) differences in the intercept terms of the equations ('fixed' or 'random' effects) only. If the heterogeneity has a more complex form, this approach may lead to inefficient (and even inconsistent) estimation of the slope coefficients, and invalid inference.

A more appealing modelling approach is to allow for heterogeneity not only in the intercepts, but also in the slope coefficients. We may, for instance, want to investigate heterogeneity in returns to scale coefficients and elasticities of substitution across firms in factor demand, Engel and Cournot elasticities across households in commodity demand, or accelerator coefficients in investment equations. The challenge then becomes how to construct a model which is sufficiently flexible without being overparametrized. The fixed coefficients approach, in which each unit has its distinct coefficient vector, with no assumptions made about its variation between units, is very flexible, but may easily suffer from this overparametrization problem; the number of degrees of freedom may be too low to permit reliable inference. The random coefficients approach, in which specific assumptions are made about the distribution from which the unit specific coefficients are 'drawn', is far more parsimonious in general. The common expectation vector of these coefficients represents, in a precise way, the coefficients of an average unit, e.g., the average scale elasticity or the average Engel elasticity, while its covariance matrix gives readily interpretable measures of the degree of heterogeneity. Moreover, the random coefficients approach may be considered a parsimonious way of representing certain kinds of disturbance heteroskedasticity in panel data analysis.

There is a growing number of methodological papers in the econometric literature dealing with this random coefficient problem for balanced panel data situations [see Longford (1995) and Hsiao (1996) for recent surveys]. Early contributions to the econometric literature on random coefficients for linear, static single regression equations with balanced panel data are Swamy (1970, 1971, 1974), Hsiao (1975), and Swamy and Mehta (1977). Estimation problems for the covariance matrices of such models are discussed in Wansbeek and Kapteyn (1982). Avery (1977) and Baltagi (1980) consider systems of regression equations with random effects in the intercept term for balanced panels. Biorn (1981), Baltagi (1985), and Wansbeek and Kapteyn (1989) consider a single regression equation with random effects in the intercept term for unbalanced panels. The model under consideration in the present paper can be considered a generalization of all the models in the
papers mentioned above, except that we will allow for heterogeneity along the individual
dimension only. Sometimes a two-way decomposition with symmetric treatment of indi-
vidual and time effects is allowed for. An empirical application of some of the procedures
described in this paper is presented in Bjørn, Lindquist, and Skjerpen (1998). In general,
far less has been done for unbalanced than for the formally simpler balanced cases. This
is surprising, since in practice, the latter is the exception rather than the rule. We may
waste a lot of observations if we force ourselves to use a balanced subpanel constructed
from an originally unbalanced data set.

In this paper, we consider a framework for analyzing panel data with the following
characteristics: (i) a system of linear, static regressions equations, (ii) random individual
heterogeneity in both intercepts and slope coefficients, structured via their first and
second order moments, and (iii) unbalanced panel data. The model is presented in
Section 2. We show a way to treat constraints on coefficients in different equations.
Section 3 describes the main stages in Maximum Likelihood (ML) estimation and its
relationship to Generalized Least Squares (GLS). A basic difficulty with applying ML
in the present context stems from the unbalancedness of the panel in combination with
the rather complex way in which the covariance matrices of the random slack variables
enter the likelihood function. In Section 4, we consider a simpler, stepwise procedure for
estimation of these covariance matrices. Finally, Section 5 summarizes the preceding
sections and presents a simplified algorithm for modified ML estimation.

2 Model and notation

We consider a linear, static regression model with $G$ equations, indexed by $g = 1, \ldots, G$,
equation $g$ having $K_g$ regressors. The data are from an unbalanced panel, in which
the individuals are observed in at least 1 and at most $P$ periods. In descriptions of
unbalanced panel data sets, the observations of a specific individual $i$ is often indexed
as $t = 1, \ldots, T_i$, where $T_i$ is the number of observations of individual $i$ [see, e.g., Baltagi (1995, section 9.3)]. Our notation convention is this paper is somewhat different.
The individuals are assumed to be arranged in groups according to the number of times
they are observed. Let $N_p$ be the number of individuals observed in $p$ periods (not neces-
sarily the same and not necessarily consecutive), let $(ip)$ index individual $i$ in group
$p$ ($i = 1, \ldots, N_p$; $p = 1, \ldots, P$), and let $t$ index the number of the running observation
($t = 1, \ldots, p$). In unbalanced panels, $t$ differs from the calendar period (year, quar-

\footnote{We assume that the selection rules for the unbalanced panels are \textit{ignorable}, \textit{i.e.}, the way in which the units or groups enter or exit is not related to the endogenous variables in the model. See Verbeek and Nijman (1996, section 18.2) for an elaboration of this topic.}
The total number of individuals and the total number of observations are then \( N = \sum_{p=1}^{P} N_p \) and \( n = \sum_{p=1}^{P} N_pp \), respectively. Formally, the data set in group \( p \) \((p = 2, \ldots, P)\) can be considered a balanced panel data set with \( p \) observations of each of the \( N_p \) units, while the data set in group 1 is a cross section. Rotating panels are special cases of this kind of data, in which a share of the individuals which are included in the panel in one period is replaced by a fresh sample drawn in the next period [see, e.g., Böhm (1981)].

Two ways of formulating the model are convenient, depending on whether (a) the \( G \) equations contain disjoint sets of coefficients or (b) some, or all, of the equations have some coefficients in common. We first consider case (a), next describe the modifications needed in case (b), and then describe a general formulation which includes both (a) and (b).

When each equation has its distinct coefficient vector, the total number of coefficients is \( K = \sum_{g=1}^{G} K_g \). Let the \((p \times 1)\) vector of observations of the regressand in eq. \( g \) from individual \((ip)\) be \( y_{g(ip)} \), let its \((p \times K_g)\) regressor matrix be \( X_{g(ip)} \) (including a vector of ones associated with the intercept term), and let \( u_{g(ip)} \) be the \((p \times 1)\) vector of disturbances in eq. \( g \) from individual \((ip)\). We allow for individual heterogeneity and represent it, for equation \( g \) and individual \((ip)\), by the random individual coefficient vector \( \beta_{g(ip)} \) (including the intercept) as

\[
\beta_{g(ip)} = \beta_g + \delta_{g(ip)},
\]

where \( \beta_g \) is a fixed constant vector and \( \delta_{g(ip)} \) its random shift variable. We assume that \( X_{g(ip)}, u_{g(ip)}, \) and \( \delta_{g(ip)} \) are mutually independent, that \( u_{g(ip)} \) and \( \delta_{g(ip)} \) are independent and homoskedastic across \((ip)\), but correlated across \( g \), and that

\[
E[\delta_{g(ip)}] = 0_{K_g,1}, \quad E[\delta_{g(ip)}\delta_{h(ip)}'] = \Sigma_{gh},
\]

\[
E[u_{g(ip)}] = 0_{p,1}, \quad E[u_{g(ip)}u_{h(ip)}'] = \sigma_{gh}I_p, \quad g, h = 1, \ldots, G,
\]

where \( 0_{m,n} \) is the \((m \times n)\) zero matrix and \( I_p \) is the \((p \times p)\) identity matrix. Eq. \( g \) for individual \((ip)\) is

\[
y_{g(ip)} = X_{g(ip)}\beta_{g(ip)} + u_{g(ip)} = X_{g(ip)}\beta_g + \eta_{g(ip)},
\]

\( g = 1, \ldots, G, \quad i = 1, \ldots, N_p, \quad p = 1, \ldots, P, \)

Subscripts symbolizing the calendar period may be attached. This may be convenient for data documentation purposes and in formulating dynamic models, but will not be necessary for the static model we consider in this paper. For example, in a data set with \( P = 20 \), from the years 1971 - 1990, some individuals in the \( p = 18 \) group may be observed in the years 1971 - 1988, some in 1972 - 1989, etc. Others in the \( p = 18 \) group may be observed with gaps in the series, e.g., in 1971 - 1980 and 1982 - 1989, etc. This may be indicated by separate subscripts.
where we interpret
\[ \eta_{g(ip)} = X_{g(ip)} \delta_{g(ip)} + u_{g(ip)} \]

as a gross disturbance vector, representing both the genuine disturbances and the random variation in the coefficients. It follows from (2) and (3) that these gross disturbance vectors are independent across individuals and heteroskedastic, with

\[ \text{Var}[\eta_{g(ip)}] = \Sigma_k \Sigma_k' + \sigma_{gh}^2 I_p. \]

The heteroskedasticity of \( \eta_{g(ip)} \) is due to the random components of the slope coefficients.

When some coefficients occur in at least two equations – which may reflect, for instance, cross-equational (e.g., symmetry) constraints resulting from micro units’ optimizing behaviour – the total number of free coefficients, \( K \), is less than \( \sum_{g=1}^{G} K_g \). We then replace (1) by

\[ \beta_{(ip)} = \beta + \delta_{(ip)}, \]

where \( \beta_{(ip)} \) is the random \((K \times 1)\) vector containing all the coefficients in the model, \( \beta \) is a fixed vector and \( \delta_{(ip)} \) is its random shift variable. We reinterpret \( X_{g(ip)} \) as the \((p \times K)\) matrix (including a vector of ones associated with the intercept term) of regressors in the \( g'\)th equation whose \( k'\)th column contains the observations on the variable corresponding to the \( k'\)th coefficient in \( \beta_{(ip)} \) \((k = 1, \ldots, K)\). If the latter coefficient does not occur in the \( g'\)th equation, the \( k'\)th column of \( X_{g(ip)} \) is set to zero.\(^5\) We retain (3) and replace (2), (4), and (5) by

\[ \text{Var}[\delta_{(ip)}] = \Sigma_k, \quad \text{Var}[\delta_{(ip)}'] = \Sigma_k', \]

\[ \text{tr}(\delta_{(ip)}) = \sum_{g=1}^{G} \text{tr}(\delta_{g(ip)}) = \sum_{g=1}^{G} \text{tr}(\delta_{g(ip)}'), \]

\[ y_{g(ip)} = X_{g(ip)} \beta_{(ip)} + u_{g(ip)} = X_{g(ip)} \beta + \eta_{g(ip)}, \]

\[ \eta_{g(ip)} = X_{g(ip)} \delta_{(ip)} + u_{g(ip)}, \]

\[ g = 1, \ldots, G, \quad i = 1, \ldots, N_p, \quad p = 1, \ldots, P, \]

It follows from (3), (8), and (10) that with this modification of the model, (6) is replaced by

\[ \text{Var}[\eta_{g(ip)}] = \Sigma_k, \quad \text{Var}[\eta_{g(ip)}'] = \Sigma_k', \quad \text{tr}(\eta_{g(ip)}) = \sum_{g=1}^{G} \text{tr}(\eta_{g(ip)}'), \]

\[ y_{(ip)} = (y_{1(ip)}', \ldots, y_{G(ip)}'), \quad \delta_{(ip)} = (\delta_{1(ip)}', \ldots, \delta_{G(ip)}'), \]

\[ u_{(ip)} = (u_{1(ip)}', \ldots, u_{G(ip)}'), \quad \eta_{(ip)} = (\eta_{1(ip)}', \ldots, \eta_{G(ip)}'). \]

\(^3\)Strictly, these properties hold conditionally on \((X_{g(ip)}, X_{g(ip)}').\)

\(^4\)These (deterministic) coefficient restrictions relate to both the expectation and the random part of the coefficients.

\(^5\)This interpretation is, of course, also valid when different equations have different regressors.
and let
\[ \Sigma^u = \begin{bmatrix} \sigma_{11}^u & \cdots & \sigma_{1G}^u \\ \vdots & & \vdots \\ \sigma_{Gl}^u & \cdots & \sigma_{GG}^u \end{bmatrix}. \]

In the case where each equation has its distinct coefficient vector, we define
\[ X_{(ip)} = \begin{bmatrix} X_{1(ip)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & X_{G(ip)} \end{bmatrix}, \quad \beta = \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_G \end{bmatrix}, \quad \Sigma^\delta = \begin{bmatrix} \Sigma_{11}^\delta & \cdots & \Sigma_{1G}^\delta \\ \vdots & & \vdots \\ \Sigma_{Gl}^\delta & \cdots & \Sigma_{GG}^\delta \end{bmatrix}. \]

In the case where some coefficients occur in at least two equations, we define \( X_{(ip)} \) as
\[ X_{(ip)} = \begin{bmatrix} X_{1(ip)} \\ \vdots \\ X_{G(ip)} \end{bmatrix} \]
and reinterpret \( \beta \) and \( \Sigma^\delta \) as explained above. We can then write the model for both cases as
\begin{align*}
(12) \quad \mathbf{y}_{(ip)} &= X_{(ip)} \beta + \mathbf{\eta}_{(ip)}, \quad \mathbf{\eta}_{(ip)} = X_{(ip)} \delta_{(ip)} + \mathbf{u}_{(ip)}, \\
(13) \quad \delta_{(ip)} &\sim \mathcal{N}(0_{K,1}, \Sigma^\delta), \quad \mathbf{u}_{(ip)} \sim \mathcal{N}(0_{Gp,1}, I_p \otimes \Sigma^u), \\
(14) \quad \mathbb{E}[\mathbf{\eta}_{(ip)}] = 0_{Gp}, \quad \mathbb{E}[\mathbf{\eta}_{(ip)} \mathbf{\eta}_{(ip)}'] = \Omega_{(ip)} = X_{(ip)} \Sigma^\delta X_{(ip)}' + I_p \otimes \Sigma^u,
\end{align*}
where \( \otimes \) is the Kronecker product operator and \( \Omega_{(ip)} \) is the gross disturbance covariance matrix of individual \( (ip) \) defined by the last equality in (14).

3 The Maximum Likelihood problem

We now describe the Maximum Likelihood problem for joint estimation of the coefficients and the disturbance covariance matrices in the model (12) – (14), and consider the main stages in its solution. We make the additional assumption that the random components of the coefficients and the disturbances are normally distributed and replace (13) by
\[ \delta_{(ip)} \sim \mathcal{N}(0_{K,1}, \Sigma^\delta), \quad \mathbf{u}_{(ip)} \sim \mathcal{N}(0_{Gp,1}, I_p \otimes \Sigma^u). \]

Then the \( \mathbf{\eta}_{(ip)} | X_{(ip)} \)'s are independent across \( (ip) \) and distributed as \( \mathcal{N}(0_{Gp,1}, \Omega_{(ip)}) \), with \( \Omega_{(ip)} \) defined as in (14). The log-density function of \( \mathbf{y}_{(ip)} | X_{(ip)} \) is
\[ L_{(ip)} = - \frac{Gp}{2} \ln(2\pi) - \frac{1}{2} \ln|\Omega_{(ip)}| - \frac{1}{2}[\mathbf{y}_{(ip)} - X_{(ip)} \beta]'\Omega_{(ip)}^{-1}[\mathbf{y}_{(ip)} - X_{(ip)} \beta]. \]
Let \( Q_{(ip)} \) be the quadratic form in this expression, \( i.e., \)
\[
Q_{(ip)} = \left(y_{(ip)} - X_{(ip)} \beta \right) ' \Omega_{(ip)}^{-1} \left[y_{(ip)} - X_{(ip)} \beta \right] = \eta_{(ip)} ' \Omega_{(ip)}^{-1} \eta_{(ip)}.
\]

The log-likelihood function of all \( y \)'s conditionally on all \( X \)'s for group \( p \), \( i.e., \) the individuals observed \( p \) times, can be written as
\[
L_{(p)} = \sum_{i=1}^{N_p} L_{(ip)} = -\frac{G_n}{2} \ln(2\pi) - \frac{1}{2} \sum_{i=1}^{N_p} \ln |\Omega_{(ip)}| - \frac{1}{2} \sum_{i=1}^{N_p} Q_{(ip)},
\]
and the log-likelihood function of all \( y \)'s conditionally on all \( X \)'s in the data set is
\[
L = \sum_{p=1}^{P} L_{(p)} = -\frac{G_n}{2} \ln(2\pi) - \frac{1}{2} \sum_{p=1}^{P} \sum_{i=1}^{N_p} \ln |\Omega_{(ip)}| - \frac{1}{2} \sum_{p=1}^{P} \sum_{i=1}^{N_p} Q_{(ip)}.
\]

Two Maximum Likelihood (ML) problems are of interest: group specific estimation and joint estimation for all groups. The ML estimators of \((\beta, \Sigma^u, \Sigma^\xi)\) for group \( p \) are the values that maximize \( L_{(p)} \). The ML estimators of \((\beta, \Sigma^u, \Sigma^\xi)\) based on the complete data set are the values that maximize \( L \). Both problems are subject to \( \Omega_{(ip)} = X_{(ip)} \Sigma^\xi X_{(ip)} ' + I_p \otimes \Sigma^u \) [cf. (14)].

The structure of the group specific problem is more complicated than the ML problem for systems of regression equations in standard situations with balanced panel data and constant coefficients and random intercept terms [cf. Avery (1977) and Baltagi (1980)], since different individuals have different ‘gross’ disturbance covariance matrices, \( \Omega_{(ip)} \), depending on \( X_{(ip)} \) when \( \Sigma^\xi \) is non-zero. The structure of the joint estimation problem – for the complete unbalanced panel – is still more complicated since the various \( y, X \), and \( \Omega \) matrices have different number of rows, reflecting the different number of observations of the individuals. Although the dimensions of \( \Sigma^u \) and \( \Sigma^\xi \) are the same for all individuals, the dimensions of \( X_{(ip)} \) and \( I_p \), and hence of \( \Omega_{(ip)} \), differ.

We describe these ML problems in turn.

**ML estimation for group \( p \)**

We set the derivatives of \( L_{(p)} \) with respect to \( \beta, \Sigma^u, \Sigma^\xi \) equal to zero, and obtain the first order conditions
\[
\sum_{i=1}^{N_p} \left( \frac{\partial Q_{(ip)}}{\partial \beta} \right) = 0_{K,1},
\]
\[
\begin{align}
\sum_{i=1}^{N_p} \left( \frac{\partial \ln |\Omega_{(ip)}|}{\partial \Sigma^u} + \frac{\partial Q_{(ip)}}{\partial \Sigma^u} \right) &= 0_{G,G}, \\
\sum_{i=1}^{N_p} \left( \frac{\partial \ln |\Omega_{(ip)}|}{\partial \Sigma^\xi} + \frac{\partial Q_{(ip)}}{\partial \Sigma^\xi} \right) &= 0_{K,K},
\end{align}
\]

6
These equations define the solution to the ML problem for group $p$ if $p = 2, 3, \ldots, P$, each value of $p$ giving a distinct set of estimators. If $p = 1$, (18) is solvable with respect to $\beta$, conditionally on $\Sigma^u$ and $\Sigma^\delta$, but (19) is unsolvable.

Conditions (18) coincide with the conditions that solve the Generalized Least Squares (GLS) problem for $\beta$ for group $p$, conditionally on $\Sigma^u$ and $\Sigma^\delta$, and we find that the solution value is

$$
\hat{\beta}^{GLS}_{(p)} = \left( \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)} \right)^{-1} \left[ \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)} \right].
$$

By inserting this value of $\beta$ into the expressions for $Q_{(ip)}$ in (16), we obtain the concentrated log-likelihood function for group $p$; $p = 2, \ldots, P$. This can be maximized with respect to $\Sigma^u$ and $\Sigma^\delta$ (subject to the symmetry conditions) to give the group specific estimators of these covariance matrices. We do not elaborate the details of the latter maximization.

**ML estimation for all groups jointly**

We set the derivatives of $L$ with respect to $\beta, \Sigma^u, \Sigma^\delta$ equal to zero and obtain the first order conditions

$$
\sum_{p=1}^{P} \sum_{i=1}^{N_p} \left( \frac{\partial Q_{(ip)}}{\partial \beta} \right) = 0_{K,1},
$$

$$
\begin{align*}
\sum_{p=1}^{P} \sum_{i=1}^{N_p} \left( \frac{\partial \ln |\Omega_{(ip)}|}{\partial \Sigma^u} + \frac{\partial Q_{(ip)}}{\partial \Sigma^u} \right) &= 0_{G,G}, \\
\sum_{p=1}^{P} \sum_{i=1}^{N_p} \left( \frac{\partial \ln |\Omega_{(ip)}|}{\partial \Sigma^\delta} + \frac{\partial Q_{(ip)}}{\partial \Sigma^\delta} \right) &= 0_{K,K}.
\end{align*}
$$

These equations define the solution to the overall ML problem.

Conditions (21) coincide with the conditions that solve the GLS problem for $\beta$ for the complete data set, conditionally on $\Sigma^u$ and $\Sigma^\delta$, and we find that the solution value is

$$
\hat{\beta}^{GLS} = \left( \sum_{p=1}^{P} \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)} \right)^{-1} \left[ \sum_{p=1}^{P} \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)} \right].
$$

By inserting this solution into (17), we obtain the concentrated log-likelihood function, which can be maximized with respect to $\beta, \Sigma^u$, and $\Sigma^\delta$ (subject to the symmetry conditions) to give the estimators of these covariance matrices. We do not elaborate the details of the latter procedure.
4 Simplified estimation procedures

To implement the full MI procedure outlined above in numerical computations may be complicated. We therefore in this section present simplified, stepwise estimation procedures. The procedures we present for estimating the covariance matrices $\Sigma^u$ and $\Sigma^\delta$, in particular, are simpler than solving (19), respectively (22), after having inserted the solution values for $\beta$ (conditionally on $\Sigma^u$ and $\Sigma^\delta$) from (20) and (23), respectively. We first describe the estimation of $\beta$, next the estimation of $\Sigma^u$ and $\Sigma^\delta$, then the reestimation of $\beta$, and finally the reestimation of $\Sigma^u$ and $\Sigma^\delta$.

First step estimation of $\beta$

Consider first the estimation of the expected coefficient vector $\beta$. We start by computing individual specific OLS estimators separately for all individuals which have a sufficient number of observations to permit such estimation. This means that in each equation, the number of observations $p$ must exceed the number of coefficients, including the intercept term. Let $q$ denote the lowest value of $p$ for which OLS estimation of all $G$ equations is possible. The estimator of the coefficient vector for individual $(ip)$ (formally treated as fixed) is

$$
\hat{\beta}_{(ip)} = \left[ \begin{array}{c} \hat{\beta}_{1(ip)} \\ \vdots \\ \hat{\beta}_{G(ip)} \end{array} \right] = \left[ X'_{(ip)} X_{(ip)} \right]^{-1} X'_{(ip)} y_{(ip)} = \left[ \begin{array}{c} (X'_{1(ip)} X_{1(ip)})^{-1} X'_{1(ip)} y_{1(ip)} \\ \vdots \\ (X'_{G(ip)} X_{G(ip)})^{-1} X'_{G(ip)} y_{G(ip)} \end{array} \right],
$$

i = 1, \ldots, N_p; \ p = q, \ldots, P.

By inserting from (12) and using (14) it follows that the estimator is unbiased, with covariance matrix

$$
V(\hat{\beta}_{(ip)}) = \left[ X'_{(ip)} X_{(ip)} \right]^{-1} [X'_{(ip)} \Omega_{(ip)}^{-1} X_{(ip)}] \left[ X'_{(ip)} X_{(ip)} \right]^{-1}.
$$

An estimator of the common expectation of the individual coefficient vectors, $\beta$, based on the observations from the individuals observed $p$ times is the unweighted sample mean of the individual specific OLS estimators as

$$
\hat{\beta}_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \hat{\beta}_{(ip)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \left[ X'_{(ip)} X_{(ip)} \right]^{-1} [X'_{(ip)} y_{(ip)}], \quad p = q, \ldots, P.
$$

From (25) it follows, since all $\hat{\beta}_{(ip)}$'s are uncorrelated, that

$$
V(\hat{\beta}_{(p)}) = \frac{1}{N_p^2} \sum_{i=1}^{N_p} \left[ X'_{(ip)} X_{(ip)} \right]^{-1} [X'_{(ip)} \Omega_{(ip)}^{-1} X_{(ip)}] \left[ X'_{(ip)} X_{(ip)} \right]^{-1}.
$$

We here neglect possible equality constraints between different equations.

We start by computing individual specific OLS estimators separately for all individuals which have a sufficient number of observations to permit such estimation. This means that in each equation, the number of observations $p$ must exceed the number of coefficients, including the intercept term. Let $q$ denote the lowest value of $p$ for which OLS estimation of all $G$ equations is possible. The estimator of the coefficient vector for individual $(ip)$ (formally treated as fixed) is

$$
\hat{\beta}_{(ip)} = \left[ \begin{array}{c} \hat{\beta}_{1(ip)} \\ \vdots \\ \hat{\beta}_{G(ip)} \end{array} \right] = \left[ X'_{(ip)} X_{(ip)} \right]^{-1} X'_{(ip)} y_{(ip)} = \left[ \begin{array}{c} (X'_{1(ip)} X_{1(ip)})^{-1} X'_{1(ip)} y_{1(ip)} \\ \vdots \\ (X'_{G(ip)} X_{G(ip)})^{-1} X'_{G(ip)} y_{G(ip)} \end{array} \right],
$$

i = 1, \ldots, N_p; \ p = q, \ldots, P.

By inserting from (12) and using (14) it follows that the estimator is unbiased, with covariance matrix

$$
V(\hat{\beta}_{(ip)}) = \left[ X'_{(ip)} X_{(ip)} \right]^{-1} [X'_{(ip)} \Omega_{(ip)}^{-1} X_{(ip)}] \left[ X'_{(ip)} X_{(ip)} \right]^{-1}.
$$

An estimator of the common expectation of the individual coefficient vectors, $\beta$, based on the observations from the individuals observed $p$ times is the unweighted sample mean of the individual specific OLS estimators as

$$
\hat{\beta}_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \hat{\beta}_{(ip)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \left[ X'_{(ip)} X_{(ip)} \right]^{-1} [X'_{(ip)} y_{(ip)}], \quad p = q, \ldots, P.
$$

From (25) it follows, since all $\hat{\beta}_{(ip)}$'s are uncorrelated, that

$$
V(\hat{\beta}_{(p)}) = \frac{1}{N_p^2} \sum_{i=1}^{N_p} \left[ X'_{(ip)} X_{(ip)} \right]^{-1} [X'_{(ip)} \Omega_{(ip)}^{-1} X_{(ip)}] \left[ X'_{(ip)} X_{(ip)} \right]^{-1}.
$$

We here neglect possible equality constraints between different equations.

Estimators constructed from weighted means will be considered below.
An estimator of the common expectation of the individual coefficient vectors, \( \beta \), based on observations of all individuals observed at least \( q \) times can be obtained as the unweighted sample mean of all the \( N' = \sum_{p=1}^{P} N_p \) individual specific estimators, i.e.,

\[
\hat{\beta} = \frac{1}{N'} \sum_{p=1}^{P} \sum_{i=1}^{N_p} \hat{\beta}_{(ip)} = \frac{1}{N'} \sum_{p=1}^{P} \sum_{i=1}^{N_p} [X'_{(ip)} X_{(ip)}]^{-1} [X'_{(ip)} y_{(ip)}].
\]

From (25) it follows that

\[
V(\hat{\beta}) = \frac{1}{(N')^2} \sum_{p=1}^{P} \sum_{i=1}^{N_p} [X'_{(ip)} X_{(ip)}]^{-1} [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}] [X'_{(ip)} X_{(ip)}]^{-1}.
\]

This is our simplest way of estimating the expected coefficient vector and its covariance matrix conditional on \( \Sigma^u \) and \( \Sigma^\delta \).

**First step estimation of \( \Sigma^u \) and \( \Sigma^\delta \)**

Consider next the estimation of \( \Sigma^u \) and \( \Sigma^\delta \). We construct the \((G_p \times 1)\) OLS residual vector corresponding to \( u_{(ip)} \),

\[
\hat{u}_{(ip)} = \begin{bmatrix} \hat{u}_{1(ip)} \\ \vdots \\ \hat{u}_{G(ip)} \end{bmatrix} = y_{(ip)} - X_{(ip)} \hat{\beta}_{(ip)},
\]

and rearrange it into the \((G \times p)\) matrix

\[
\hat{U}_{(ip)} = \begin{bmatrix} \hat{u}_{1(ip)} \\ \vdots \\ \hat{u}_{G(ip)} \end{bmatrix}, \quad i = 1, \ldots, N_p, \\
p = q, \ldots, P,
\]

whose element \((g, t)\) is the \( t \)th OLS residual of individual \((ip)\) in the \( g \)th equation. We estimate, from observations on the individuals observed \( p \) times, the disturbance covariance matrix \( \Sigma^u \) by the analogous sample moments in residuals, i.e.,

\[
\hat{\Sigma}^u_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \hat{U}_{(ip)} \hat{U}'_{(ip)}, \quad p = q, \ldots, P,
\]

and estimate from (24) and (26) the covariance matrices of the random coefficient vector by its empirical counterparts, i.e.,

\[
\hat{\Sigma}^\delta_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} (\hat{\beta}_{(ip)} - \hat{\beta}_{(p)}) (\hat{\beta}_{(ip)} - \hat{\beta}_{(p)})', \quad p = q, \ldots, P.
\]

\(^8\)Alternatively, the \( \beta_{(ip)} \)'s could have been weighted by \( p \), the number of observations in each group. Other estimators constructed from weighted means will be considered below.

\(^9\)This estimator is consistent if both \( p \) and \( N_p \) go to infinity and is always positive definite. It is not, however, unbiased in finite samples. Other estimators for formally similar balanced situations exist. See Hsiao (1986, pp. 83–84).
Inserting $\hat{\Sigma}^u_{(i)}$ and $\hat{\Sigma}^\delta_{(i)}$ into (14), we get the following estimator of the covariance matrix $\Omega_{(ip)}$ based on the observations of the individuals observed $p$ times:

\[
\hat{\Omega}_{(ip)} = X_{(ip)} \hat{\Sigma}^\delta_{(ip)} X'_{(ip)} + I_p \otimes \hat{\Sigma}^u_{(ip)}, \quad i = 1, \ldots, N_p; \quad p = q, \ldots, P.
\]

This estimator can be inserted into (25) and (27) to give estimators of $\nabla(\hat{\beta}_{(ip)})$ and $\nabla(\hat{\beta}_{(ip)})$.

An estimator of $\Sigma^u$ based on observations from all individuals observed at least $q$ times can be obtained as

\[
\hat{\Sigma}^u = \frac{1}{n'} \sum_{p=q}^P \sum_{i=1}^{N_p} \hat{U}_{(ip)} \hat{U}'_{(ip)} = \frac{1}{n'} \sum_{p=q}^P N_p \hat{p} \hat{\Sigma}^u_{(ip)}
\]

where $n' = \sum_{p=q}^P N_p$. The corresponding estimator of the covariance matrices of the coefficients is

\[
\hat{\Sigma}^\delta = \frac{1}{N'} \sum_{p=q}^P \sum_{i=1}^{N_p} (\hat{\beta}_{(ip)} - \hat{\beta})(\hat{\beta}_{(ip)} - \hat{\beta})'.
\]

Inserting $\hat{\Sigma}^u$ and $\hat{\Sigma}^\delta$ into (14), we get the following estimator of the individual specific gross disturbance matrix $\Omega_{(ip)}$ based on all observations:

\[
\hat{\Omega}_{(ip)} = X_{(ip)} \hat{\Sigma}^\delta X'_{(ip)} + I_p \otimes \hat{\Sigma}^u, \quad i = 1, \ldots, N_p; \quad p = 1, \ldots, P.
\]

This estimator can be inserted into (29) to give an estimator of $\nabla(\hat{\beta})$.

Since (26) and (28) imply

\[
\frac{1}{N'} \sum_{p=q}^P \sum_{i=1}^{N_p} (\hat{\beta}_{(ip)} - \hat{\beta})(\hat{\beta}_{(ip)} - \hat{\beta})' = \frac{1}{N'} \sum_{p=q}^P \sum_{i=1}^{N_p} (\hat{\beta}_{(ip)} - \hat{\beta})(\hat{\beta}_{(ip)} - \hat{\beta})' + \frac{1}{N'} \sum_{p=q}^P N_p (\hat{\beta}_{(ip)} - \hat{\beta})(\hat{\beta}_{(ip)} - \hat{\beta})',
\]

we can rewrite $\hat{\Sigma}^\delta$ as

\[
\hat{\Sigma}^\delta = \frac{1}{N'} \sum_{p=q}^P N_p \hat{\Sigma}^\delta_{(ip)} + \frac{1}{N'} \sum_{p=q}^P N_p (\hat{\beta}_{(ip)} - \hat{\beta})(\hat{\beta}_{(ip)} - \hat{\beta})'.
\]

The interpretation of this equation is that it separates $\hat{\Sigma}^\delta$ into components representing within group variation in the $\beta$'s (first term) and between group variation (second term).

\[\text{Note that } \hat{\Sigma}^u \text{ and } \hat{\Sigma}^\delta \text{ are constructed from observations from individuals observed at least } q \text{ times, whereas } \hat{\Omega}_{(ip)} \text{ is constructed for all individuals.}\]
Second step estimation of $\beta$

When the $\Omega_{(ip)}$'s have been estimated from (35), (asymptotically) more efficient estimators of the expected coefficient vector $\beta$ can be constructed. So far, individual specific OLS estimators of the coefficient vector have been our point of departure, cf. (24). One modification is to use individual specific GLS estimators instead. Replace estimators of the coefficient vector have been our point of departure, cf. (24). One modification is to use individual specific GLS estimators instead. Replace

\[ \widehat{\beta}_{(ip)} = [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}]^{-1} [X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)}], \quad i = 1, \ldots, N_p; \quad p = q, \ldots, P. \]

By inserting from (12) and using (14) it can be shown that this estimator is unbiased and has covariance matrix

\[ V(\widehat{\beta}_{(ip)}) = [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}]^{-1}. \]

This estimator vector is more efficient than $\widehat{\beta}_{(ip)}$ since it can be shown from (25) and (38) that $V(\widehat{\beta}_{(ip)}) - V(\widehat{\beta}_{(ip)})$ is positive definite. A revised estimator of $\beta$ based on the observations from the individuals observed $p$ times can then be defined as the unweighted mean of the individual specific GLS estimators

\[ \overline{\beta}_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \beta_{(ip)} = \frac{1}{N_p} \sum_{i=1}^{N_p} [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}]^{-1} [X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)}], \quad p = q, \ldots, P. \]

From (38) it follows, since all $\overline{\beta}_{(ip)}$'s are uncorrelated, that

\[ V(\overline{\beta}_{(p)}) = \frac{1}{N_p^2} \sum_{i=1}^{N_p} [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}]^{-1}. \]

A revised estimator of $\beta$ based on observations of all individuals observed at least $q$ times can be obtained as the unweighted mean\(^{12}\)

\[ \bar{\beta} = \frac{1}{N_t} \sum_{p=q}^{P} \sum_{i=1}^{N_p} \overline{\beta}_{(ip)} = \frac{1}{N_t} \sum_{p=q}^{P} \sum_{i=1}^{N_p} [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}]^{-1} [X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)}]. \]

From (38) it follows, since all $\overline{\beta}_{(ip)}$'s are uncorrelated, that

\[ V(\bar{\beta}) = \frac{1}{(N_t)^2} \sum_{p=q}^{P} \sum_{i=1}^{N_p} [X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)}]^{-1}. \]

Variants of $\overline{\beta}_{(ip)}$ and $\beta$ exist. Instead of using the unweighted means of the individual specific GLS estimators, (39) and (41), we may use matrix weighted means. Of particular

\(^{11}\)We here and in the following proceed as if the $\Omega_{(ip)}$'s are known. In practice, we may either use the estimators $\widehat{\Omega}_{(ip)}$ or estimate these covariance matrices from recomputed GLS residuals, as will be described below.

\(^{12}\)Alternatively, the $\overline{\beta}_{(ip)}$'s could have been weighted by $p$. 
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interest is weighting the subestimators by their respective inverse covariance matrices.

Our estimator of $\beta$ based on the observations from the individuals observed $p$ times then becomes

$$
\beta^*_p = \left[ \sum_{i=1}^{N_p} V(\tilde{\beta}_{(ip)})^{-1} \right]^{-1} \left[ \sum_{i=1}^{N_p} V(\tilde{\beta}_{(ip)})^{-1} \tilde{\beta}_{(ip)} \right]
= \left[ \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)} \right]^{-1} \left[ \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)} \right], \quad p = q, \ldots, P.
$$

This coincides with the strict GLS estimator for group $p$, $\hat{\beta}_{GLS}^p$, given in (20) as the solution to the ML problem for group $p$ conditional on $\Sigma^{u}$ and $\Sigma^{e}$. From (38) it follows, since all $\tilde{\beta}_{(ip)}$'s are uncorrelated, that

$$
V(\beta^*_p) = \left[ \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)} \right]^{-1}.
$$

Since $\beta^*_p$ is the strict GLS estimator for group $p$, we know that it is more efficient than $\tilde{\beta}_{(ip)}$ because $V(\tilde{\beta}_{(ip)}) - V(\beta^*_p)$ is positive definite. The corresponding estimator of $\beta$ based on observations of all groups of individuals observed at least $q$ times is

$$
\beta^* = \left[ \sum_{p=q}^{P} \sum_{i=1}^{N_p} V(\tilde{\beta}_{(ip)})^{-1} \right]^{-1} \left[ \sum_{p=q}^{P} \sum_{i=1}^{N_p} V(\tilde{\beta}_{(ip)})^{-1} \tilde{\beta}_{(ip)} \right]
= \left[ \sum_{p=q}^{P} \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)} \right]^{-1} \left[ \sum_{p=q}^{P} \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} y_{(ip)} \right],
$$

which coincides with $\hat{\beta}_{GLS}^q$, given in (23) as the solution to the ML problem for all individuals conditional on $\Sigma^{u}$ and $\Sigma^{e}$. From (38) it follows, since all $\tilde{\beta}_{(ip)}$'s are uncorrelated, that

$$
V(\beta^*) = \left[ \sum_{p=q}^{P} \sum_{i=1}^{N_p} X'_{(ip)} \Omega^{-1}_{(ip)} X_{(ip)} \right]^{-1}.
$$

Since $\beta^*$ is the strict GLS estimator, it is more efficient than $\tilde{\beta}$ because we know that $V(\tilde{\beta}) - V(\beta^*)$ is positive definite.

**Second step estimation of $\Sigma^{u}$ and $\Sigma^{e}$**

The second step estimators of the coefficient vector can be used to revise the estimators of the disturbance covariance matrices and the covariance matrices of the random coefficients obtained in the first step. We construct the $(Gp \times 1)$ residual vector corresponding
to \( \mathbf{u}_{(ip)} \) from
\[
\begin{bmatrix}
\mathbf{u}_{1(ip)} \\
\vdots \\
\mathbf{u}_{G(ip)}
\end{bmatrix}
= \begin{bmatrix}
\mathbf{y}_{(ip)} - \mathbf{X}_{(ip)}\hat{\mathbf{\beta}}_{(ip)}
\end{bmatrix}
\]
and rearrange it into the \((G \times p)\) matrix
\[
\begin{bmatrix}
\mathbf{u}'_{1(ip)} \\
\vdots \\
\mathbf{u}'_{G(ip)}
\end{bmatrix}.
\]

The second step estimator of \( \Sigma^u \) for group \( p \) is
\[
(47) \quad \tilde{\Sigma}^u_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} \tilde{\mathbf{U}}_{(ip)}' \tilde{\mathbf{U}}_{(ip)}, \quad p = q, \ldots, P,
\]
and the corresponding estimator of \( \Sigma^\delta \), when we use \( \beta^*_p \) as the group specific estimator of \( \beta \) is
\[
(48) \quad \tilde{\Sigma}^\delta_{(p)} = \frac{1}{N_p} \sum_{i=1}^{N_p} (\beta_{(ip)} - \beta^*_p)(\beta_{(ip)} - \beta^*_p)', \quad p = q, \ldots, P.
\]

Recompute the estimator of \( \Omega_{(ip)} \) based on the subpanel for group \( p \) by [cf. (32)]
\[
(49) \quad \tilde{\Omega}_{(ip)} = \mathbf{X}_{(ip)} \tilde{\Sigma}^\delta_{(p)} \mathbf{X}'_{(ip)} + \mathbf{I}_p \otimes \tilde{\Sigma}^u_{(p)}, \quad i = 1, \ldots, N_p; \quad p = q, \ldots, P.
\]

The second step estimator of \( \Sigma^u \) based on the complete data set is
\[
(50) \quad \tilde{\Sigma}^u = \frac{1}{n'} \sum_{p=q}^{P} \sum_{i=1}^{N_p} \tilde{\mathbf{U}}_{(ip)}' \tilde{\mathbf{U}}_{(ip)},
\]
and the corresponding estimator of \( \Sigma^\delta \), when we use \( \beta^* \) as the overall estimator of \( \beta \) is
\[
(51) \quad \tilde{\Sigma}^\delta = \frac{1}{N'} \sum_{p=q}^{P} \sum_{i=1}^{N_p} (\beta_{(ip)} - \beta^*)(\beta_{(ip)} - \beta^*)'.
\]

Recompute the overall estimator of \( \Omega_{(ip)} \) by [cf. (35)]
\[
(52) \quad \tilde{\Omega}_{(ip)} = \mathbf{X}_{(ip)} \tilde{\Sigma}^\delta \mathbf{X}'_{(ip)} + \mathbf{I}_p \otimes \tilde{\Sigma}^u, \quad i = 1, \ldots, N_p; \quad p = 1, \ldots, P.
\]

An iterative application of this four-step sequence of conditional estimation problems will be presented in the final section, as a summing-up of the paper.

---

\(^{33}\) Alternatively, the less efficient estimator \( \hat{\beta}_{(p)} \) may be used.

\(^{34}\) Alternatively, the less efficient estimator \( \tilde{\beta} \) may be used.
5 Summing up: A stepwise, modified ML algorithm

Modified, stepwise ML estimation algorithms for $\beta$, $\Sigma^u$, and $\Sigma^e$ can be constructed from the procedures described in Section 4. In this final section, we present one such algorithm. The procedure can be considered a modified ML algorithm, provided it converges towards a unique solution and is iterated until convergence.

We give the algorithm for both group specific estimation and estimation from the complete data set. Each algorithm has eight steps and can be iterated until convergence.

Estimation algorithm for group $p$

1(p): Estimate $\beta$ from the $p$ observations from individual $(ip)$ for $i = 1, \ldots, N_p$ \((p \geq q)\), by using (24). Compute the corresponding OLS residuals.

2(p): Compute an estimator of $\beta$ for group $p$ from (26).

3(p): Compute group specific estimators of $\Sigma^u$ and $\Sigma^e$ from (30) - (31).

4(p): Compute $\hat{\Omega}_{(ip)}^u$ from (32) for $i = 1, \ldots, N_p$ \((p \geq q)\).

5(p): Insert $\Omega_{(ip)} = \hat{\Omega}_{(ip)}^u$ into (37) and (43) to compute the individual specific and group specific estimators $\hat{\beta}_{(ip)}$ and $\beta^*_{(p)}$.

6(p): Recompute group specific estimators of $\Sigma^u$ and $\Sigma^e$ from (47) - (48).

7(p): Compute $\hat{\Omega}_{(ip)}^e$ from (49) for $i = 1, \ldots, N_p$ \((p \geq q)\).

8(p): Insert $\Omega_{(ip)} = \hat{\Omega}_{(ip)}^e$ into (37) and (43) to recompute $\hat{\beta}_{(ip)}$ and $\beta^*_{(p)}$.

Steps 6(p) - 8(p) can be repeated until convergence, according to some criterion.

Estimation algorithm for all groups

1: Estimate $\beta$ from the observations from individual $(ip)$ for $i = 1, \ldots, N_p$; $p = q, \ldots, P$, by using (24). Compute the corresponding OLS residuals.

2: Compute an estimator of $\beta$ from the complete panel data set from (28).

3: Compute overall estimators of $\Sigma^u$ and $\Sigma^e$ from (33) - (34).

4: Compute $\hat{\Omega}_{(ip)}$ from (35) for $i = 1, \ldots, N_p$; $p = 1, \ldots, P$.

5: Insert $\Omega_{(ip)} = \hat{\Omega}_{(ip)}$ into (45) to compute $\beta^*$.

6: Recompute overall estimators of $\Sigma^u$ and $\Sigma^e$ from (50) - (51).
7: Compute $\Omega_{(ip)}$ from (52) for $i = 1, \ldots, N_p; \ p = 1, \ldots, P$.

8: Insert $\Omega_{(ip)} = \Omega_{(ip)}$ into (41) to recompute $\beta^*$. 

Steps 6 – 8 can be repeated until convergence, according to some criterion. If this algorithm converges towards a unique solution, it leads to our modified ML estimator. It is substantially easier to implement in numerical calculations than the full ML procedure described in Section 3.
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