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Program Report 

International Trade and Investment 
Robert C. Feenstra 

Research activities of the NBER's Program in International Trade and 
Investment can be grouped into four broad areas: trade patterns (static 
and dynamic); trade policy; regional and multilateral trade agreements; 
and foreign direct investment. Much of the research is motivated by the 
policy experience of the United States and other countries, and one goal 
of the program is to evaluate the outcome of these international policies. 
Another goal is to understand the determinants of trade policies and trade 
patterns. To this end, members of the program are engaged actively in 
developing models of endogenous growth, economic geography, and po­
litical economy, applied to questions of international (or regional) trade. 

Trade Patterns 
Current research has moved beyond resource endowments as a deter­

minant of static trade patterns, and has introduced monopolistic competi­
tion and product diversity as an explanation for trade flows. Elhanan 
Helpman has shown that when countries are fully specialized in unique 
product varieties, and tastes are the same across nations, then a relatively 
simple equation relating trade flows to country sizes can be obtained. 1 

This equation fits the data well for the OECD countries. David Hummels 
and James A. Levinsohn have reconsidered this empirical evidence, and 
have shown that the same equation also fits well for a group of non­
OECD countries, including various South American and African nations. 2 

Since we do not expect that the trade patterns of the latter countries are 
determined by monopolistic competition, there is a puzzle as to what is 
being explained by this equation. 

Along with Tzu-Han Yang and the sociologist Gary G. Hamilton, I pro­
vided further evidence on the link between market structure and trade 
patterns.3 Hamilton's firm-level data on business groups in Japan, Korea, 
and Taiwan show dramatic differences in the type of vertical and hori­
zontal integration within these countries. We argue that these market 
structures should correspond to different trade patterns, and in particular, 
that greater vertical integration (and resulting economies of scale) should 
lead to less product diversity. We confirm this hypothesis by comparing 
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Taiwan and Korea, in that Korea 
has less diversity in its exports to 
the United States. Japan has greater 
product variety than either of these 
countries, and that is explained by 
its substantial size. Dani Rodrik, 
and later we, provided evidence 
on the composition or "quality" of 
export from these countries (mea­
sured by a comparison of unit-val­
ues and price indexes).4 

The dynamics of trade have 
been extenSively analyzed in theo­
ry by Gene M. Grossman and Help­
man,5 and various researchers have 
begun to test these models. David 
T. Coe and Helpman find that both 
a country's Rand D stock and the 
Rand D stock of its trade partners 
affect the country's total factor pro­
ductivity, supporting the idea that 
knowledge diffuses across borders 
through trade.6 James R. Markusen 
and I have developed empirical 
measures of product variety that 
could be applied to growth ac­
countingJ In ongoing work, Jona­
than Eaton and Sam Kortum test 
for international technological dif­
fusion using data on patents within 
the OECD countries. Magnus Blom­
strom, Robert E. Lipsey, and Mario 
Zejan have examined the determi­
nants of developing country 
growth, finding that inflows of di­
rect investment, along with sec­
ondary education and labor force 
participation, are major factors. 8 

The empirical evidence linking 
trade and growth will be the topic 
of an upcoming NBER-CEPR Inter­
national Seminar on International 
Trade, organized by Robert E. and 
Richard E. Baldwin, to be reviewed 
in a future NBER Reporter. 

Dynamic patterns of regional 
trade play a central role in recent 
models of economic geography, as 
developed especially by Paul R. 

Krugman. 9 Kiminori Matsuyama 
and Takaaki Takahashi have inves-



tigated the welfare properties of 
the equilibrium in which one re­
gion dominates, and show that 
such concentration can reduce wel­
fare. 10 Jonathan Eaton and Zvi Eck­
stt:;in present evidence that cities in 
France and Japan have grown in a 
parallel manner, with little tenden­
cy for divergence to the largest 
centers. 11 James E. Rauch uses data 
on the growth of industrial parks in 
the United States to argue that 
these allowed developers to inter­
nalize agglomeration economies; 
he also has analyzed the impact of 
bureaucracies on the historical 
growth of cities in the United 
States. 12 J. David Richardson is en­
gaged in developing a database 
and analyzing trade between states 
within the United States. Finally, 
Gordon H. Hanson uses data on 
the garment industry in Mexico to 
study the impact of trade liberaliza­
tion on the regional structure of 
wages and locational choice. 13 

Trade Policy 
Research on trade policy can be 

divided into work on import quo­
tas and export subsidies; on anti­
dumping and countervailing duties; 
and on the political economy of 
trade policy. In the ftrst area, Dani 
Rodrik and Barbara ]. Spencer are 
challenging the conventional wis­
dom that quotas and subsidies will 
lead to high inefftciency and rent­
seeking costs, by providing exam­
ples where these regimes (argua­
bly) seem to have worked. 14 Kala 
Krishna and Ling Hui Tan have ex­
amined in detail the workings of 
the Hong Kong market for quota li­
censes in textiles. 15 Recently I have 
calculated the deadweight loss as­
sociated with the quality upgrading 
that occurred in U.S. imports of Jap­
anese automobiles in the 1980s. 16 

In the second area, Thomas Pru­
sa and Wendy 1. Hansen are inves-

tigating the impact of the "cumula­
tion provision," introduced into 
U.S. trade laws in 1984, on the out­
come of antidumping determina­
tionP Under this provision, the im­
ports from all source countries are 
summed by the International Trade 
Commission CITC) to determine po­
tential injury. Robert W. Staiger and 
Frank A. Wolak examine the trade 
impacts of U.S. antidumping law 
and determinants of suit ftling ac­
tivity from 1980-5, identifying sev­
eral channels through which a suit 
can affect trade even if duties are 
not levied. 18 Robert E. Baldwin and 
Jeffrey W. Steagall provide a gener­
al empirical analysis of the factors 
influencing ITC decisions in anti­
dumping, countervailing duty, and 
safeguard cases. 19 

The political economy of trade 
policy is an area of growing re­
search interest. Grossman and 
Helpman have been modeling how 
trade policies are determined as 
political outcomes in representative 
democracies. 2o They focus on the 
interactions between incumbent 
politicians, who are in a position to 
set trade policy, and special interest 
groups, who make political contri­
butions to these politicians. Their 
solutions for the political equilibri­
um allow a vector of tariffs to be 
determined over many industries, 
balancing the politician's concern 
for campaign ftnancing and social 
welfare. The idea that declining in­
dustries may experience a collapse 
of protection has been studied by 
S. Lael Brainard and Thierry Verdi­
er.21 The actual experience of vari­
ous industries was discussed at the 
conference "Political Economy of 
Trade Protection," organized by 
Anne O. Krueger, and summarized 
in the Spring 1994 NBER Reporter. 22 

A ftnal area that has implications 
for trade policy are the links be­
tween exchange rates, international 

prices, and wages. Michael M. 
Knetter, Joseph E. Gagnon, and I 
have explored the extent to which 
ftrms pass-through changes in ex­
change rates to their prices, partic­
ularly in the automobile industry. 23 
In a quite different context, Sebas­
tian Edwards has examined the 
link between exchange rates, trade 
policy, and growth for developing 
countries. 24 Robert Z. Lawrence 
and Paul R. Krugman have recently 
critiqued the popular opinion that 
trade competition accounts for the 
drop in the relative wages of blue 
collar workers in the United States. 
They ftnd that this belief is not 
supported by the evidence, and 
that the sources of U.S. economic 
difftculties are overwhelmingly do­
mestic. This is a controversial con­
clusion that is bound to lead to fur­
ther research in the near future. 25 

Regional and 
Multilateral Trade 
Agreements 

The successful conclusion of the 
North American Free Trade Agree­
ment (NAFTA) , as well as the Uru­
guay Round of GATT negotiations, 
underscores the importance of 
these international agreements in 
reducing barriers to the flow of 
goods and services across borders. 
A number of researchers have 
been actively involved in studying 
the political determinants of these 
agreements and their economic im­
pact. Grossman and Helpman have 
extended their work on the politi­
cal economy of protection to inves­
tigate the viability of free trade 
agreements. 26 They ftnd that an 
agreement between two countries 
is most likely to be politically via­
ble when the potential trade be­
tween the members is sufftciently 
close to being balanced, and when 
the agreement would generate sub­
stantial trade diversion rather than 
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creation. Unfortunately, this result 
implies that political support for 
the agreement is likely to be great­
est exactly when the agreement 
would reduce trade efficiency. 

Kyle Bagwell and Staiger have 
focused on the implications of a 
regional agreement for further mul­
tilateral trade liberalization.27 They 
fmd that in the early stages, region­
al negotiations likely will be associ­
ated with less multilateral coopera­
tion, because the expectations of 
future trade diversion reduces the 
fear of future trade wars across 
blocs. However, once a regional 
agreement is fully implemented 
and the trade diversion has oc­
curred, then more liberal multilater­
al trade policies can be restored. 
Staiger has investigated in more de­
tail how the flow of resources out 
of import-competing sectors affect 
the incentives for multilateral coop­
eration.28 Further research on re­
gional and multilateral trade agree­
ments has been undertaken by 
Richard E. Baldwin, and Carsten 
Kowalczyk with Ronald J. Wonna­
cott and Tomas Sjostrom. 29 

Because regional free trade 
agreements do not harmonize the 
tariffs levied by member countries 
on imports from outside the bloc, 
they require extensive "rules of ori­
gin" or domestic-content provisions 
to prevent imports from entering 
through the lowest tariff country. 
These rules play an important role 

. in the NAFTA legislation, and have 
quite dramatic effects on the effi­
ciency of production. These effects 
are discussed in general by 
Krueger, and in the context of 
empirical simulations by Florencio 
Lopez-de-Silanes, Markusen, and 
Thomas F. Rutherford. 30 Additional 
simulation results concerning the 
incentives for countries of different 
sizes to enter into regional agree­
ments are provided by Carlo 
Perroni and John Whalley}l 
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Jeffrey A. Frankel also has been 
working on the regionalization of 
world trade. He has investigated 
the hypothesis that Japan is coming 
to dominate East Asia.32 The com­
mon view that the countries in the 
region have been intensifying intra­
regional trade can be explained by 
"natural factors," such as distance, 
transportation costs, country size, 
and per capita incomes. In work 
with Shang-Jin Wei and Ernesto 
Stein, Frankel then addresses what 
the trend toward regionalization of 
trade implies for world efficiency.33 
Given the estimated range of intra­
continental transportation costs, 
they find that the formation of re­
gional free trade areas is likely to 
distort trade and reduce economic 
welfare. They call such blocs "su­
per-natural," in contrast to the "nat­
ural" trade blocs that would arise 
from the proximity of countries un­
der free trade. Barry Eichengreen 
and Douglas A. Irwin apply a simi­
lar methodology to analyze the dis­
integration of world trade in the 
1930s.34 Considerations of distance 
and transportation costs also are 
used by Edward E. Leamer to esti­
mate the future structure of trade 
between Mexico and the United 
States. 35 

Foreign Direct 
Investment 

Research on the decisions of 
multinational firms to invest 
abroad, and resulting implications 
for trade flows, also is included 
within the program. Traditional ex­
planations of multinationals em­
phasize differences in factor pro­
portions or wages across nations as 
the motivation for overseas expan­
sion. However, in recent years, 
over 80 percent of foreign direct 
investment has been between in­
dustrialized countries. Accordingly, 
Brainard has developed and tested 

a model that explains horizontal in­
tegration across borders by consid­
erations of market access. 36 She 
finds substantial empirical support 
for the model USing bilateral data 
on U.S. trade and overseas produc­
tion for 27 countries and 64 indus­
tries. In particular, overseas pro­
duction is found to increase rela­
tive to exports when trade barriers, 
transport costs, or advertising in­
tensity are high, and when plant 
economies and investment barriers 
are low. Brainard also finds that 
the volume of intraindustry affiliate 
sales increases as countries are 
more similar in their factor propor­
tion or per capita incomes, contra­
dicting the factor proportions ex­
planation for multinational sales.37 

In joint work with Keith Head 
and John Ries, Deborah Swenson 
proposes an additional explanation 
for foreign direct investment. 38 

They test whether agglomeration 
economies-whereby benefits are 
obtained from locating in the same 
region as other foreign firms in the 
same industry-are a factor in the 
locational choice of firms. Using 
data on Japanese manufacturing 
plants built in the United States, 
they find that firms are more likely 
to locate in regions where other 
Japanese firms operate (especially 
those in the same business group), 
after controlling for the presence of 
U.S. firms in that industry. Aizen­
man examines the implications of 
foreign direct investment.39 He ar­
gues that overseas investment will 
reduce the likelihood of managed 
trade between the countries, but 
potentially increase the incidence 
of cyclical dumping; both these 
outcomes are welfare improving 
for the countries involved. 

Lipsey examines the long-term 
trends in foreign investment activi­
ty within the United States, as well 
as in outward direct investment. 40 



One of his conclusions is that for­
eign production has been a means 
by which American finns have re­
tained foreign market shares even 
as their shares in the u.s. economy 
have declined, and that foreign di­
rect investment has served the 
same function for finns from other 
countries. He finds little support 
for the idea that direct investment 
"exports jobs." More evidence 
points to a shift in the composition 
of home country employment to­
ward managerial and technical oc­
cupations. The implications of for­
eign investment for the division of 
labor at home, as well as for do­
mestic investment, also are being 
considered by Blomstrom and Ari 
Kokko, using evidence from Swe­
dish multinationals. 41 
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35E. E. Leamer and C.]. Medberry, "U.S. 
Manufacturing and an Emerging Mex­
ico," NBER Working Paper No. 4331, 
April 1993. 
36S. L. Brainard, "A Simple Theory of 
Multinational Corporations and Trade 
with a Trade-Off Between Proximity 
and Concentration," NBER Working 
Paper No. 4269, February 1993, and 

Research Summaries 

Recent Research on Economic Growth 
Robert}. Barro 

Economic growth has been a 
lively area of research since the 
mid-1980s. Important advances 
have been made in both theory 
and empirical analyses, and much 
of this progress has been reported 
on at NBER conferences on growth, 
which first took place in 1989. 

My research over the last five 
years has focused on growth; the 
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main results are included in Eco­
nomic Growth, coauthored with 
Xavier Sala-i-Martin and forthcom­
ing this fall from McGraw-HiILl 
Aimed at the level of first-year 
graduate students in economics, 
the book combines new results 
with expositions of theories from 
the 1950s through the 1990s. 

To appredate the importance of 
growth rates, start with the obser­
vation that the U.S. real per capita 

"An Empirical Assessment of the Prox­
imity-Concentration Trade-Off Between 
Multinational Sales and Trade," NBER 
Working Paper No. 4580, December 
1993. 
37S. L. Brainard, "An Empirical Assess­
ment of the Factor Proportions Expla­
nation of Multinational Sales, " NBER 
Working Paper No. 4583, December 
1993. 
38K. Head, ]. Ries, and D. Swenson, 
"Agglomeration Benefits and Location 
Choice: Evidence from Japanese Manu­
facturing Investments in the United 
States, " University of British Columbia 
and University of California, Davis. 
39]. Aizenman, "Foreign Direct Invest­
ment as a Commitment Mechanism in 
the Presence of Managed Trade, " NBER 
Working Paper No. 4102, June 1992, 
and "Foreign Direct Investment, Em­
ployment Volatility, and Cyclical 
Dumping, " NBER Working Paper No. 
4683, March 1994. 
4oR. E. Lipsey, "Foreign Direct Invest­
ment in the United States: Changes 
Over Three Decades, " NBER Reprint No. 
1851, February 1994, and in Foreign 
Direct Investment, K. A. Froot, ed. Chi­
cago: University of Chicago Press, 1993, 
pp. 11!!r170, and "Outward Direct In­
vestment and the U.S. Economy," NBER 
Working Paper No. 4691, March 1994. 
41M. Blomstrom and A. Kokko, "Home 
Country Effects of Foreign Direct Invest­
ment: Evidence from Sweden, " NBER 
Working Paper No. 4639, February 
1994. 

G DP, measured in 1985 dollars, 
grew from $2244 in 1870 to $18,258 
in 1990, or by 1.75 percent per 
year. This performance gave the 
United States the highest real per 
capita GDP in the world in 1990 
(with the possible exception of the 
United Arab Emirates, an oil pro­
ducer with a small population). If 
the U.S. growth rate had been just 
one percentage point per year less 
-that is, 0.75 percent per year­
then the real per capita GDP in 
1990 would have been $5519, only 



30 percent of the actual value. 
Then, instead of ranking first in the 
world in 1990, the United States 
would have ranked 37th out of 127 
countries with data available. To 
put it another way, the U.S. real 
per capita GDP in 1990 would have 
been close to that in Mexico and 
Hungary, and would have been 
about $1000 less than that in Portu­
gal and Greece. 

Alternatively, if the U.S. growth 
rate had been one percent­

pia. To understand why countries 
differ this much in standards of liv­
ing requires knowing why they ex­
perience correspondingly sharp di­
vergences in long-term growth 
rates. Even small differences in 
these growth rates, when cumulat­
ed over a generation or more, have 
much greater consequences for 
standards of living than the kinds 
of short-term business fluctuations 
that typically have occupied most 

ha ve higher rates of return and 
higher growth rates. In other theo­
ries, which recognize the openness 
of economies, the convergence 
property reflects gradual diffusion 
of technology across economies, 
costs of adjustment for stocks of 
physical and human capital, and 
gradual flows of capital and labor 
across economies in response to 
differences in factor returns. 

age point per year higher­
that is, 2.75 percent per year 
-then the real per capita 

In the neoclassical model, con­
vergence is conditional on 
country characteristics that af­
fect the steady-state levels of 

"Economic growth is the part of macroeco­
nomics that really matters." capital and output per worker. 

For example, if a country has GDP in 1990 would have 
been $60,841, or 3.3 times the ac­
tual value. A real per capita GDP of 
$60,841 is well outside the histori­
cal experience of any country and 
may, in fact, be infeasible. But, in 
any event, a continuation of the 
long-term U.S. growth rate of 1.75 
percent per year implies that the 
United States would not attain a 
real per capita GDP of $60,841 un­
til the year 2059. 

For 114 countries between 1960 
and 1990 the average growth rate 
of real per capita GDP was 1.8 per­
cent per year-nearly the same as 
the long-tenn U.S. rate. The range 
is -2.1 percent per year for Iraq to 
6.7 percent per year for South Ko­
rea. Thirty-year differences in growth 
rates of this magnitude have enor­
mous consequences for standards 
of living. South Korea raised its 
real per capita GDP from $883 in 
1960 (rank 83 out of 118 countries) 
to $6578 in 1990 (rank 35 of 129), 
while Iraq lowered its real per 
capita GDP from $3320 in 1960 
(rank 23 of 118) to $1783 in 1990 
(rank 82 of 129). 

In 1990, the mean of real per 
capita GDP for 118 countries was 
$2737. The highest value-$18,399 
for the United States-was 65 times 
the lowest value-$285 for Ethio-

of the attention of macroecono­
mists. To put it another way, if we 
can learn about government policy 
options that have even small effects 
on the long-term growth rate, then 
we can contribute much more to 
improvements in standards of living 
than has been provided by the en­
tire history of macroeconomic anal­
ysis of countercyclical policy and 
fine-tuning. Economic growth is the 
part of macroeconomics that really 
matters. 

Modern growth theory begins 
with the neoclassical model, as de­
veloped by Frank Ramsey (928), 
Robert M. Solow (958), Trevor W. 
Swan (1956), David Cass (965), 
and Tjalling C. Koopmans (965). A 
key prediction of these models­
which has been exploited seriously 
as an empirical hypothesis only in 
recent years-is conditional con­
vergence. The lower the starting 
level of real per capita GDP, rela­
tive to the long-run or steady-state 
position, the faster the growth rate. 

The convergence property de­
rives in the standard neoclassical 
model from the assumption of di­
minishing returns to capital: that is, 
economies that have less capital 
per worker (relative to their long­
run capital per worker) tend to 

a greater willingness to save, a 
lower growth rate of population, or 
a higher level of the production 
function, then it grows faster for a 
given initial level of real per capita 
GDP. Extended versions of the the­
ory and recent empirical studies 
demonstrate the importance of other 
sources of cross-country variation, 
such as government policies and 
starting stocks of human capital. 
The key point, however, is that the 
concept of conditional conver­
gence-a basic property of the 
neoclassical growth model-has 
considerable explanatory power for 
economic growth across economies. 

An absolute form of conver­
gence applies if economies start 
from different positions but are 
otherwise similar. This pattern ap­
pears in the regional data for de­
veloped countries, such as the U.S. 
states, provinces of Canada, re­
gions of several European coun­
tries, and prefectures of Japan (see 
Chapter 11 of Economic Growth; 
subsequent chapter citations also 
refer to this book). The poorer re­
gions tend to grow faster than the 
rich ones, but the estimated speed 
of convergence is only 2-3 percent 
per year. As a consequence, it 
takes about a generation to elimi-
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nate one-half of an initial gap in 
per capita incomes; for example, it 
took nearly a century for the per 
capita income of the typical U.S. 
southern state to come close to 
that of the other states. 

The cross-country evidence Recent theories of growth usual-
brings out a number of ways in ly are referred to as endogenous 
which the government affects an growth models because, in one way 
economy's growth rate. Negative or another, the long-run growth 
influences include the volume of rate is determined by elements 
consumption spending (and the as- considered within the model. One 

A conditional form of conver- sociated level of taxation), distor- line of this research-attributable 
gence applies when economies are tions of international trade, and po- to Paul M. Romer (1986), Robert E. 
more heterogeneous: the growth litical instability. Positive influences Lucas, Jr. (1988), and Sergio T. Re­

involve the maintenance of institu-rate of real per capita GDP is relat- belo (1991)-built on work of Ken-
tions that sustain the rule of law, 

ed negatively to the starting level neth J. Arrow (1962) and did not 
possibly policies that promote the 

after holding constant such vari- really include a theory of techno-development of financial institu-
abIes as government policies, initial logical change. In these models, tions, and perhaps spending on 
levels of human capital, the pro- some forms of public infrastructure. discussed and extended in Chap-
pensities to save and have chil- The empirical work shows that the ters 4 and 5, growth may go on in-
dren, and so on. This pattern ap- overall package of policies matters definitely because the returns to in-
plies for a sample of around 100 a lot for growth and therefore can vestment in a broad class of capital 
countries in 1960-90 (see Chapter explain a good deal of the wide goods-which includes human 
12),2 but the estimated rate of con- variations in standards of living capital-may not diminish as an 
vergence is only about 2 percent across countries. economy develops. 
per year. This rate implies that it The neoclassical growth model The incorporation of theories of 
takes 35 years for a country to also predicts that, in the absence of Rand D and imperfect competition 
eliminate one-half of the gap be- continuing improvements in tech- into the growth framework began 
tween its initial real per capita nology, per capita growth eventu- with Romer (990), and includes 
GDP and its own long-run target ally must cease. This prediction, significant contributions by Phi-
value. which resembles those of Malthus lippe Aghion and Peter Howitt 

The empirical results (discussed and Ricardo, conflicts with empiri- (1992) and Gene M. Grossman and 
in Chapter 12) show that a number cal observation over the last centu- Elhanan Helpman 0991, Chapters 
of variables are significantly related ry. The neoclassical growth theo- 3 and 4).3 In these models, de-
to a country's per capita growth rists of the late 1950s and 1960s scribed and extended in Chapters 6 
rate, once the starting level of real recognized this modeling deficien- and 7, technological advance re-
per capita GDP is held constant. cy and usually patched it up by as- suIts from purposive Rand D activ-
Growth depends positively on the surning that technological progress ity, and this activity is rewarded by 

initial quantity of human ---------------------- some form of ex post monop­
capital in the form of educa- "Growth depends positively on the initial oly power. If there is no ten­
tional attainment and health, quantity of human capital in the form of dency for the economy to run 
negatively on the ratio of d out of ideas, then the growth e ucational attainment and health, nega-government consumption rate can remain positive in 
spending to GDP, and nega- tively on the ratio of government con- the long run. However, the 
tively on measures of distor- sumption spending to GDp, and negatively rate of growth and the under­
tions of markets and politi- on measures of distortions of markets and lying amount of inventive ac-
cal instability. Although the political instability." tivity tend not to be Pareto 
ratio of gross investment to optimal, because of distor-
GDP is strongly positively tions related to the creation 
correlated with the growth rate, occurred in an exogenous manner. of new goods and methods of pro-
much of this association appears to The obvious sbortcoming of this duction. In these frameworks, the 
reflect the reverse impact of growth approach is that the long-run per long-term growth rate depends on 
prospects on the attractiveness of in- capita growth rate is then deter- governmental actions, such as taxa-
vestment, rather than the favorable mined entirely by an element that tion, regulation, maintenance of 
effect on growth from exogenous is outside of the model: the rate of law· and order, provision of infra-
variations in the willingness to save. technological progress. structure services, and protection 
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of intellectual property rights. There­
fore, the government has great 
potential for good or ill through its 
influence on the long-term rate of 
growth. 

The recent research also in­
cludes models of the diffusion of 
technology. Whereas the analysis 
of discovery relates to the rate of 
technological progress in leading 
economies, the study of diffusion 
pertains to the manner in which 
follower economies share by imita­
tion in these advances. Since imita­
tion tends to be cheaper than inno­
vation, the diffusion models-dis­
cussed and extended in Chapter 
8-predict a form of conditional 
convergence that resembles the 
predictions of the neoclassical 
growth model. 

Another key exogenous element 
in the neoclassical growth model is 
the growth rate of population. A 
higher rate of population growth 
lowers the steady-state level of cap­
ital and output per worker, and 
thereby tends to reduce the per 
capita growth rate for a given initial 
level of per capita output. Howev­
er, the standard model does not 
consider the effects of per capita 
income and wage rates on popula­
tion growth-the kinds of effects 
stressed by Malthus--and also does 
not take account of the resources 
used up in the process of childrear­
ing. Another line of recent re­
search, initiated by Gary S. Becker 
and Barro (988) and discussed in 
Chapter 9, makes population 
growth endogenous by incorporat­
ing an analysis of fertility choice 
into the neoclassical model. The 
results are consistent, for example, 
with the empirical regularity that 
fertility rates tend to fall with per 
capita income over the main range 
of experience, but may rise with 
per capita income for the poorest 
countries. <;::hapter 9 also includes 

analyses of migration and labor­
leisure choice in the context of 
growth and convergence. 

The clearest distinction between 
the growth theory of the 1960s and 
that of the 1980s and 1990s is that 
the recent research-included in 
Economic Growth-pays close at­
tention to empirical implications 
and to the relationship between 
theory and data. Some of this ap­
plied perspective involves amplifi­
cation of the empirical implications 
of the older theory, including the 
prediction of conditional conver­
gence. Other analyses apply more 
directly to the recent theories of 
endogenous growth, including the 
roles of increasing returns, Rand D 
activity, human capital, and the dif­
fusion of technology. 
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Financial Conditions and Macroeconomic Behavior 
Mark Gertler 

What role do financial factors 
play in business cycles? Many busi­
ness economists and policymakers, 
including the chairman of the Fed­
eral Reserve Board, have cited "bal­
ance sheet conditions" as a con­
tributing factor in both the 1990-1 
recession and the extended period 
of stagnant growth that surrounded 
it. Underlying this view is the belief 
that unusually weak balance sheets 
of nonfinancial companies, deposi­
tory institutions, and households 
were constraining spending. When 
Alan Greenspan spoke repeatedly 
of a "50-mile-an-hour headwind" 
that was interfering with the recov­
ery, he had in mind these kinds of 
financial factors. 

Much of my research has been 
aimed at trying to understand the 
links between financial conditions 
and macroeconomic performance. 
Eight years ago, Ben S. Bernanke 
and I developed a sin1ple business 
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cycle framework in which endoge­
nous fluctuations in borrowers' fi­
nancial positions served to propa­
gate the impact of exogenous dis­
turbances to the economy. 1 We be­
gan with the idea that, for a signifi­
cant class of borrowers, informa­
tion and enforcement problems 
may drive the cost of uncollateral­
ized external funds above the price 
of internal funds. Under these cir­
cumstances, borrowers' available 
supplies of collateral (broadly de­
fined) and internal funds influence 
their spending and production de­
cisions. In the aggregate, swings in 
borrowers' balance sheets over the 
cycle amplify fluctuations in spend­
ing and output. We referred to this 
propagation mechanism as a "fi­
nancial accelerator." 

One by-product of having finan­
cial conditions play a key role in 
the model is that the output dy­
namics are inherently nonlinear. 
Because the credit frictions bind 
across a wider cross section of bor-

rowers in bad times (when balance 
sheets are relatively weaker on av­
erage) than in good times, contrac­
tions are typically sharper than ex­
pansions. Broadly speaking, this 
kind of nonlinearity appears consis­
tent with the data. 

In addition to rationalizing a 
new kind of business cycle propa­
gation mechanism, the model pro­
vides a formal basis for Irving Fish­
er's "Debt Deflation" theory of the 
Great Depression. To explain the 
severity of the Depression, Fisher 
cited the sharp decline in prices­
largely unanticipated, in his view­
that greatly reduced the net worth 
of the borrowing· class by raising 
the real value of outstanding debts. 
In our framework, a contraction in 
borrower net worth curtails bor­
rowers' access to credit, inducing a 
persistent downturn. 

Our early paper emphasized 
how financial positions might influ­
ence the behavior of nonfinancial 
companies. In principle, these con-



ditions might influence other im­
portant classes of borrowers simi­
larly, including (at least subsets of 
both) financial intermediaries and 
households. In our 1987 paper, we 
showed how a shortage of bank 
capital could induce a decline in 
lending by restricting banks' ability 
to attract uninsured deposits. 2 Many 
observers have maintained that this 
kind of phenomenon was par­
ticularly relevant during the recent 

task. Because existing datasets 
generally were not well suited for 
the problem, a large part of my ef­
fort has involved constructing an 
entirely new dataset. 

One way to appreciate the ob­
stacles present is to understand 
what will not work. Perhaps con­
trary to conventional wisdom, it is 
not possible to identify a financial 
accelerator effect in the data either 
by examining the forecasting pow-

row to smooth the impact of transi­
tory variation in their incomes over 
the cycle. For example, as cash 
flows decline at the onset of a re­
cession, firms may want to borrow 
to finance the buildup of unsold 
inventories and other fixed short­
term obligations.6 Firms thus may 
increase their borrowing temporari­
ly in the early stages of the down­
turn, even if they have imperfect 
access to credit. (The credit market 

capital crunch in banking. 
______________________ frictions do not imply that 

Balance she.et effects on 
household spending are po­
tentially quite important, in 
my view. Generally speak-

"Balance sheet effects on household spend­
ing are potentially quite important. " 

firms are unable to borrow. 
Rather, they imply only that 
they will borrow less than 
they would otherwise, rela­

ing, households face large spreads 
between borrowing and lending 
rates (after controlling for default 
probabilities), particularly for unse­
cured loans. In addition, some ma­
jor household purchases, most im­
portantly housing, are linked di­
rectly to the condition of house­
hold balance sheets by such fea­
tures as downpayment require­
ments, up-front transactions costs, 
and minimum income standards. A 
recent example of a formal model 
in which household balance sheets 
influence housing demand is Ed­
ward C. Prescott. 3 

Our original theoretical frame­
work was quite stark, designed 
mainly to make qualitative points. 
In subsequent work with Bernan­
ke, with other coauthors, and by 
myself, I have enriched the institu­
tional detail, in an attempt to move 
the theory closer to the data. 4 

Some very recent work by others 
that makes progress along these 
lines includes Nobuhiri Kiyotaki 
and John Moore, Owen Lamont, 
and Jonas Fisher .5 

In recent years I have turned my 
attention to the empirical side of 
the issue. Attempting to identify 
and quantify a financial accelerator 
mechanism in the data is a difficult 

er of credit aggregates or, more 
generally, by studying the lead/lag 
pattern between credit aggregates 
and output. 

In the Bernanke-Gertler frame­
work, for example, technology 
shocks are the only exogenous dis­
turbances in the model. Credit con­
ditions shape the dynamic response 
of output to these shocks, but they 
are not a primitive causal force. 
Thus, even though financial factors 
play an important role in output 
dynamics, a credit aggregate would 
have no marginal forecasting pow­
er for output, once technology 
shocks are included in the informa­
tion set. A similar observation ap­
plies if monetary policy shocks also 
were a primitive driving force. 
Once indicators of monetary policy 
shocks are accounted for in the in­
formation set, we should not ex­
pect credit aggregates to have any 
marginal forecasting power. 

Assessing the timing relation­
ships between credit aggregates 
and output also is not helpful. The 
theory does not predict that credit 
aggregates should lead output over 
the cycle. Indeed, there is likely to 
be a countercyclical component to 
the demand for credit. Both house­
holds and finns may desire to bor-

tive to a setting of perfect markets.) 
As a consequence, credit aggre­
gates may lag rather than lead the 
cycle, even when financial condi­
tions are shaping output dynamics. 
The Kiyotaki-Moore framework 
provides a nice formalization of 
this point. 

I have approached the identifi­
cation problem by exploiting a 
combination of both cross-sectional 
and temporal implications of the 
theory. The cross-sectional implica­
tions suggest sorting borrowers ac­
cording to their relative access to 
credit, and then looking for differ­
ences in behavior implied by the 
theory, after controlling for nonfi­
nancial sources of heterogeneity. 
Microdata studies of liquidity con­
straints commonly have employed 
this identification strategy, both for 
the case of households (for exam­
ple, Stephen Zeldes)7 and for the 
case of firms (for example, Stephen 
Fazzari, R. Glenn Hubbard, and 
Bruce Peterson).8 The temporal im­
plications suggest examining how 
the behavior of borrowers may 
vary over different phases of the 
business cycle. For many borrow­
ers, credit market frictions are 
more likely to impinge on behavior 
around recessionary periods, when 
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their balance sheets are weak, than 
around booms, when they are 
more likely to have adequate sup­
plies of collateral assets and inter­
nal funds. 

Hubbard and I used a panel da­
taset of individual manufacturing 
ftrms to identify a ftnancial acceler­
ator effect on investment.9 We ex­
ploited both the cross-sectional and 
temporal implications that I have 
just described. We first grouped 
ftrms according to their relative ac­
cess to credit, using dividend be­
havior as a criterion. We 

available from the Quarterly Finan­
cial Reports (QFR) published by 
the Census Bureau. The advantages 
of the QFR are that it has reason­
ably comprehensive cross-sectional 
information for several important 
sectors, including manufacturing, 
and that it is available at the quar­
terly frequency over a long period, 
from 1958:Ql to the present. The 
main disadvantage of the QFR is 
that, until recently, it disaggregated 
only by size class. However, within 
the last year, we obtained the raw 

with the evidence from microdata 
studies: the largest firms in our 
small-firm category are similar in 
size to the median of the "liquidity­
constrained" firms in the typical 
panel data study. Overall, by our 
criteria, small firms account for 
about 30 percent of total manufac­
turing sales. 

We then traced the impact of a 
shift to tight monetary policy on 
the time-series behavior of small 
firms relative to large ftrms. I2 We 
examined sales, inventories, and 

then estimated investment 
equations that allowed for 
differences in behavior 
across groups of ftrms and 
across different phases of the 
business cycle. We found 
that, after allowing for non­
financial influences, liquidity 
mattered more for the ftrms 

"Ten quarters following a shift to tight 
money, small firms are typically down 17 
or 18 percentage paints relative to trend 
(measured by sales behavior), while large 
firms are down only about 6 or 7 percent­
age points." 

short-term debt. Overall, 
small ftnns contract substan­
tially relative to large ftrms. 
Ten quarters following a shift 
to tight money, small firms 
are typically down 17 or 18 
percentage points relative to 
trend (measured by sales be-
havior), while large finns are 
down only about 6 or 7 per­
centage points. that were more likely to be 

constrained a priori. Further, the 
influence of liquidity on investment 
for these ftnns was stronger around 
recessionary periods than during 
booms, in keeping with the theory. 
Several recent studies have found 
similar evidence of an asymmetric 
impact of liquidity constraints over 
the cycle. 10 

While analysis of panel data pro­
vides a useful way to approach the 
identification problem, there are 
some limitations to existing studies. 
First, the samples are typically not 
representative of the relevant pop­
ulation of borrowers. This makes it 
difficult to draw inferences about 
the importance for aggregate activi­
ty. Second, the data typically are 
available only at the annual fre­
quency. Therefore, dynamics at the 
business cycle frequency are hard 
to capture. 

For these reasons, Simon Gil­
christ and I decided to construct a 
panel dataset using information 
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ftrm-Ievel data that the QFR uses to 
construct the size class aggregates. 
Currently we are working with this 
data. 

My initial investigation with Gil­
christ involved comparing the cyc­
lical behavior of the size class ag­
gregates for manufacturing ftrms.II 
Our goal was to develop a set of 
basic facts to guide future research. 
We first reaggregated the ftrm size 
class variables into two categories: 
"small-firm" and "large-firm." For 
guidance, we used available infor­
mation on financing patterns. Un­
der our classification scheme, small 
ftrms rely heavily on intermediated' 
credit. Further, they obtain about 
80 percent of their short-term cred­
it from banks and do not issue 
commercial paper. Large ftrms pri­
marily obtain credit directly from 
the open market. And, they ac­
count for nearly all of the outstand­
ing issues of commercial paper by 
manufacturers. Our small-ftrm cate­
gory also squares reasonably well 

The differences in inventory be­
havior and short-term borrowing 
are more striking. As their sales be­
gin to decline, large finns appear to 
borrow to smooth production. 
Their inventories initially rise. So 
does their short-term borrowing. In 
contrast, after a brief period, small 
ftrms quickly shed inventories and 
contract their short-term borrowing. 
The difference in the percentage 
cumulative drop in inventories 
across the size classes is roughly 20 
points, about twice the difference 
in the drop in sales. The difference 
in the cumulative drop in short­
term debt is even greater: between 
25 and 30 points. (Interfirm trade 
credit does not appear to adjust to 
offset the relative drop in short­
term borrowing by small firms. 13 

Trade credit to small manufacturing 
firms drops at about the same pace 
as short-term borrowing. Further, 
net trade credit [payables minus re­
ceivables] does not rise.) 



To try to sort financial from pos­
sible nonfinancial explanations for 
our results, we performed two dif­
ferent kinds of exercises. 

The share-weighted differences 
between small and large firms in 
both sales and inventory fluctua-

tail trade. This is especially signifi­
cant, given the importance of retail 
inventories in the business cycle. 

"In booms, small firms appear to smooth 
production, much like large firms. It is 
mainly in recessions that small firms shed 
inventories quickly as sales drop." 

First, we presented evidence 
of asymmetries in small-firm 
inventory/sales dynamics 
over the cycle. In booms, 
small firms appear to 
smooth production, much 
like large firms. It is mainly ---------------------

More generally, it is imp or­
tam not to fall into the trap of 
thinking about the manufac­
turing sector in isolation of 
other sectors. Firn1S in trade, 
construction, and services, for 
example, purchase goods 
from manufacturers. To the 

in recessions that small firms shed tions are significant relative to the 
inventories quickly as sales drop. manufacturing total. It is possibile, 
Large firms do not exhibit this kind however, that production could be 
of asymmetry. Second, we estimat- shuffled from one class of firms to 
ed some simple inventory equa- another without any impact on ag-
tions that permitted technological gregate output. However, as with 
coefficients to vary across the size any "sectoral shocks" theory, ag-
classes. We found that balance gregate effects will emerge if ei-

ther: factors are not perfectly mo­sheet positions significantly influ-
bile in the short run; outputs are enced inventory investment for 

II fi b t t f I fi not perfectly substitutable; or sma lrms, u no or arge lrms. 
workers and owners are not per­In the estimation, we controlled for 
fectly insured against the sectoral 

the possibility that movements in shocks. On the other hand, our 
balance sheets may simply be sig-

numbers may understate the true 
naling profits. aggregate impact if there are aggre-

The most definitive way to pin gate demand externalities (see, for 
down the influence of financial ef- example, Lamont) or factor-market 
fects, of course, is to use microda- linkages. This suggests that a better 
tao As I mentioned earlier, we are understanding of the connection 
now analyzing the QFR firm-level between industrial structure and 
data. The first stage has involved the business cycle is necessary. 
mainly descriptive analysis, in or- To pin down the aggregate im-
der to understand the data. In a re- portance of the kinds of phenome-
cent paper with Bernanke, we na I have been describing, it is also 
showed that the cyclical differences crucial to examine data outside the 
across the size classes that emerged manufacturing sector. While firms 
in our earlier work largely remain with imperfect access to credit (by 
intact, even after controlling for in- my criteria) account for roughly 30 
dustry differences. 14 We also percent of manufacturing output 
showed that similar cyclical differ- and employment, they may ac-
ences emerge when we use a fi- count for somewhere between 40 
nancial indicator to sort firmS (spe- to 50 percent of total output. And 
cifically, a measure of bank depen- they are heavily concentrated in 
dency), rather than size. some important cyclical sectors, 

While we have focused on in- such as retail and wholesale trade 
ventory behavior, several recent and construction. For example, 
studies have found that very similar firms that do not have a rating to 
differences in cyclical behavior issue publicly traded debt account 
across the size classes emerge for for roughly 80 percent of output, 
both investment and employment. 15 employment, and inventories in re-

extent that financial conditions in­
fluence the spending of these 
firms, they may contribute to man­
ufacturing fluctuations. In a similar 
vein, it is important not to ignore 
the household sector. Gathering 
evidence on the impact of fmancial 
positions on household spending, 
particularly spending on housing 
and other durable goods, is poten­
tially a very important task. 
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Retirement Analysis, Social Security, and Pensions 
Alan 1. Gustman* and 
Thomas 1. Steinmeiert 

Our research efforts over the 
past decade have focused on three 
central issues in the economics of 
aging: retirement, Social Security, 
and pensions. We have examined 
how retirement is defined and have 
contributed explanations for the 
wide differences in retirement be­
havior among individuals. We have 
investigated the variety of incen­
tives observed in pension plans 
and the sharp trends in these in­
centives over time. We also have 
considered related public policy 
questions pertaining to Social Se­
curity, pension regulation, and re­
tirement income policies. 

In addressing these topics, other 
important behavioral and institu­
tional questions arise. How do 
fixed working hours affect labor 
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supply and retirement choice? What 
is the nature of the long-term em­
ployment relationship and what are 
the consequences for pensions, re­
tirement, and other dimensions of 
labor market outcomes? How well 
informed are individuals about So­
cial Security and their own pen­
sions, and how does misinforma­
tion affect retirement behavior? 

Much of our work revolves 
around a stuctural retirement mod­
el. This model incorporates our 
findings on the proper specification 
of the opportunities governing the 
choice of retirement outcomes, and 
it has been used to analyze a vari­
ety of public policies. 

Consider first the question of how 
to define retirement Our work sug­
gests that it is not fully informative, 
and sometimes is misleading, to 
tre at retirement as an either/or 
choice. Retirement behavior is most 

properly treated as involving labor 
market flow among at least three 
states, including partial retirement. 
Transition rates into and out of 
these states determine the stock of 
full-time workers, partially retired, 
and fully retired. 1 

Theory suggests that if individu­
als could choose their hours in a 
job, most would gradually reduce 
work hours as they grow old. 
However, the majority of workers 
proceed directly from full-time 
work to retirement. The reason is: 
most jobs do not have flexible 
hours. In order to work part time, 
most workers must change jobs. 2 

Our work shows that these hours 
constraints are pervasive. Most in­
dividuals are not free to retire on 
their main job by smoothly reduc­
ing their hours of work from full 
time to zero, while remaining with 
their employer. As a result, they 



lues in the Social Security benefit 
formula. Other than components of 
compensation, important influences 
on retirement include health status, 
difficulty of the job associated with 
major occupation, and interaction 
with the spouse's retirement 
choice. 7 Over time, there has been 

25 percent of those still working 
full time at that age. The overall ef­
fect of the 1983 reforms will be to 
postpone retirement on average by 
just a few months, given the rela­
tively small number of individuals 
still working at later ages. Howev­

. er, for those in good health, the in-

face what is effectively an all-or­
nothing decision about retirement 
from that job. In order to retire 
partially, they must take a new job 
and forgo the specific training ac­
cumulated over a long period on 
the main job. Consequently, partial 
retirement jobs offer much lower 
wages than can be earned 

----------------------- crease in work effort is on the main job.3 

Not only are constraints 
on hours common, but they 
are important in estimating 
retirement models. A retire­
ment analysis that ignores 
hours constraints could sug­

"Other than components of compensation, 
important influences on retirement include 
health status, difficulty of the job associat­
ed with major occupation, and interaction 
with the spouse's retirement choice." 

enough to compensate for 
about half the decline in ben­
efits associated with raising 
the Social Security normal re­
tirement age to 67. Of the 
major changes adopted in the 

gest that workers are less 
subject to the influence of retire­
ment incentives and retirement 
program-s than is in fact the case. 
We also emphasize that the re­
sponse of partial retirement to in­
centives may be substantially dif­
ferent from the response of full re­
tirement to those same incentives. 
Studies that assume the two effects 
are identical may misinterpret the 
relationship of retirement to pen­
sion and Social Security incentives.4 

A central focus of our work has 
been to estimate a structural retire­
ment model that allows for these 
features of the labor market, and to 
apply that model to related policy 
analysis.5 The model includes differ­
ent wage offers for full-time work 
and for partial retirement work, as 
well as incentives from both Social 
Security and pensions. In a recent 
paper, we also have included the 
analogous incentives created by re­
tiree health insurance.6 We also ad­
just the analysis to reflect the ef­
fects of the income tax. We have 
estimated the model using data 
from the Retirement History Study 
(RHS) and the National Longitudi­
nal Study (NLS) of Mature Women. 

Our simulations indicate that the 
major peaks of retirement are a re­
sult of the incentives created by 
pension plans, and by discontinu-

a trend toward defmed-contribution 
plans and toward lower early re­
tirement ages in the remaining de­
fined-benefit plans. Our simulations 
suggest that these changes account 
for between one-quarter and more 
than half of the trend toward lower 
retirement ages observed between 
the mid-1970s and the mid-1980s.8 

Policy simulations may use data­
sets other than the one from which 
the preferences are estimated, as 
long as the datasets are nationally 
representative and contain enough 
information to calculate the oppor­
tunity set.9 For example, we have 
analyzed retirement policies using 
the 1983 and 1989 Survey of Con­
sumer Finances (SCF), using prefer­
ences estimated with data from the 
RHS or the NLS.I0 The SCF has the 
advantage of including matched 
and detailed pension plan descrip­
tions provided by the employer. 

We have simulated the effects 
on retirement and on program 
costs of a number of major past 
and potential changes in Social Se­
curity, including changes in actuar­
ial adjustments of benefits and in 
the earnings test. One projection is 
that the 1983 Social Security re­
forms, once fully realized, will in­
crease full-time work at age 65 by 
almost 6 percentage points, or about 

1983 reforms, our simulations 
indicate that the strongest ef­

fects are created by increasing the 
delayed retirement credit from 3 
percent to 8 percent. II 

We also estimate that the effects 
of immediately abolishing the re­
tirement earnings test would in­
crease the number of full-time 
males 65 to 69 who are working by 
3.5 percent and would postpone 
the average retirement age by only 
about a month or SO.12 Abolishing 
the retirement earnings test and 
thereby accelerating the 1983 re­
forms will have a net cost of about 
$40 billion, although this figure is 
sensitive to whether individuals 
who get a better than fair actuarial 
return are willing to wait to collect 
their benefits. Currently, as part of 
a Bureau project on privatization of 
Social Security, we are using this 
model to investigate the potential 
effects of various privatization 
schemes. 

A related analysis also has been 
used to investigate the effects of 
retiree health benefits on retire­
ment behavor. In contrast to some 
other studies, but consistent with 
the work of David A. Wise and his 
colleagues, we find that retiree 
health insurance has only a small 
effect on retirement behavior. 13 
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We also have fit a version of our 
structural retirement model to data 
for faculty from 30 leading univer­
sities and colleges, and have then 
used simulations to project the ef­
fects of the changes in mandatory 
retirement provisions in higher edu­
cation. Our findings suggest that 
raising the mandatory retirement 
age from 65 to 70 doubles the num­
ber of full-time employed faculty in 
that age range, and abolishing 
mandatory retirement, as the law 
just did this past January, has a po­
tentially large additional effect on 
the fraction working full time who 
are over age 70 at these leading in­
stitutions. Moreover, we also 

tute on Aging is considering this is­
sue, as well as investigating how 
changes in pensions, as reported in 
the 1983 and 1989 SCF, shape re­
tirement behavior. 17 

We also have had the good for­
tune to take part in the design of 
two retirement surveys, using the 
opportunity to incorporate infor­
mation that will be used to answer 
questions raised by our work and 
that of others. A broad group of 
talented researchers, under the di­
rection of Tom Juster, have been 
designing the Health and Retire­
ment Survey (HRS), which will be 

pensions in retirement models. Pro­
visions of many pension plans 
make sense only in the context of 
long-term employment contracts, in 
which compensation does not clear 
the market in each period. I9 The 
implicit contracts underlying these 
arrangements shape various dimen­
sions of worker behavior, and un­
derlie the firm's obligation to pro­
vide various types of insurance, 
sometimes increasing pensions well 
after the worker has retired. 2o Most 
importantly, however, as part of an 
implicit contract, the incentives cre­
ated by pension benefit formulas 
must conform to worker prefer­

find that policies designed " raising the mandatory retirement age 
from 65 to 70 doubles the number of ful1-
time employed faculty in that age range. " 

to encourage earlier retire­
ment among these faculties 
are not likely to be very cost 
effective. 14 

ences. Our research suggests 
that some motivations of 
firms for their pensions, such 
as the claim that firms use 
backloaded pensions to reg­
ulate turnover behavior early 

The prospects for future work 
on retirement behavior and the 
role of pensions are very exciting. 
There are a large number of funda­
mental behavioral questions that 
remain unanswered, and the emer­
gence of rich datasets can provide 
the detailed information required 
to resolve many of the outstanding 
puzzles. I5 Researchers now have 
the opportunity to combine infor­
mation from employer-reported 
pension plans with the longitudinal 
data from nationally representative 
surveys in which full-time and par­
tial retirement work activities are 
observed. We already have investi­
gated retirement incentives and be­
havior using the pension data from 
the first of these surveys: the 1983 
SCF. I6 These surveys not only al­
low more precise measurement of 
retirement incentives than are pos­
sible with self-reported pension 
data, but also allow us to investi­
gate the effects of the imperfect 
understanding of pensions by re­
spondents. Our current work on an 
NBER Project for the National Insti-
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central to retirement research over 
the next decade. We have had the 
opportunity to chair working 
groups on pensions, retirement, 
and data matching, and to partici­
pate as members of the Steering 
Committee of this survey. Prelimi­
nary analysis of the first wave of 
the HRS data suggests how useful 
these data will be in resolving out­
standing puzzles in retirement anal­
ysis. I8 In addition, we have played 
a role in converting the National 
Longitudinal Survey of Mature 
Women to a retirement survey, in­
corporating questions parallel to 
those in the HRS. Matched data on 
pensions of husbands and wives 
will be available shortly for both 
surveys, and records indicating em­
ployer-provided descriptions of 
health insurance and Social Secur­
ity earnings history will be avail­
able for the HRS within the next 
year. 

Our related work and that of 
others on pension plans and their 
determination also raise questions 
about the potential endogeneity of 

in the employment relationship, 
have been misunderstood or exag­
gerated. 21 Moreover, trends in pen­
sions suggest that retirees may not 
have been able to predict what 
their pension incentives would 
look like at retirement time. 22 

Nevertheless, it clearly is in the 
firm's interest to design pensions 
that conform with the retirement 
preferences of their workers. 23 One 
of our aims is to bring together the 
major strands of retirement and 
pension research in order to 
address questions about the exo­
geneity of retirement policies and 
programs, an issue that can be 
understood only in the context of a 
joint analysis of the behavior of 
workers and finlls. 

Related major unanswered ques­
tions that we are investigating per­
tain to the integration of savings 
models with retirement models,24 
and to the relationship of pensions 
and retirement behavior to in­
comes in retirement. 25 All structural 
retirement models assume that the 
savings market is operating perfect-



ly. If that were the case, contrary to 
some claims, surprises in pension 
and Social Security wealth incre­
ments at program start-up, and 
changes in wealth as a conse­
quence of policy revisions, should 
have little lasting effect on retire­
ment trends, leaving portions of 
the sharp trends to earlier retire­
ment over the past four or five de­
cades a continuing mystery. Funda­
mental to retirement research and 
to understanding the determination 
of retirement incomes is a better 
understanding of the operation of 
liquidity constraints and the in­
teractions of these constraints with 
pension determination, and the in­
fluence of pensions and Social Se­
curity on retirement. Investigating 
these and related issues will keep 
us busy for some time to come. 
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NBER Profile: Robert J. Barro 

Robert J. Barro was born in 
New York City in 1944, moved to 
Los Angeles for high school, re­
ceived a B.S. in physics from Cali­
fornia Institute of Technology in 
1965, and earned a Ph.D. in eco­
nomics from Harvard University in 
1970. He is currently a professor of 
economics at Harvard, a research 
associate of the NBER, and a fel­
low of the Hoover Institution at 
Stanford University. 

Barro is also a contributing edi­
tor of The Wall Street Journal. His 
books include Modern Business 
Cycle Theory; Money, Expectations, 
and Business Cycles; Macroeco­
nomic Policy; and the widely used 
textbook, Macroeconomics, which 
recently a.ppeared in its fourth U.S. 
edition. He has published exten-

sively in professional journals, and 
his new book, Economic Growth, 
will appear in fall 1994. 

Barro is a fellow of the Ameri­
can Academy of Arts & Sciences 
and the Econometric Society, and 
has served as an officer of the 
American Economic Association. 
Before joining the Harvard faCUlty, 
he taught at the University of 
Rochester, the University of Chica­
go, and Brown University. 

Barro likes to ski, play tennis 
and blackjack, and spend time in 
the home on Cape Cod that his 
wife, Judy, helped to deSign. He 
has four children: Jennifer is a 
medical student at Stanford; Jason 
will be a first-year graduate student 
in economics at Harvard; Lisa is an 
undergraduate at Harvard; and Josh 

tIed "Wealth, Savings, and Financial 
Security, " a study for the National Insti­
tute on Aging in process at the Universi­
ty of Michigan, with F. Thomas Juster 
as principal investigator. 
25"'Projecting Pension Incomes of the 
Old and Oldest Old, " in process for the 
NBER under a grant from the NIA. 

is the best nine-year-old economist 
on the planet. 
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Mark Gertler has been a re­
search associate of the NBER since 
1990. He is also a professor of 
economics at New York University 
and, beginning in September, will 
serve as an academic consultant at 
the Federal Reserve Bank of New 
York. 

Gertler received a B.A. from the 
University of Wisconsin and a 
Ph.D. from Stanford University. He 
has taught at Cornell University, 
the University of Wisconsin, Stan­
ford, and Columbia. His work on 
macroeconomics, monetary poli­
cy, and financial markets has been 

published in numerous profession­
al journals and in the NBER Work­
ing Paper series. He is also an as­
sociate editor of the Journal of 
Mon~, Credit and Banking. 

Gertler and his wife, Cara Lown, 
live in Manhattan. She is an econo­
mist at the Federal Reserve Bank of 
New York. Lately, Gertler has been 
spending his free time watching 
the Knicks and preparing for fath­
erhood. He and his wife are ex­
pecting a baby girl to arrive at 
about the time of publication of 
this issue of the NBER Reporter. 



NBER Profile: Alan L. Gustman 

Alan L. Gustman, the Loren M. 
Berry Professor of Economics at 
Dartmouth College, has been an 
NBER research associate since 
1979. He is a member of the Bu­
reau's Programs in Labor Studies 
and Aging. 

Gustman received his B.A. from 
City College of New York, and his 
Ph.D from the University of Michi­
gan. He joined the Dartmouth fac­
ulty in 1969, but served as a spe­
cial assistant for economic affairs in 
the U.S. Department of Labor in 
1976-7. 

In addition to his own research, 
Gustman has worked with F, 
Thomas Juster and others on the 
National Institute of Aging's Health 
and Retirement Study (HRS). The 

Conferences 

HRS will be a fundamental 
source of data for researchers 
on retirement and aging for de­
cades to come. He also served 
with the Technical Advisory 
Panel of the National Longi­
tudinal Survey, and has worked 
to turn the National Longitudinal 
Survey of Mature Women into a 
retirement survey. 

Gustman and his wife, Jan­
ice, have three children: Sam 
graduated from the University 
of Michigan and is a computer 
engineer; Evelyn graduated 
from Boston University and is a 
special education teacher; and 
Mara will be a freshman at 
Brandeis University this fall. 
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Oi describes the welfare benefits 
and costs that result from the dis­
covery and development of new 
products and new techniques. 
Among the subjects he investigates 
are: the costs of reducing process 
innovations; the costs of producing 
inventions and innovations; the dif­
fusion and realization of the gains 
from an innovation; the impact of 
the air conditioner; and the effects 
of knowledge, novelty, and change 
on new products. He finds that 
competition results in too few new 
products when: 1) there is a posi­
tive cost of inventing the 

the relationship between measured 
price declines and the inferred 
improvement in economic welfare. 
Greenstein does not claim that 
price decreases were unimportant 
to buyers, but rather that "constant 
quality" price decreases tell an in­
complete story about the welfare 
improvements realized by buyers. 

H2-antagonist prescription drugs 
represent a revolution in ulcer ther­
apy, as well as a multibillion-dollar 
market that has existed only since 
1977. Berndt, Bui, Reiley, and Ur­
ban examine the sales and market-

and order-of-entry effects also are 
significant. 

Historical studies of the growth 
in real wages and output depend 
upon the accurate measurement of 
the price trends of goods and ser­
vices. Over long periods of time, 
the consumption bundle has changed 
profoundly, and most of today's 
consumption includes items that 
were not produced, and in some 
cases not even conceived, at the 
beginning of the nineteenth centu­
ry. Nordhaus tackles the issue of 
the quantitative significance of the 

new product; 2) the sum of ---------------------­

qualitative change in con­
sumption by choosing a sin­
gle service-lighting-for 
which the service characteris­
tic-illuminati on-is invariant. 
He estimates changes in light­
ing efficiency as far back as 

consumer and producer sur­
pluses is used to value the 
invention; and 3) a patent 
monopoly is used to reward 
the inventor. 

"Moulton and Reinsdorf suggest that using 
geometric mean component indexes 
might reduce the CPI's growth rate by 0.3 
to 0.5 percent per year." 

Beijing man half a million 
years ago, and constructs a Greenstein considers 

whether the most significant 
source of innovation in the com­
puter industry was the extension of 
capabilities to new levels or a 
decline in the price of existing 
capabilities. The thesis is that many 
innovations that created economic 
value between the late 1960s and 
the 1970s are associated with 
extensions in computing capabili­
ties. This thesis goes to the heart of 
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ing of these drugs, distinguishing 
between "industry expanding" and 
"rivalrous" marketing efforts. They 
find that the impact of marketing 
that is designed to increase indus­
try sales declines as the number of 
products increases. By contrast, 
marketing designed to increase 
market share depreciates by about 
40 percent per year. Price, quality, 

"true" price index back to the 
beginning of the last century. A 
comparison of the true price of 
light with a conventional price of 
light indicates that conventional 
price indexes overstate price growth, 
and therefore understate output 
growth, by a factor between 1300 
and 2500 since 1827. This finding 
suggests that the "true" growth of 
real wages and real output may 



have been understated signiftcantly 
during the period since the Indus­
trial Revolution. 

The U.s. Consumer Price Index 
(CPI) attempts to measure the aver­
age change in the prices paid by 
urban consumers for a ftxed market 
basket of goods and services. As 
such, conceptual problems exist in 
the construction of indexes when 
new goods and services are intro­
duced into the consumer market­
place. Armknecht, Lane, and 
Stewart defme three types of new 
products and discuss how each is 
handled in the U.S. CPI: 1) replace­
ment items, such as the current 
year's automobile models; 2) sup­
plemental items, such as new 
brands of cereal; and 3) 
entirely new items, those 

both the Canadian Industrial Prod­
uct Price Index (IPPI) and the Jap­
anese Domestic Wholesale Price 
Index (D-WPI). Both Canada and 
Japan have moved to hedonic meth­
ods of pricing computers in their 
official producer price statistics. 
This causes qualitative differences 
from goods that are priced using 
the matched models approach. 
Their findings indicate that the earlier 
inclusion of computers in either the 
Canadian ISPI (before the IPPI) or 
the Japanese D-WPI would have had 
relatively modest effects on the move­
ments of these indexes and rele-
vant aggregative subcomponents. 

It is difficult to aggregate the 
prices for a narrow category of 
goods to form a component of the 

import demand. Existing import 
price indexes are based on a sam­
ple of products from importing 
ftrms. The authors argue that if the 
share of import expenditure on the 
sampled products is falling over 
time, this will lead to an upward 
bias in the measured index. Using 
a correction based on the falling 
expenditure share on sampled 
countries, they ftnd that the income 
elasticity of aggregate U.s. import 
demand is reduced from 2.5 to 1.7, 
or about halfway to unity. Their es­
timates suggest that the aggregate 
import price index is biased up­
ward by about l.5 percentage 
points annually. 

Mokyr and Stein propose that 
one key to the decline in mortality 

is essentially technological in 
nature. In a simple model of 
consumer behavior, the house­
hold can be viewed as "pro­
ducing" health for its mem­
bers, based on a certain set of 

not closely tied to any pre-" the aggregate import price index is 
viously available item. AI- b 
though these third products iased upward by about 15 percentage 

pOI·nts." may satisfy a long-standing 
consumer need in a novel 

---------------------- notions that the household way, they do not ftt into any 
established CPI category, and their 
value is not taken into account in 
the current price index system. 

Hausman begins by reviewing 
the theory of cost-of-living indexes 
and demonstrates how new goods 
should be included. His primary 
example is the introduction of a 
new cereal brand by General Mills 
in 1989: Apple-Cirmamon Cheerios. 
Apple-Cinnamon Cheerios are clos­
er to other kinds of Cheerios than 
they are to some other cereal, such 
as Shredded Wheat. Hausman ftnds 
that virtual price is about twice the 
actual price of Apple-Cinnamon 
Cheerios, and that there is a 
substantial increase in consumer 
surplus. 

Nakamura and Nakamura in­
vestigate the treatment of new 
goods, and particularly of elec­
tronic computing equipment, in 

U.s. CPI. Consumer goods general­
ly are sold in many varieties and at 
many outlets at dispersed prices 
that tend to oscillate. Turnover in 
populations of outlets and varieties 
makes the linking of indexes repre­
senting up-to-date market baskets a 
necessity, but linking Laspeyres in­
dexes leads to upward drift when 
prices oscillate. In a plausible mod­
el, geometric mean indexes avoid 
virtually all of this bias. Moulton 
and Reinsdorf suggest that using 
geometric mean component index­
es might reduce the CPI's growth 
rate by 0.3 to 0.5 percent per year. 

Feenstra and Shiells measure 
the potential bias in the U.S. im­
port price index attributable to the 
appearance of new product vari­
eties, or new foreign suppliers, and 
determine the effect of this bias on 
the estimated income elasticity of 

has about what causes disease. 
These ideas changed radically in 
the closing decades of the nine­
teenth century as a result of grow­
ing knowledge that dictated certain 
"recipes" to the household regard­
ing food, hygiene, personal and 
medical care, and so on. Mokyr 
and Stein discuss the origins of this 
new knowledge and how house­
holds were induced to change their 
behavior. They conclude that much 
of the credit for the increase in life 
expectancy goes to household deci­
sionmakers, in addition to scien­
tists, physicians, and civil servants. 

These papers and their discus­
sions will be published by the 
University of Chicago Press. The 
availability of the volume will be 
announced in a future issue of the 
NBER Reporter. 
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According to Bayoumi and 
Gagnon, the current system of tax­
ation of nominal interest implies 
that the aftertax cost of capital and 
the return to saving in each coun­
try are strongly and negatively cor­
related with the rate of inflation. It 
follows that a country's net foreign 
asset position ought to be correlat­
ed negatively with its long-run in­
flation rate. The magnitude 

vations have created a variety of 
near-monies and thereby compli­
cated measurement of the money 
stock, empirical research continues 
to use reported, simple sum mone­
tary aggregates. Because simple 
sum indexes cannot internalize the 
type of pure substitution effects as­
sociated with changing interest rate 
differentials and portfolio adjust-

the five cases, he fmds, the qualita­
tive inference in the original study 
is reversed when a simple sum in­
dex of money is replaced by a Di­
visia index of the same asset col­
lection. In the fifth case, the results 
are somewhat mixed. 

Do nominal wages adjust up­
ward in response to a positive shift 
in demand, but not downward in 

response to a negative shift? 
of these effects is potentially 
large. For OEeD countries, 
inflation rates are good pre­

--------------------- That type of rigidity implies 
". . . the shape of the distribution of wage that workers who would ac-

dictors of net foreign assets, 
even after controlling for 
business cycles, demograph-

changes is largely unaffected by the rate quiesce to reductions in real 
of inflation." wages brought about by in-

creases in the price level 

ic factors, and government borrow­
ing. These results imply that the 
existing distribution of net foreign 
assets may reflect mainly tax distor­
tions, rather than an optimal alloca­
tion of world savings. 

Although monetary economists 
generally agree that financial irmo-
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ments, it is likely that inferences 
about the effects of money on eco­
nomic activity may depend on the 
choice of monetary index. Belon­
gia replicates five recent studies 
that have challenged an aspect of 
the "conventional wisdom" about 
money and its effects. In four of 

would resist those same wage 
reductions if caused by a decline in 
nominal wages. Lebow, Stockton, 
and Wascher examine data on 
changes in individuals' wages and 
find little evidence for the exis­
tence of such downward rigidities 
in nominal wages. They find the 
shape of the distribution of wage 



changes is largely unaffected by Brazil has been experiencing in- key macroeconomic variables. In 
the rate of inflation. About 7.5 flation levels well above 1000 per- particular, they make explicit the 
percent of the observations in cent a year since 1988 without en- properties that a measure of mone-
their sample show no wage tering the classical hyperinflation tary policy must satisfy in order to 
change. But the authors es- ______________________ identify the effects of mone-

timate that at most about "Two elements play key roles in differenti- tary shocks. They find that 
one-quarter of that spike h I fu th h none of the currently popular 
represents truncation associ- ating t e Brazi ian case om 0 er yper- methods of identifying the 
ated with downward nomi- inflationary experiences: indexation and effects of monetary shocks 
nal rigidities. the provision of a reliable domestic cur- are supported by the data. 

Chevalier and Scharf- rency substitute." Miron discusses the success 
stein present a model in of Friedman and Schwartz's A 
which markups are coun- Monetary History of the Unit-
tercylical because of imperfec- path. Two elements play key roles ed States, 1867-1960. He argues 
tions in the capital market. in differentiating the Brazilian case that the book's approach to identifi-
During recessions, liquidity-con- from other hyperinflationary experi- cation, its treatment of economic 
strained firms try to boost short- ences: indexation, and the provision theory, its style of presenting empir-
run profits by raising prices to cut of a reliable domestic currency sub- ical results, and its presentation of 
their investments in market share. stitute. Garcia claims that the ex- new data have been the keys to its 
The authors provide evidence istence of this domestic currency popularity. Miron suggests, howev-
from the supermarket industry to substitute is the main source of er, that full appreciation of the vir-
support this theory. They show both the inability of the Brazilian tues of the narrative approach inev-
that during regional and macro- central bank to fight inflation and itably makes one pessimistic about 
economic recessions, the most the unwillingness of Brazilians to how much macroeconomists can 
financially constrained super- face the costs of such a fight. learn about the world. 
market chains raise their prices Beaudry and Saito compare sev-
relative to the less financially eral methods for estimating the ef­
constrained chains. fects of monetary innovations on 
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Poterba describes the u.s. ex­
perience with 401(k) retirement 
savings plans. He summarizes the 
rapid expansion of these plans dur­
ing the 1980s, and presents evi­
dence suggesting that most 401(k) 
contributions represent net new 
saving for households participating 
in the plans. 

Venti and Wise examine the ef­
fects of Registered Retirement Sav­
ing Plans (RRSPs) in Canada. These 
plans, which have been available 
since the early 1970s, enable 
households to defer taxes on cur­
rent income and on accruing capi­
tal income. Venti and Wise show 
that the availability of RRSP ac­
counts has increased private saving 
in Canada. They also find that 
households are unlikely to with­
draw funds from these accounts, 
even though such withdrawals do 
not incur any penalties. 

Ito and Kitamura report on the 
Japanese experience surrounding 
the virtual elimination of postal 
saving accounts, a tax-favored sav­
ing vehicle, in 1988. The authors 
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show that even though the tax bur­
den on interest income rose when 
these accounts were phased out, 
nominal interest rates declined at 
roughly the same time. Moreover, 
the interest rate change largely off­
set the decline in aftertax returns 
associated with the tax reform, 
making it difficult to draw infer­
ences from this experience on the 
link between rates of return and 
saving. 

Banks, Blundell, and Dilnot 
present evidence on a set of poli­
cies that the United Kingdom has 
adopted to spur private saving. 
These include Personal Equity 
Plans, Personal Pension Plans, and 
Tax-Exempt Special Saving Ac­
counts. The authors show that each 
of these plans attracted substantial 
resources after they were intro­
duced. At least in the first few 
years after their introduction, how­
ever, it appears that a high fraction 
of the assets placed in these ac­
counts were drawn from other 
components of household net 
worth. 

Alessie, Kap etyn , and Klijn 
analyze the link between govern­
ment-provided pensions and pri­
vate saving in the Netherlands. 
Their evidence, based on house­
hold data from the late 1980s, 
shows the importance of the social 
security system in the retirement 
income security of Dutch house­
holds, although it does not pennit 
a precise estimate of how such 
government-provided retirement 
benefits affect private saving. 

In addition to the authors, par­
ticipants at the meeting included: 
Philippe BruneI, Ministry of the 
Economy, France; Martin Feldstein, 
NBER and Harvard University; Ger­
aldine Gerardi, U.S. Department of 
the Treasury; Keith Horner, Depart­
ment of Finance, Canada; Mervyn 
A. King, NBER and Bank of En­
gland; Bill McNie, Board of Inland 
Revenue, United Kingdom; Mark 
Robson, OECD; Ian Stewart, Chair­
man, Fiscal Affairs Working Party 2; 
and Leo van den Ende, Ministry of 
Finance, Netherlands. 



Hassett, Cummins, and Hub­
bard use finn-level panel data from 
13 countries to explore the extent 
to which fixed investment responds 
to tax reforms. They find significant 
investment responses to tax 
changes in 11 of the 13 countries. 
There is only limited evidence that 
capital market imperfections are an 
important determinant of invest­
ment, though. 

Student loan programs, which 
have been used in several countries 
for promoting redistribution and 
growth, recently have become par­
ticularly important, since fiscal re­
straint has created a widening gap 
between tuition fees and grants. At 
the same time, fiscal imbalances 
have put such programs under 
scrutiny and have strengthened the 
case for restructuring and curtailing 
loans programs. Given the taxpayer 
cost and political relevance of stu-

dent loans, it is important to under­
stand who benefits primarily from 
such programs, how they are used 
by students in conjunction with 
work opportunities, and to what 
extent support from grants and 
from relatives influences the 
worklloan "portfolio" chosen. Hal­
iassos and Christou study the rel­
evance of student characteristics 
(such as race, sex, age, student sta­
tus, and marital status) and of the 
amounts of support provided by 
grants, parents, spouse, and other 
relatives for the portfolio of loans 
and of work chosen by students. 

Typically, health insurance pre­
miums depend at least in part on 
the previous costs of the insuring 
firm, a factor termed "experience 
rating." This link between health 
status and future premiums raises 
concerns of market failure, since it 
limits the ability of finns to insure 

the price at which they can pur­
chase insurance in future years. 
Curler analyzes the economic fac­
tors that influence experience rat­
ing. He demonstrates first that pre­
nuums at the 90th percentile of the 
experience rating distribution are 
2-1/2 times greater than premiums 
at the 10th percentile of the distri­
bution. This difference does not 
appear to be caused by the gen­
erosity of benefits or the demo­
graphic composition of the firm. 
Cutler then argues that experience 
rating is a natural outcome of mar­
kets where both firms and insurers 
know each firm's expected costs, 
and where there is no ability for 
firms or insurers to commit to long­
tenn contracts. In such a situation, 
finns with high demand for inter­
temporal insurance will choose 
community-rated policies, while 
firms with low demand for inter-
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temporal insurance will choose of the u.s. Social Security disability for tradable pollution permits on 
more experience-rated policies. system. the potential polluters' compliance 
Public policies that subsidize the Persson and Tabellini study decisions. Polluters can buy per-
uninsured may increase the the political and economic determi- mits, invest in pollution abatement, 
amount of experience rating, by nants of regional public transfers. or else stop production or out 
lowering expected health payments They take the notion of a region source. They show that stand-alone 
if costs are very large. Finally, Cut- (or state in a federation) as a primi- spot markets induce excessive in-
ler finds evidence that firms with tive entity, given by historical or vestment. The introduction of a fu-
high-wage employees and ----------------------- tures market reduces this 
low turnover have less pre­
mium variability than firms 
with low-wage employees 
or high turnover, but no evi­

" the current health insurance system 
does not affect the propensity to leave 
wage employment and strike out on one's 

incentive to invest, but is not 
the optimal way to control 
pollution. A menu of options 
on pollution rights, possibly 
coupled with intertemporally dence that public sector own." 

health care provision affects --------------------- bundled sales, yields higher 
the amount of premium variability. 

A number of commentators 
have suggested that the absence of 
portable health insurance may im­
pede the decision to leave a job 
and start a new firm, so that the 
provision of universal health insur­
ance would enhance entrepreneur­
ship in America. To determine 
whether this view is correct, Ro­
sen, Holtz-Eakin, and Penrod 
compare wage-earners who make 
a transition to self-employment 
over a given time with their coun­
terparts who do not. They find that 
the current health insurance system 
does not affect the propensity to 
leave wage employment and strike 
out on one's own. 

Parsons derives the optimal 
benefit structure of an earnings in­
surance program when a character­
istic, or "tag," imperfectly identifies 
those unable to work. With two-si­
ded tagging or classification error, 
the optimal program involves a du­
al work incentive structure, with a 
consumption differential that is suf­
ficient to induce the able in each 
group to work. There are relatively 
more generous payments to both 
nonworkers and workers tagged 
unable-to-work than to untagged 
workers. Parsons concludes with a 
few remarks on the implications of 
his analysis for the benefit structure 
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geographical circumstances. Each 
region controls a local fiscal policy 
instrument that redistributes among 
local residents under regional ma­
jority rule. They focus not so much 
on these intraregional policy choic­
es as on how interregional trans­
fers are shaped by alternative fiscal 
constitutions. By a fiscal constitu­
tion, they mean a set of fiscal in­
struments, which govern-directly 
or indirectly-the extent of interre­
gional transfers, as well as a proce­
dure for the collective choice of 
these fiscal instruments. 

Hopenhayn and Nicolini char­
acterize the optimal insurance con­
tract between a risk-neutral princi­
pal and a risk-averse agent who 
faces job uncertainty, in the pres­
ence of those incentive problems. 
The key feature of the environment 
is that the probability of finding a 
new job is an increasing function 
of the effort the agent makes. The 
main goal of the paper is to devel­
op a general theoretical framework 
in which to analyze the optimal 
unemployment insurance design 
problem. This framework can be 
applied to many countries to create 
more efficient ways of providing 
unemployment insurance and to 
minimize the program budgets. 

Laffont and Tirole analyze the 
impact of spot and futures markets 

economic welfare. 

Levinson uses establishment­
level data to examine the effect of 
differences in the stringency of 
state environmental regulations on 
location choice. Unlike previous 
work in this area, which has fo­
cused on particular industries or 
sets of plants and on one or two 
measures of environmental regula­
tory stringency, this study uses a 
broad range of industries and mea­
sures of stringency. The results 
show that differences in environ­
mental regulations do not affect the 
location choices of most manufac­
turing plants systematically. 

Use of depletable resources in­
volves the resource depletion itself 
and the accumulation of pollution 
beyond a certain critical level. Far­
zin addresses the optimal timing of 
pollution control strategy. Among 
his counterintuitive results are that, 
even if for an initial period there is 
going to be no sign of any envi­
rorullental damage whatsoever, the 
optimal strategy still requires pollu­
tion abatement to begin inunedi­
ately, and to occur at increasingly 
higher rates over that period. The 
case of greenhouse warming illus­
trates the quantitative importance 
of accounting for the shadow ex­
ternality costs of fossil fuel deple­
tion and carbon accumulation in 



delaying global warming, and the 
sensitivity of the optimal strategy to 
key policy variables. 

Bovenberg and van der ploeg 
derive the implications of increased 
concern for the environment for 
the optimal provision of public 
goods, tax structure, environmental 
policy, and involuntary unemploy­
ment. Their framework has no 
lump-sum taxes or subsidies, and 
labor supply is rationed because of 
a rigid consumer wage. A shift to­
ward "greener" preferences will 

Bureau News 

The unprecedented labor strife 
in the last decades of the nine­
teenth century occurred at a time 
of considerable variation in labor 
law across states. Currie and Fer­
rie attempt to use states' economic 
characteristics to explain these dif­
ferences, and to relate the variation 
in strike activity across states to dif­
ferences in their legal environ­
ments. Using data on more than 
11,000 labor disputes between 
1880 and 1894, they find that states 
with more capital per worker, larg­
er foreign-born populations, and a 

boost employment if: labor is a 
better substitute for polluting re­
sources than the fIxed factor; the 
profit tax is low; and the produc­
tion share of the fixed factor is 
large. If initial concern for the envi­
ronment is small, then public con­
sumption may rise as well. 

Carraro, Galeotti, and Gallo 
develop a new computational gen­
eral equilibrium model to assess 
the macroeconomic consequences 
of adopting unilateral and multilat­
eral carbon tax policies in the Eu-

history of greater strike activity 
adopted laws more favorable to la­
bor and failed to adopt legal de­
vices or laws unfavorable to labor. 
States with laws more favorable to 
labor had fewer political strikes, 
less employer resistance to strikes, 
and lower strike costs, although 
these developments came at a cost 
to labor, since such states also lost 
more jobs after strikes than states 
with laws less favorable to labor. 

In the bromine, salt, and bleach 
markets during the late nineteenth 
century, producers used a variety 

ropean Community. The model 
emphasizes the potential gains in 
employment that might be associat­
ed with "revenue recycling," using 
revenues from a carbon tax to sub­
sidize labor. The authors present 
new evidence on the extent to 
which such carbon tax policies can 
generate a "double dividend," that 
is, a simultaneous improvement in 
environmental quality and a reduc­
tion in unemployment. 

These papers will be published 
in a special issue of the Journal of 
Public Economics. 

of strategies to cope with the in­
creased competition associated 
with increased market integration. 
In all three cases, Levenstein ob­
serves, the initial response was to 
promote cooperation among pro­
ducers to increase prices, restrict 
output, and divide up markets. In 
the bromine and salt industries, 
these cooperative actions took the 
form of formal contracts. In the 
bleach industry, price setting and 
market division agreements were in­
formal. These cooperative schemes 
created disincentives to the adop-
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tion of mass production tech- solute rates of participation in the older states. It was not politically 
niques, and limited information labor force suggest that improve- possible for these states to raise 
flows between customers _______________________ property taxes, so they bor-

and producers. Dow Chemi-" improvements in health have led not :owed extensively to finance 
cal Company at first cooper- . . lmprovements. When the pro-
ated with the pool, but also only to greater productivity; but also to an jects failed as investments, 
invested profits in produc- increased demand for leisure." they were forced into default. 
tion facilities and corporate Lamoreux and Sokoloff 
organization. These invest-
ments allowed it to develop higher­
quality, customer-specific products 
that limited the effectiveness of the 
pool's punishment mechanism: 
price competition. 

Costa examines how the rela­
tionship between health and labor 
supply among older men has 
changed between 1900 and 1991. 
Using weight-adjusted-for-height as 
a proxy for health, she finds that in 
both 1900 and 1985--91, there was 
a U-shaped relationship between 
health and the relative risk of non­
participation in the labor force. 
Because men in 1900 were ex­
tremely lean-so lean that they 
faced an elevated mortality risk 
compared to men today-if they 
had enjoyed the health of men to­
day, their labor force participation 
rates, and thus GNP, would have 
been higher. But, differences in ab-
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ments in health have led not only 
to greater productivity, but also to 
an increased demand for leisure. 

Debts incurred by states to fi­
nance internal improvements dur­
ing the 1820s and 1830s led to debt 
crises in the early 1840s that includ­
ed nine defaults and four repudia­
tions. Grinath, Sylla, and Wallis 
use revenue structure to explain 
whether states borrowed, the ex­
tent to which they borrowed, and 
whether they defaulted. Older 
states had a variety of revenues: in­
vestment income, business taxes, 
and property taxes. If they default­
ed, it was from an aversion either 
to having a property tax or to rais­
ing it when they could have done 
so. Newer states' choices were more 
limited. They relied almost entirely 
on property tax revenues, which 
were higher per person than in the 

argue that a market for tech­
nology evolved in late nineteenth­
and early twentieth-century Ameri­
ca. It developed first in such areas 
as New England, where per capita 
patenting rights were historically 
high, and then spread with higher 
levels of patenting to other regions 
of the country. It was especially 
important in sectors of the econo­
my that employed the most com­
plex and capital-intensive tech­
nologies. Patentees who assigned 
away their inventions increasingly 
were differentiated from other pat­
entees by their inventive productiv­
ity, suggesting that improved tech­
niques of intermediation were im­
portant in mobilizing the resources 
needed to undertake inventive ac­
tivity, and also in encouraging indi­
viduals with the requisite skills to 
specialize in invention. 



In early 1862, the u.s. govern­
ment began issuing Greenbacks, a 
legal tender currency that was not 
convertible into gold. Speculators 
understood that the probability of 
eventual redemption of Green­
backs into gold depended on the 
Union Anuy's military fortunes and 
other events that affected the total 
cost of the war. To serve the spec­
ulative interest in gold, a market 
emerged for trading Greenbacks 
for gold dollars, in which the mar­
ket price of a Greenback reflected 
the public's perceptions of future 
war costs. Guinnane, Rosen, and 
Willard use daily quota-

ished goods. Using a new price in­
dex and a simple Keynesian model, 
Hanes shows that apparent differ­
ences between the prewar (1869-
1914) and postwar 0947-90) pe­
riods reflect differences in the time 
pattern of demand shocks. The 
wage- and price-setting process 
may not have changed at all. 

Grossman explains the unusual 
stability exhibited by the banking 
systems of Britain, Canada, Czecho­
slovakia, Denmark, Lithuania, the 
Netherlands, Spain, Sweden, and 
several other countries during the 
Great Depression. He considers 
three possible explanations for the 
stability: macroeconomic policy 
and performance; the structure of 
the commercial banking system; 
and the actions of a lender of last 
resort Using data from 25 countries 
across Europe and North America, 
Grossman finds that macroeconom­
ic policy-especially exchange rate 
policy-and banking structure, but 
not lender of last resort, were sys­
tematically responsible for banking 
stability. 

The shortage of cash typically 
observed in hyperinflations is pecu­
liar, given the massive increases in 

can create deposits. But available 
data from Germany provide mixed 
support for this view, suggesting 
that imbalances are not the entire 
story. In Germany, the hyperinfla­
tion led to a shortage of private 
bank credit, as high and low nomi­
nal rates prompted banks to reduce 
loan supply and shift into more 
secure, relatively illiquid assets. 
Despite generally negative real 
rates, central bank credit seemed 
unable to provide sufficient liquidi­
ty, especially toward the end of the 
period. However, Fischer and Lee 
conjecture that accelerating infla­
tion was the main culprit, advanc­
ing with a lead over accommoda­
tive money and credit creation, and 
wiping out liquid balances faster 
than the central bank could create 
more credit. 

The quantity theory of money 
asserts that permanent changes in 
the quantity of money accom­
plished through open market oper­
ations either will cause proportion­
al long-run changes in prices and 
exchange rates or, under fixed ex­
change rates, will produce offset­
ting movements in other compo­
nents of the money supply. The 

tions of the gold price of 
Greenbacks to identify a set 
of dates during the Civil 
War that market participants 
regarded as turning points. 
In some cases, these dates 
coincide with events familiar 
from conventional historical 
accounts of the war. In oth-

"Using data from 25 countries across Eu­
rope and North America, Grossman finds 
that macroeconomic policy-especially 
exchange rate policy-and banking struc­
ture . . . were systematically responsible 
for banking stability." 

real bills doctrine asserts that 
such open market activity will 
produce no price level or ex­
change rate effects. High­
field, O'Hara, and Smith 
use the "golden age" of the 
Second Bank of the United 
States to contrast these two 
viewpoints empirically. They 
conclude that the data sup­
port the implications of the 

er instances, however, mar-
ket participants reacted strongly to 
events that historians have not 
viewed as very significant. 

Existing studies of changes in 
cyclical price behavior have failed 
to take account of the historical 
shift in the composition of output, 
from primary products to more fin-

the quantity of money typically as­
sociated with them. The cash short­
age is pardy an imbalance among 
the different components of the 
money stock. In particular, it re­
flects technical difficulties in print­
ing and distributing notes as fast as 
central banks or commercial banks 

real bills doctrine. 
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But there is a declining probability 
of separation from a job as tenure 
on the job increases. And the level 
of earnings, industry, and firm size 
all have large effects on the proba­
bilities of turnover. Anderson and 
Meyer estimate that about 28 per­
cent of turnover is temporary, and 
31 percent is related to job creation 
and destruction. In terms of lost 
earnings, the cost of most turnover 
is not high, but a small fraction of 
job separations result in large loss-

gram Participation, she finds that 
self-assessed health status, depres­
sive symptoms, self-reported work 
limitations, limitations on daily liv­
ing, and days in bed all predict 
employment. Furthermore, employ­
ment had a salutary structural ef­
fect on self-assessed health status, 
depressive symptoms, and days in 
bed. 

Gregory and Daly discuss the 
economic well-being of indigenous 
men in Australia and the United 
States, particularly over the recent 
decade. In 1980, the income ratio 
for indigenous white males in Aus­
tralia was less than the analogous 
ratio in the United States by 15 per­
cent. Aboriginals were favored by a 
compressed income distribution, 
but disadvantaged by their position 
on the income ladder. After the au­
thors standardize for the different 
income compression in each coun­
try, they find that Aboriginals were 
38 percent lower on the income 
ladder than indigenous men in the 
United States. By 1990, the income 
ratio had risen in Australia and fall­
en in the United States. Both 
groups were affected adversely by 
the widening income dispersion of 
the 1980s. However, Australian 
Aboriginals have succeeded in 

Landers, Rebitzer, and Taylor 
propose that the income-sharing 
characteristic of legal partnerships 
creates incentives for firms to pro­
mote associates who tend to work 
very hard. But since the tendency 
to work hard cannot be observed, 
law firms must rely on certain indi­
cators of it, especially on an associ­
ate's record of billable hours. This 
may lead firms to impose ineffi­
ciently long hours as the norm. 
Further, firms might not adjust 
these norms when new em­
ployees who desire short ''Anderson and Meyer estimate that 28 per­

cent of turnover is temporary, and 31 percent 
is related to job creation and destruction." 

hours are hired. This type of 
"adverse selection" in hours 
also may be important in 
settings with strong com ple­
mentarities among groups of pro­
fessional employees, such as soft­
ware production teams, or where 
there is competition for promotion 
to high-level managerial positions. 

moving up the income ladder 
by 20 percent, while native 
Americans in this sample 
slipped by 10 percent. Most 
of the change in Australia 
seems to be the result of very 

Anderson and Meyer find that 
there is more turnover in the work 
force than previously was thought; 
it affects more people than previ­
ous analyses have indicated; and a 
larger fraction of it is permanent. 
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es of earnings. In addition, total 
turnover is procyclical, although 
temporary turnover is countercycli­
cal, and job reallocation is counter­
cyclical, at least at annual intervals. 

Ettner looks at how employ­
ment affects women's health, and 
how health affects female employ~ 
ment. Using data from the National 
Survey of Families and Households 
and the Survey of Income and Pro-

large increases in govern­
ment expenditure, far beyond what 
might be expected in the United 
States. In 1991-2, the Australian 
government spent on identified 
Aboriginal programs almost twice 
the income that Aboriginal men 
earned from employment. 



From 1970-82, the rate of cesar­
ean delivery rose to 240 percent. 
This occurred simultaneously with 
a sizable fall in the fertility rate. Us­
ing national microdata for this peri­
od, Gruber and Owings show that 
there is a strong correlation be­
tween within-state declines in the 
fertility rate and within-state in­
creases in cesarean delivery rates. 
Their estimates imply that changes 
in fertility can explain approximate­
ly 15 percent of the growth in pri­
mary cesarean delivery in this peri­
od. If, in addition to declining fer­
tility rates, the rapid increase in the 
supply of ob/gyns is considered to 
be a shock to their income, then 
changes in financial incentives can 
explain as much as 33 percent of 
the diffusion of cesarean deliveries 
over 1970-82. 

Medicare provides nearly uni­
versal health insurance coverage 
among the elderly. It is funded by 
earmarked payroll taxes, general 
tax revenue, and (Part B) premi­
ums. Skinner and McClellan eval­
uate anticipated lifetime Medicare 

benefits and taxes among different 
income groups. They find first that 
accumulated taxes paid into Medi­
care fall short of anticipated bene­
fits by an average of more than 
$35,000 per newly eligible person; 
this amount represents a transfer 
from the younger generation. Sec­
ond, higher-income people have 
paid more into the Medicare sys­
tem through higher payroll and in­
come taxes, but they also receive a 
larger amount in benefits over their 
lifetime. High-income people tend 
to receive more intensive treatment 
for a given disease, and they also 
tend to live longer to receive Medi­
care benefits. 

Garber and MaCurdy combine 
data from several sources to char­
acterize utilization of nursing homes 
by elderly Americans. Their method 
enables them to fully characterize 
distributions of nursing home uti­
lization, the timing of spells in 
nursing homes and in the com­
munity, the age distribution of util­
ization, and utilization stratified by 
decedent status. Their primary ob-

jective is to assess the extent to 
which nursing home utilization oc­
curs before death, and whether 
such utilization follows the pattern 
found for general medical care, 
which increases as death approaches. 

Using data on medical spending 
and co payment rates from the 1987 
National Medical Expenditure Sur­
vey, Feldstein and Gruber com­
pare the effect of raising copay­
ment rates from their level under 
existing plans to (for example) 50 
percent, up to a maximum out-of­
pocket expense of 10 percent of 
income. They find that such plans 
can reduce medical spending sub­
stantially: their baseline plan cuts 
the level of spending by over 20 
percent. Furthermore, there are net 
welfare gains under a number of 
scenarios from such a plan, as the 
reduced deadweight loss of excess 
medical spending more than com­
pensates for any increased risk­
bearing on the part of medical 
consumers. 

Also attending the program 
meeting were: Laurence C. Baker, 
Princeton University; Paul J. Gert­
ler, NBER and Rand Corporation; 
Brigitte Madrian and Douglas O. 
Staiger, NBER and Harvard Univer­
sity; David Meltzer, NBER and Brig­
ham and Women's Hospital; Michael 
Moore, Duke University; and Burton 
Singer, NBER and Yale University. 
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Reprints Available 

The following NBER Reprints, 
intended for nonprofit education 
and research purposes, are now 
available. (Previous issues of the 
NBER Reporter list titles 1-1867 and 
contain abstracts of the Working 
Papers cited below.) 

These reprints are free of charge 
to Corporate Associates. For all 
others there is a charge of $5.00 
per reprint requested. (Outside 
of the United States, add $10.00 
for postage and handling.) Ad­
vance payme~t is required on 
all orders. please do not send 
cash. Reprints must be requested by 
number, in writing, from: Reprints, 
NBER, 1050 Massachusetts Avenue, 
Cambridge, MA 02138-5398. 

1868. "Fiscal Paradise: Foreign Tax 
Havens and American Business," 
by James R. Hines, Jr. and Eric 
M. Rice (NBER Working Paper No. 
3477) 
1869. "Looting: The Economic Un­
derworld of Bankruptcy for Profit," 
by George A. Akerlof and Paul 
M.Romer 
1870. "Implementing a National 
Technology Strategy with Self-Or­
ganizing Industry Investment 
Boards," by. Paul M. Romer 
1871. "The Diversification of Pro­
duction," by Boyan Jovanovic 
1872. "R and D Tax Policy During 
the 1980s: Success or Failure?" by 
Bronwyn H. Hall (NBER Working 
Paper No. 4240) 

1873. "Asymptotic Filtering Theory 
for Univariate ARCH Models," by 
Daniel B. Nelson and Dean P. 
Foster (NBER Technical Paper No. 
129) 

1874. "Determinants of Interest 
Rates on Tax-Exempt Hospital 
Bonds," by Michael Grossman, 
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Fred Goldman, Susan W. Nesbitt, 
and Pamela Mobilia (NBER Work­
ing Paper No. 4139) 
1875. "Fiscal Policy and Economic 
Growth: An Empirical Investiga­
tion," by William Easterly and 
Sergio T. Rebelo (NBER Working 
Paper No. 4499) 

1876. "The Ramsey Problem for 
Congestible Facilities," by Richard 
J. Arnott an d Marvin Kraus 
(NBER Technical Paper No. 84) 

1877. "Do Short-Term Objectives 
Lead to Under- or Overinvestment 
in Long-Term Projects?" by Lucian 
Arye Bebchuk and Lars A. Stole 
(NBER Technical Paper No. 98) 

1878. "Measuring Ignorance in the 
Market: An Application to Physi­
cian Services," by Martin Gaynor 
and Solomon W. Polachek 
(NBER Working Paper No. 3430) 

1879. "Inventories and the Short­
Run Dynamics of Commodity Pri­
ces," by Robert S. Pindyck (NBER 
Working Paper No. 3295) 

1880. "Credit Channel or Credit Ac­
tions? An Interpretation of the Post­
war Transmission Mechanism," by 
Christina D. Romer and David 
H. Romer (NBER Working Paper 
No. 4485) 

1881. "Dynamic Efficiency in the 
Gifts Economy," by Stephen A. 
O'Connell and Stephen P. Zeldes 
(NBER Working Paper No. 4318) 

1882. "Can the Markov-Switching 
Model Forecast Exchange Rates?" 
by Charles M. Engel (NBER 
Working Paper No. 4210) 

1883. "No Place Like Home: Tax 
Incentives and the Location of R 
and D by American Multinationals," 
by James R. Hines, Jr. (NBER 
Working Paper No. 4574) 

1884. "Intertemporal Analysis of 
State and Local Government Spend­
ing: Theory and Tests," by Doug­
las Holtz-Eakin, Harvey S. Ro-

sen, and Schuyler Tilly (NBER 
Working Paper No. 4261) 

1885. "Asymmetric Price Adjust­
ment and Economic Fluctuations," 
by Laurence M. Ball and N. Greg­
ory Mankiw (NBER Working Pa­
per No. 4089) 

1886. Proprietary Public Finance 
and Economic Welfare," by Her­
schel I. Grossman and Suk Jae 
Noh (NBER Working Paper No. 
2696) 

1887. "International Growth link­
ages: Evidence from Asia and the 
OECD," by John F. Helliwell 
(NBER Working Paper No. 4245) 

1888. "Efficiency of the Tokyo 
Housing Market," by Takatoshi Ito 
and Keiko Nosse Hirono (NBER 
Working Paper No. 4382) 

1889. "The Role of Judgment and 
Discretion in the Conduct of Mon­
etary Policy: Consequences of 
Changing Financial Markets," by 
Benjamin M. Friedman (NBER 
Working Paper No. 4599) 

1890. "Empirical Linkages Between 
Democracy and Economic Growth," 
by John F. Helliwell (NBER 
Working Paper No. 4066) 

1891. "Entrepreneurial Decisions 
and Liquidity Constraints," by 
Douglas Holtz-Eakin, DavidJoul­
faian, and Harvey S. Rosen 
(NBER Working Paper No. 4526) 

1892. "Life-Cycle Versus Annual 
Perspectives on the Incidence of a 
Value-Added Tax," by Gilbert E. 
Metcalf (NBER Working Paper No. 
4619) 

1893. "Why Exchange Rate Bands? 
Monetary Independence in Spite of 
Fixed Exchange Rates," by Lars E. 
O. Svensson (NBER Working Pa­
per No. 4207) 

1894. "The Life Cycle of a Competi­
tive Industry," by Boyan Jovano­
vic and Glenn M. MacDonald 
(NBER Working Paper No. 4441) 



Additional Papers 
Available 

Additional Papers are not official 
NBER Working Papers but are list­
ed here as a convenience to NBER 
researchers and prospective read­
ers. Additional Papers are free of 
charge to Corporate Associates. For 
all others there is a charge of 
$5.00 per Additional Paper re­
quested. (Outside of the United 
States, add $10.00 for postage 
and handling.) Advance pay­
ment is required on all orders. 
Please do not send cash. Request 
Additional Papers by name, in writ­
ing, from Additional Papers, NBER, 
1050 Massachusetts Avenue, Cam­
bridge, MA 02138-5398. 

"The Stabilizing Properties of a 
Nominal GNP Rule in an Open 
Economy," by Jeffrey A. Frankel 
and Menzie Chinn (forthcoming, 
journal of Money, Credit and 
BankinEf) 
"Sterilization of Money Inflows: Dif­
ficult (Calvo) or Easy (Reisen)?" by 
Jeffrey A. Frankel (Center for 
International and Development 
Economics Research Working Pa­
per 93-024, University of California, 
Berkeley. Also forthcoming in Cap­
ital Inflows: Size, Nature, and Pol­
icy Adaptations, to be published by 
Fedesarrollo in Bogota.) 

"Monetary Regime Choices for a 
Semi-Open Country," by Jeffrey A. 
Frankel (forthcoming in Capital 
Controls, Exchange Rates, and 
Monetary Policy in the World Econ­
omy, Cambridge University Press.) 

"A Two-Country Analysis of Inter­
national Targeting of Nominal 
GNP," by Jeffrey A. Frankel and 
Norbert Funke (This paper ap­
pears in Italian in Rivista di Politica 
Economica, volume 83, series no. 
3, April 1993, pp. 69-106, Rom.) 
"A 'Greater China' Trade Bloc?" by 
Shang-Jin Wei and Jeffrey A. 
Frankel 

Bureau Books 

Insider Lending 

Insider Lending: Banks, Per­
sonal Connections, and Econom­
ic Development in Industrial 
New England, by Naomi Lamo­
reaux, is now available from Cam­
bridge University Press for $39.95. 
This volume, part of a series on 
Long-Term Factors in Economic 
Development, explores the impor­
tant role that insider lending 
played in the economic develop­
ment of early nineteenth-century 
New England. 

Today the term insider lending 
conveys an aura of abuse and cor­
ruption. But in New England in the 
1800s, insider lending was not only 
an accepted fact of economic life, 
but also enabled banks to help fi­
nance economic development. As 
the banking system evolved over 
the course of the century, lending 
practices became more impersonal 
and professional. Yet, the informa-

tion problems that banks faced 
when they began to conduct more 
and more of their business at ann's 
length forced them to concentrate on 
providing short-tenn loans to com­
mercial borrowers, and to give up 
fmancing economic development 

Lamoreaux is a research associ­
ate in the NBER's Program in De­
velopment of the American Econo­
my, and a professor at Brown Uni­
versity. Her book should interest 
both economists and historians. 

This volume should be ordered 
directly from Cambridge University 
Press, Order Department, 110 Mid­
land Avenue, Port Chester, NY 
10573; (914) 937-9600. 

NBER ReporlerSummer 1994 33. 



Studies in the 
Economics of 
Aging 

Studies in the Economics of 
Aging, edited by David A. Wise, is 
available now from the University 
of Chicago Press. 1his is the fourth 
volume to emerge from an NBER 
project on the topic that began in 
1986. 

The eleven papers in this vol­
ume consider the effects of growth 
of the elderly population; how and 
why the elderly save for retire­
ment, including the role of 401 (k)s 
and housing; compare retirement 
behavior in the United States and 
Germany; describe the economics 
of aging in Taiwan; and discuss the 
utilization of nursing homes. 

Wise is the director of the 
NBER's research on aging and the 
John F. Stambaugh Professor of Po­
litical Economy at the John F. Ken­
nedy School of Government, Har­
vard University. 

The price of this volume is 
$59.00. 
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Monetary Policy 

An NBER conference volume, 
Monetary Policy, edited by N. 
Gregory Mankiw, will be available 
from the University of Chicago 
Press this summer for $49.00. The 
first three papers in this volume 
discuss alternative ways of con­
ducting monetary policy in order to 
reduce both the average rate of in­
flation and the volatility of nominal 
GDP growth. The next three chap­
ters analyze the behavior of prices 
and inflation. Two papers look at 
the monetary transmission mecha­
nism, or how central banks' actions 
affect spending on goods and ser­
vices. The final paper examines the 
causes and effects of the Fed's shift 
to an explicitly disinflationary poli­
cy, which has occurred six times 
since World War II. Mankiw is di­
rector of the NBER's Program in 
Monetary Economics and a profes­
sor of economics at Harvard 
University. 

The Economics 
of Aging 

The Economics of Aging, edit­
ed by Yukio Noguchi and David A. 
Wise, will be available from the 
University of Chicago Press this 
summer. This volume is the result 
of a joint conference between the 
NBER and the Japan Center for 
Economic Research. Its seven pa­
pers look at the changes and issues 
that arise when a population ages, 
and examine the economic status 
of the elderly in Japan and the 
United States. The topics covered 
include trends in the retirement 
age in both countries, and how 
housing equity affects the econom­
ic status of the elderly. 

Noguchi is professor of econom­
ics at Hitotsubashi University. Wise 
is the director of the NBER's re­
search on aging and the John F. 
Stambaugh Professor of Political 
Economy at the John F. Kennedy 
School of Government at Harvard 
University. 

This volume costs $39.95. 

The Regulated 
Economy 

The Regulated Economy: An 
Historical ApproaCh to Political 
Economy, edited by Claudia Gol­
din and Gary Libecap, will be avail­
able this summer from the Univer­
sity of Chicago Press. The eight 
case studies in this volume concen­
trate on the origins of government 
intervention in, and regulation of, 
the U.S. economy in the late nine­
teenth and early twentieth centu­
ries. Among other topics, the vol­
ume explores how interest groups 
affect the development of govern­
ment regulation, and how the ne­
cessity for coalition building can 
transform the structure of regula­
tion and legislation. Specifically, 
Goldin and Libecap discuss histo­
ry's solutions to such perceived 
economic problems as exorbitant 
railroad and utility rates, bank fail­
ure, the financing of government, 
falling agricultural prices, the immi­
gration of low-skilled workers, and 
workplace injury. 

Goldin is director of the NBER's 
Program in Development of the 
American Economy and a profes­
sor of economics at Harvard Uni­
versity. Libecap is an NBER re­
search associate in the same pro­
gram, and a professor of econom­
ics at the University of Arizona's 
College of Business. Their book is 
priced at $56.00. 



Current Working Papers 

NBER Working Papers 

Downsizing and 
Productivity Growth; 
Myth or Reality? 
Martin Neil Baily, 
EricJ. Bartelsman, and 
John C. Haltiwanger 
NBER Working Paper No. 4741 

May 1994 
JEL Nos. E23, E24, J24 
Economic Fluctuations, Productivity 

The conventional wisdom is that 
the rising productivity in the U.S. 
manufacturing sector in the 1980s 

was driven by the apparently per­
vasive downsizing over the period. 
Aggregate evidence clearly shows 
falling employment accompanying 
the rise in productivity. In this pa­
per, we examine the microeconom­
ic evidence using plant level data 
from the Longitudinal Research 
Database. We find that plants that 
increased employment as well as 
productivity contribute almost as 
much to overall productivity 
growth in the 1980s as the plants 
that increased productivity at the 
expense of employment. Further, 
there are striking differences by 

sector (defined by industry, size, 
region, wages, and ownership 
type) in terms of whether plants 
upsize or downsize, and whether 
they increase or decrease produc­
tivity. Nevertheless, in spite of 
those striking differences, most of 
the variance in productivity and 
employment growth is accounted 
for by idiosyncratic factors. 

The Effects of Minimum 
Wages on Employment: 
Theory and Evidence from 
the United Kingdom 
Richard Dickens, 
Stephen Machin, and 
Alan Manning 
NBER Working Paper No. 4742 

May 1994 
JEL No. J42 
Labor Studies 

Recent work on the economic 
effects of minimum wages has 
stressed that the standard econom­
ic model, in which increases in 
minimum wages depress employ­
ment, is not supported by the em­
pirical findings in some labor mar­
kets. In this paper, we present a 
theoretical framework that is gen­
eral enough to allow minimum 
wages to have the conventional 
negative impact on employment, 
but that also allows for the possi­
bility of a neutral or positive effect. 
The model's structure is based on 
labor market frictions that give em­
ployers some degree of monop­
sony power. The formulated model 
has a number of empirical implica­
tions that we go on to test using 
data on industry-based minimum 
wages set by the u.K. Wages Coun­
cils between 1975 and 1990. Some 
strong results emerge: minimum 
wages significantly compress the 
distribution of earnings and, con­
trary to conventional economic 
wisdom but in line with several re­
cent studies, do not have a nega-
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tive impact on employment. If any­
thing, the relationship between 
rninimum wages and employment 
appears to be positive. 

Information, Trading, and 
Stock Returns: Lessons 
from Dually Listed 
Securities 
K. C. chan, Wai-Ming Fong, and 
Rene M. Stolz 
NBER Working Paper No. 4743 
May 1994 
Asset Pricing 

This paper compares the intra­
day patterns of volatility, trading 
volume, and bid-ask spreads on 
the NYSE and AMEX for dually list­
ed European stocks, Japanese stocks 
also listed in London, and dually 
listed Japanese stocks not listed in 
London, with American stocks of 
comparable average trading vol­
ume and volatility. We show that 
the intraday patterns for these 
stocks are remarkably similar, even 
though the public information flows 
differ markedly across these stocks 
during the trading day. In the 
morning, Japanese stocks have the 
greatest volatility and volume, fol­
lowed by European stocks and 
American stocks. These rankings 
are reversed in the afternoon. We 
argue that these patterns are con­
sistent with markets reacting to the 
overnight accumulation of public 
information that is greatest for Jap­
anese stocks and smallest for Amer­
ican stocks, and inconsistent with 
the view that early morning volatili­
ty can be attributed to monopolistic 
specialist behavior. 

Localization Economies, 
Vertical Organization, 
and Trade 
Gordon H. Hanson 
NBER Working Paper No. 4744 
May 1994 
JEL Nos. E14, 018, Rll 
Intemational Trade and Investment 
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This paper develops a model of 
regional production networks 
based on localization economies. I 
consider an industry with two ac­
tivities: one with location-specific 
external economies, the other with 
constant returns. Under autarky, lo­
calization economies imply the for­
mation of an industry center. Ag­
glomeration drives up wages in the 
center, causing the constant returns 
activity to disperse to outlying re­
gions. Trade re-creates the regional 
production network on a global 
scale. I apply the model to data 
from the Mexican apparel industry. 
Estimation results on Mexico's pre­
and post-trade regional apparel 
wage structure are consistent with 
localization economies. I also dis­
cuss implications for the North 
American Free Trade Agreement. 

Trade Politics and the 
Semiconductor Industry 
Douglas A Irwin 
NBER Working Paper No. 4745 
May 1994 
JEL No. F13 
International Trade and Investment 

A coalition of well-organized 
semiconductor producers, along 
with compliant government agen­
cies (U.S. Trade Representative and 
the Commerce Department), brought 
about a 1986 trade agreement in 
which the United States forced Ja­
pan to end the "dumping" of semi­
conductors in an world markets 
and to help secure 20 percent of 
the Japanese semiconductor market 
for foreign firms within five years. 
The antidumping provisions of the 
1986 agreement, which later proved 
to be partly illegal under the GATT, 
resulted in such steep price rises 
for certain semiconductors that 
downstream user industries (pri­
marily computer systems man­
ufacturers) forced the U.S. govern­
ment to remove those provisions in 

the 1991 renegotiation of the agree­
ment. The equally controversial 20 
percent market share provision­
based on circumstantial evidence 
that the Japanese market was 
closed-provided "affirmative ac­
tion" for the industry in its efforts 
to sell more in Japan, but has been 
criticized as constituting "export 
protectionism." By analyzing the 
political and economic forces lead­
ing up to the 1986 accord and shap­
ing subsequent events, this paper 
examines how the U.S. semicon­
ductor inch.Jstry became the benefi­
ciary of this unique and unprece­
dented sectoral trade agreement. 

The Political Economy of 
U.S. Automobile Protection 
Douglas R. Nelson 
NBER Working Paper No. 4746 
May 1994 
Intemational Trade and Investment 

This paper examines the politi­
cal process through which the U.S. 
auto industry pursued and ulti­
mately received protection from 
Japanese competition. It is not at 
all obvious that trade protection 
was the most effective policy re­
sponse to the industry's economic 
problems. I argue that the indus­
try's political strategy reflects a re­
sponse to a crisis in the political­
economic regime regulating rela­
tions among the major interests in 
the U.S. auto industry. 

The Political Economy of 
U.S. Export Subsidies 
for Wheat 
Bruce L. Gardner 
NBER Working Paper No. 4747 
May 1994 
JEL No. Q18 
Intemational Trade and Investment 

During 1985-93 the U.S. govern­
ment provided $4.9 billion in subsi­
dies to targeted foreign buyers of 



u.s. wheat under its Export En­
hancement Program (EEP). The 
subsidies averaged $31 per metric 
ton, or about 25 percent of the u.s. 
price. The EEP generates a small 
gain to U.S. farmers compared to 
its costs, but lacks clear economic 
justification. The key factors in the 
political success of the EEP are: 1) 
farmers and agribusiness have been 
unified in support of the program, 
and have excellent political chan­
nels through which to express their 
views; 2) domestic users of wheat 
have not opposed the program; 
and 3) the program received an ini­
tial boost because of its use of 
large government-owned wheat 
stocks, allowing it to be treated as 
budget-neutral in Congress. One 
economic argument that carried 
political weight was that the EEP, 
by increasing the costs of the Euro­
pean Community's wheat export 
subsidies, would encourage negoti­
ation of joint U.S./EC subsidy re­
ductions. In fact, the EC did agree 
in 1993 to multilateral subsidy re­
ductions in the GATT, as well as 
refonning their own policies unilat­
erally. But it remains questionable 
whether this outcome justifies the 
EEP. 

The Impact of Wage 
Structure on Trends in 
U.S. Gender Wage 
Differentials: 1975-87 
Francine D. Blau and 
Lawrence M. Kahn 
NBER Working Paper No. 4748 

May 1994 
JELNos. J16, J31 
Labor Studies 

The U.S labor market experi­
enced two dramatic developments 
in the past 20 years: a falling male­
female pay gap, and a rising level 
of wage inequality. This paper uses 
Michigan Panel Study on Income 
Dynamics data for 1975 and 1987 

and Current Population Survey 
data for 1971 and 1988 to analyze 
how this dramatic decline in the 
gender gap was achieved in the 
face of shifts in overall wage struc­
ture that were increasingly unfavor­
able to low-wage workers. The de­
crease is traced to a rise in wom­
en's relative experience levels and 
occupational status, and a larger 
negative impact of de-unionization 
on male than female workers. In 
addition, there was a substantial 
decline in the "unexplained" por­
tion of the pay gap. These "gender­
specific" factors were more than 
sufficient to counterbalance chan­
ges in both measured and unmea­
sured prices that worked against 
women. 

Using a simple supply and de­
mand framework, we find that the 
net effect of supply and demand 
shifts was unfavorable for women 
as a group: shifts in the composi­
tion of demand during this period 
favoring female workers were 
more than offset by the rising rela­
tive supply of women. However, 
supply and demand changes match 
up fairly well with observed rela­
tive changes in the gender gap 
among skill groups, specifically a 
faster closing of the gap at the bot­
tom of the skill distribution than at 
the top. Moreover, our analysis of 
the sources of the greater progress 
at the bottom than at the top is 
consistent with the operation of 
demand and supply forces. 

Precedent and Legal 
Argument in U.S. Trade 
Policy: Do They Matter 
to the Political Economy 
of the Lumber Dispute? 
Joseph P. Kalt 
NBER Working Paper No. 4749 
May 1994 
International Trade and Investment 

For more than a decade, the 

United States and Canada have 
been engaged in a rancorous dis­
pute over trade in softwood lum­
ber. Through three successive 
rounds of administrative litigation 
before the U.S. Department of 
Commerce, the U.S. saWlnill indus­
try has sought to have countervail­
ing duties imposed upon Canadian 
lumber imports. The U.S. interests 
argue that Canada subsidizes its 
sawmills by providing timber from 
public forests at below-market 
prices, and by restricting exports of 
Canadian logs. 

The trade war over lumber is 
waged primarily in the hearing 
rooms of the Department of C0lll­
merce. The rules of war are set 
down in the legal criteria and pre­
cedents of U.S. countervailing duty 
(CVD) law, and both the U.S. and 
Canadian interests have invested 
heavily in legal armaments. This 
study examines whether, and to 
what extent, the institutional frame­
work-the legal rules, standards, 
and precedents-of CVD law influ­
ences the success or failure of the 
contending parties. 

I test two alternative theories of 
political economy. "Capture Theo­
ry" emphasizes the role of institu­
tional settings of the kind at work 
here: the outcomes of political ac­
tion are determined by the stakes 
and organization of r~nt-seeking 
parties, and the quasijudicial regu­
latory proceedings of the Depart­
ment of Commerce are mere Stig­
lerian theater. "The New Institu­
tionalism," on the other hand, pos­
its that the structure and form of 
such proceedings are conditiOning 
constraints, with the capacity to sig­
nificantly influence the outcome of 
rent-seeking battles. This study 
finds more support for Capture 
Theory than for the New Institu­
tionalism. An issue with large 
stakes is never lost by the political-
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ly favored party, even when legal 
precedent and the burden of argu­
ment are against the party's interest. 

The Consumption 
Smoothing Benefits of 
Unemployment Insurance 
Jonathan Gruber 
NBER Working Paper No. 4750 
May 1994 
JEL Nos. J65, H31, H53 
Labor Studies, Public Economics 

Previous research on unemploy­
ment insurance (UI) has focused 
on the costs of the program, in 
terms of the distorting effects of 
generous UI benefits on worker 
and firm behavior. For assessing 
the optimal size of an unemploy­
ment insurance program, however, 
it is also important to gauge the 
benefits of increased UI generosity, 
in terms of smoothing consump­
tion across periods of joblessness. I 
do this by directly measuring the 
effect of legislated variations in UI 
benefits on changes in food con­
sumption among individuals who 
become unemployed I use annual 
observations on food consumption 
expenditures for 1968-87 from the 
Panel Study of Income Dynamics, 
matched to information on the UI 
benefits for which unemployed 
persons were eligible in each state 
and year. I estimate that a 10 per­
centage point increase in the UI re­
placement rate leads to a fall in 
consumption upon unemployment 
that is 2.7 percent smaller than 
would occur otherwise. Over this 
period, the average fall in con­
sumption for the unemployed was 
7 percent; my results imply that, in 
the absence of unemployment in­
surance, this fall would have been 
over three times as large. I also 
find that the positive effect of UI 
extends for only one period, 
smoothing consumption during ini­
tial job loss but having no perma-
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nent effect on consumption levels. 
Individuals who anticipate layoff 
experience a smaller consumption 
smoothing effect. And, UI appears 
to crowd out other forms of public 
consumption somewhat. Despite 
the substantial estimated consump­
tion smoothing effect, however, my 
results imply that the optimal UI 
benefit level is within the range of 
current replacement rates only at 
fairly high levels of risk aversion. 

The MFA Paradox: More 
Protection and More Trade? 
J.MUchaelFU1gerand 
Ann Harrison 
NBER Working Paper No. 4751 
May 1994 
JEL Nos. F1, L6 
International Trade and Investment 

The political power of the textile 
industry stemmed from its impor­
tance in southern states and from 
the power of the southern delega­
tion in Congress in the 1960s. The 
strongest resistance to the indus­
try's pressure for protection came 
from the foreign policy interests of 
the executive branch. There are 
many reasons why negotiated, or 
voluntary export restraints, sanc­
tioned by international agreements 
(such as the Multi-Fiber Agree­
ment) became the form that protec­
tion took. First, the Japanese, who 
at the time were the world's lead­
ing textile exporter, had exhibited a 
willingness to accept negotiated 
agreements to trade disputes by the 
1930s. Second, the U.S. executive 
branch, which had been a leader in 
establishing the GATT system in 
order to control the sort of unilater­
al restrictive actions that con­
tributed to the Depression of the 
1930s, was reluctant to take uni­
lateral action. Third, the arrange­
ment was acceptable to u.S. in­
dustry because, through its particu­
lar power over agricultural legisla-

tion, the southern delegation won 
passage of amendments to agricul­
ture bills that enforce these "volun­
tary" restraints at the u.S. border. 
But because enforcement remained 
with the executive branch, it tend­
ed to follow the letter of the agree­
ments. Hence exports could contin­
ue to expand by shifting to new 
product varieties and to new sup­
plier countries. 

The Great Wars, the Great 
Crash, and the Unit Root 
Hypothesis: Some New 
Evidence About an Old 
Stylized Fact 
Dan Ben-David and 
David H. Papell 
NBER Working Paper No. 4752 
May 1994 
JEL Nos. C22, 040 
Growth 

For decades, the prevailing sen­
timent among economists was that 
growth rates remain constant over 
the long run. Kaldor considered 
this to be one of the six important 
"stylized facts" that theory should 
address. Until the emergence of 
endogenous growth models, this 
was a fundamental feature of 
growth theory. 

Using annual GDP data span­
ning up to 130 years and an en­
dogenous trend break model, we 
investigate the unit root hypothesis 
for 16 countries. We find that most 
countries exhibited fairly steady 
growth for several decades. The 
end of this period usually was 
characterized by a significant, and 
sudden, drop in GDP levels. But 
rather than simply returning to 
their previous steady-state path, as 
predicted by the standard neoclas­
sical growth model, most countries 
continued to grow at roughly dou­
ble their prebreak rates for many 
decades, even after their original 
growth path had been surpassed. 



American Regionalism 
and Global Free Trade 
Edward E. Leamer 
NBER Working Paper No. 4753 
May 1994 
International Trade and Investment 

A free trade agreement supports 
global free trade since trade banl­
ers tend to divert trade in favor of 
members, but not to reduce im­
ports. The term "mutual assured 
deterrence" refers to a regional free 
trade association in which no mem­
ber can gain individually from the 
imposition of a barrier against a 
nonmember. Mutual assured deter­
rence is possible for a surprisingly 
rich set of partners. 

A customs union is compatible 
with global free trade if the vast 
majority of trade takes place natu­
rally within the confines of the as­
sociation. A customs union that is 
likely to have this property would 
combine countries to form a nearly 
exact economic replica of the globe. 

The economic combination of 
Mexico and the United States does 
not form a replica of the global 
economy because, compared with 
Asia, North America has relatively 
high capital per worker even after 
adding the Mexican work force. 
However, NAFT A does seem to 
have the property of mutual as­
sured deterrence, and for that rea­
son may amount to a commitment 
to global free trade as well as re­
gional free trade. 

Changes in the Structure 
of Family Income 
Inequality in the 
United States and 
Other Industrial Nations 
During the 1980s 
McKinley L. Blackburn and 
David E. Bloom 
NBER Working Paper No. 4754 
May 1994 

JEL No. JO 
Labor Studies 

We examine the detailed struc­
ture of family income inequality in 
the United States, Canada, and Aus­
tralia at various points during the 
1980s. In each of these countries, 
we find, income inequality in­
creased among families of married 
couples. The increases were close­
ly associated with increases in the 
inequality of husbands' earnings. 
However, only in the United States 
was the increased inequality of 
husbands' earnings also associated 
with an increase in education­
earnings differentials. In addition, 
increased inequality of earnings 
was associated with increases in 
both the variance of wages and the 
variance of labor supply in the 
United States and Canada, but only 
with an increase in the variance of 
labor supply in Australia. Evidence 
of an increase in income inequality 
among married cou pIes also was 
found for France and the United 
Kingdom, but not for Sweden or 
the Netherlands. 

For families of married couples 
in Canada, Sweden, the United 
Kingdom, and the United States, 
increased inequality of family in-. 
come was closely associated with 
an increased correlation between 
husbands' and wives' earnings. A 
more detailed examination of this 
correlation in Canada and the Unit­
ed States suggests that this increase 
cannot be explained by an increase 
in the similarity of husbands' and 
wives' observable labor market 
characteristics in either country. 
Rather, it is explained partly by 
changes in the way those character­
istics translate into labor outcomes 
and, more importantly, by changes 
in the interspousal correlation be­
tween unobservable factors that in­
fluence labor market outcomes. 

Changing Wage Structure 
and Black-White Wage 
Differentials Among Men 
and Women: A 
Longitudinal Analysis 
David card and 
Thomas Lemieux 
NBER Working Paper No. 4755 
May 1994 
JEL Nos. J31,]70 
Labor Studies 

Despite several decades of re­
search, there is still widespread 
disagreement over the interpreta­
tion of the wage differences be­
tween black and white workers. 
Do the differences reflect produc­
tivity differences, discrimination, or 
both? If lower black earnings reflect 
a productivity difference, then an 
economywide increase in the rela­
tive wages of more highly skilled 
workers should lead to a parallel 
increase in the black-white earn­
ings gap. We evaluate this hypoth­
esis using longitudinal data for men 
and women from the Panel Study 
of Income Dynamics. 

Our fmdings suggest that returns 
to observed and unobserved skills 
of male workers rose by 5-10 per­
cent between 1979 and 1985. For 
female workers, the return to ob­
served skills was relatively con­
stant, while the return to unob­
served skills increased by 15 per­
cent. The evidence that black­
white wage differentials rise with 
the return to skills is mixed. Among 
female workers, the black-white 
wage gap widened in the early 
1980s, consistent with the premise 
that racial wage differences reflect 
a productivity difference. For men 
in our sample, the black-white 
wage gap declined between 1979 
and 1985, a change that is inconsis­
tent with the rise in the return to 
skills. 
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Multifactor Models Do Not 
Explain Deviations 
from the CAPM 
A. Craig MacKinlay 
NBER Working Paper No. 4756 
June 1994 
JEL No. G1Z 
Asset Pricing 

A number of studies have pre­
sented evidence rejecting the valid­
ity of the Capital Asset Pricing 
Model (CAPM). This evidence has 
spawned research into possible ex­
planations, which can be divided 
into two main categories: the risk­
based alternatives, and the nonrisk­
based alternatives. The risk-based 
category includes multifactor asset 
pricing models developed under 
the assumptions of investor ratio­
nality and perfect capital markets. 
The nonrisk-based category in­
cludes biases introduced in the em­
pirical methodology, the existence 
of market frictions, or explanations 
arising from the presence of irra­
tional investors. The distinction be­
tween the two categories is impor­
tant for asset pricing applications, 
such as estimation of the cost of 
capital. This paper proposes to dis­
tinguish between the two cate­
gories using ex ante analysis. I de­
velop a framework showing that, 
ex ante, one should expect that 
CAPM deviations caused by miss­
ing risk factors will be very difficult 
to detect statistically. In contrast, 
deviations resulting from nonrisk­
based sources will be easy to de­
tect. I conclude that the risk-based 
alternatives are not the whole story 
for the CAPM deviations. This im­
plies that the adoption of empiri­
cally developed multifactor asset 
pricing models may be premature. 
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The Effect of the Minimum. 
Wage When It Really Bites: 
A Reexamination of the 
Evidence from Puerto Rico 
Alan B. Krueger 
NBER Working Paper No. 4757 
June 1994 
JEL No. J31 
Labor Studies 

This paper reinvestigates the evi­
dence on the impact of the mini­
mum wage on employment in 
Puerto Rico. The strongest evi­
dence that the minimum wage had 
a negative effect on employment 
comes from an aggregate time-se­
ries analysis. The weakest evidence 
comes from cross-industry analyses. 
The main finding of the paper, how­
ever, is that the statistical evidence 
of a negative employment effect of 
the minimum wage in Puerto Rico 
is surprisingly fragile. 

Bilateralism and 
Regionalism in Japanese 
and u.s. Trade and 
Direct Foreign 
Investment Patterns 
Jonathan Eaton and 
Akiko Tamura 
NBER Working Paper No. 4758 
June 1994 
JEL No. FOZ 
International Trade and Investment 

We apply a modified "gravity 
model" incorporating measures of 
factor endowments to analyze Jap­
anese and u.s. bilateral trade flows 
and direct foreign investment posi­
tions with a sample of around 100 
countries for 1985-90. Our analysis 
takes into account population, in­
come, the land-labor ratio, the av­
erage level of education, and re­
gion. We find that the features of a 
country associated with more trade 
with either Japan or the United 
States also tend to be associated 
with more direct foreign invest-

ment from Japan or the United 
States. U.S. economic relations with 
Japan and Western Europe provide 
an important exception. Despite 
U.S. concern about its trade deficit 
with Japan, we find Japan to be 
much more open to the United 
States, not only as a source of im­
ports, but also as a destination for 
U.S. exports, than most countries 
in Western Europe. Taking other 
factors into account, however, West­
ern Europe is more open to U.S. 
direct foreign investment. We also 
find that a country's level of edu­
cation tends to significantly in­
crease interaction of all types be­
tween the United States and that 
country, even after we correct for 
per capita income. Education does 
not playa significant role in Jap­
anese trade patterns. As factor en­
dowments theory would predict, 
the United States tends to trade 
more with densely populated 
countries, while Japan tends to im­
port more from sparsely populated 
countries. Even after taking into ac­
count population, income, factor 
endowments, and region, there is a 
substantial degree of "bilateralism" 
in Japanese and U.S. economic re­
lationships: the residual correlation 
among exports, imports, and out­
ward direct foreign investment is 
much larger than would be the 
case if these magnitudes were in­
dependent across countries. 

Staggering and 
Synchronization in Price 
Setting: Evidence from 
Multiproduct Firms 
Saul Laeb and Daniel Tsiddon 
NBER Working Paper No. 4759 
June 1994 
Miscellaneous 

Most of the theoretical literature 
on price setting deals with the spe­
cial case in which only a single 
price is changed. At the level of the 



retail store, at least, where dozens 
of products are sold by a single 
price setter, price-setting policies 
are not formulated for individual 
products. This feature of economic 
behavior raises a host of questions, 
the answers to which carry interest­
ing implications. Do price setters 
stagger the timing of price changes? 
Are price changes for different 
products synchronized within the 
store? If so, is this a result of aggre­
gate shocks, or of the presence of a 
component specific to the store? 
And, can observed small changes 
in prices be rationalized by a menu 
cost model? We exploit the multi­
product dimension of the dataset 
on prices used in Lach and Tsiddon 
(1992) to explore several of these 
and other issues. To the best of our 
knowledge, this is the first empiri­
cal work on this subject. 

Steel Protection in the 
1980s: The Waning 
Influence of Big Steel? 
Michael O. Moore 
NBER Working Paper No. 4760 
June 1994 
Intemational Trade and Investment 

The U.S. integrated steel indus­
try has been very successful in se­
curing import protection over the 
last 20 years. Critical to that success 
has been a cohesive coalition of 
steel producers, the steelworkers' 
union, and "steel-town" congres­
sional representatives. The political 
strength of this coalition has dimin­
ished substantially over the last de­
cade as the integrated steel indus­
try has restructured, and as domes­
tic mills have played an increasing­
ly important role in the U.S. steel 
sector. In addition, an effective do­
mestic coalition of industries using 
steel acted as a critical counter­
weight, beginning with the fight 
over a voluntary restraint agree-

ment extension in 1989. After 1989, 
quotas on steel were nonbinding 
and the industry was largely unsuc­
cessful in obtaining antidumping 
duties in its 1993 unfair trade peti­
tions. These factors point to a di­
minished ability of the integrated 
steel industry to obtain special 
trade agreements in the future. 

Toward a Modern 
Macroeconomic Model 
Usable for Policy Analysis 
Eric M. Leeper and 
Christopher A. Sims 
NBER Working Paper No. 4761 
June 1994 
JEL Nos. E63, E52, C50, C32 
Economic Fluctuations 

This paper presents a macroeco­
nomic model that is both a com­
pletely specified dynamic general 
equilibrium model and a proba­
bilistic model for time-series data. 
We view the model as a potential 
competitor to existing ISLM-based 
models that continue to be used for 
actual policy analysis. Our ap­
proach is also an alternative to re­
cent efforts to calibrate real busi­
ness cycle models. In contrast to 
these existing models, ours embod­
ies all of the following important 
characteristics: 1) it generates a com­
plete multivariate stochastic process 
model for the data it aims to ex­
plain, and the full specification is 
used in the maximum-likelihood 
estimation of the model; 2) it in­
tegrates modeling of nominal vari­
ables-money stock, price level, 
wage level, and nominal interest 
rate-with modeling real variables; 
3) it contains a Keynesian invest­
ment function, breaking the tight 
relationship of the return on invest­
ment with the capital-output ratio; 
4) it treats both monetary and fiscal 
policy explicitly; and 5) it is based 
on dynamic optimizing behavior of 
the private agents in the model. 

We estimate flexible-price and 
sticky-price versions of the model 
and evaluate their fits relative to a 
naive model of no-change in the 
variables, and to an unrestricted 
variable autoregression. We show 
the model's implications for the dy­
namic responses to structural 
shocks, including policy shocks, 
and evaluate the relative impor­
tance of various shocks for deter­
mining economic fluctuations. 

How America Graduated 
from High School: 
1910 to 1960 
Claudia Goldin 
NBER Working Paper No. 4762 
June 1994 
JEL Nos. J24, 120, N32 
Development of dle American 
Economy 

Human capital accumulation 
and technological change were to 
the 20th century what physical 
capital accumulation was to the 
19th century: the engine of growth. 
The accumulation of human capital 
accounts for ahllost 60 percent of 
all capital formation and 28 percent 
of the per capita growth residual 
from 1929 to 1982. Advances in 
secondary schooling account for 
about 70 percent of the increase in 
total educational attainment from 
1930 to 1970 for men 40 to 44 
years old. High school, not college, 
was responsible for the enormous 
increase in the human capital stock 
during much of this century. In this 
paper, I show when and where 
high schools advanced in the peri­
od from 1910 to 1960. 

The most rapid expansion out­
side of the South occurred in the 
brief period from 1920 to 1935. 
The 1920s provided the initial burst 
in high school attendance, but the 
Great Depression added signifi­
cantly to high school enrollment 
and graduation rates. Attendance 
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rates were highest in states, re­
gions, and cities with the least reli­
ance on manufacturing, and in 
areas where agricultural income 
per worker was high. Schooling 
was particularly low where certain 
industries that hired youths were 
dominant, and where the foreign 
born had entered in large numbers 
before the immigration restriction 
of the 1920s. More education ena­
bled states to converge to a higher 
level of per capita income between 
1929 and 1947, and states rich in 
agricultural resources, yet poor in 
manufacturing, exported educated 
workers in later decades. 

Interstate Cigarette 
Bootlegging: Extent, 
Revenue Losses, and 
Effects of Federal 
Intervention 
Jerry G. Thursby and 
Marie C. Thursby 
NBER Working Paper No. 4763 
June 1994 
JEL Nos. H26, K42 
International Trade and Investment 

We develop and estimate a mod­
el of commercial smuggling in 
which some, but not all, ftllns smug­
gle a portion of the cigarettes they 
sell. We use the model to examine 
the effects on interstate cigarette 
smuggling of the Contraband Cig­
arette Act and a change in the fed­
eral excise tax. We ftnd that both 
policies have unintentional effects. 
While the Contraband Cigarette Act 
was imposed to reduce interstate 
smuggling, we find that it had the 
opposite effect. In contrast, an in­
crease in the federal tax is not in­
tended to affect smuggling, but we 
fmd that it increases the portion of 
cigarette sales that is smuggled 
commercially. 
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Taxes and Fringe Benefits 
Offered by Employers 
william. M. Gentry and 
Eric Peress 
NBER Working Paper No. 4764 

June 1994 
JEL No. H32 
Public Economics 

Using cross-sectional data on 
blue collar and white collar work­
ers in U.S. cities, we examine how 
the tax treatment of fringe benefits 
affects whether employers offer 
benefits. Differences in income 
taxes across states cause variations 
in the tax incentives for fringe ben­
efits. We find that employers re­
spond to these tax incentives, espe­
cially for blue collar workers. The 
tax incentives affect both the prob­
ability of basic benefits, such as 
medical coverage, and of more 
"marginal" benefits, such as vision 
care and dental coverage. Higher 
taxes also reduce the amount of 
explicit cost sharing between em­
ployers and employees for some 
benefits. 

What Ends Recessions? 
Christina D. Romer and 
David H. Romer 
NBER Working Paper No. 4765 

June 1994 
JEL Nos. E63, E32 
Economic Fluctuations, 
Monetary Economics 

We analyze the contributions of 
monetary and fiscal policy to post­
war economic recoveries. We fmd 
that the Federal Reserve typically 
responds to downturns with 
prompt and large reductions in 
interest rates. Discretionary fiscal 
policy, in contrast, rarely reacts 
before the trough in economic 
activity, and even then the respons­
es are usually small. Our simula­
tions show that the declines in the 
interest rate explain nearly all of 

the above-average growth that 
occurs early in recoveries. On sev­
eral occasions, expansionary poli­
cies also have contributed substan­
tially to above-normal growth out­
side of recoveries. Finally, we fmd 
that the persistence of movements 
in aggregate output is largely the 
result of the persistence in the con­
tribution of policy changes. 

Mass Layoffs and 
Unemployment 
Andrew Caplin andJohn Leahy 
NBER Working Paper No. 4766 

June 1994 
Economic Fluctuations 

Mass layoffs give rise to groups 
of unemployed workers who pos­
sess similar characteristics and 
therefore may learn from one 
another's experience in searching 
for a new job. Two factors lead 
workers to be too selective in the 
job offers that they accept. The first 
is an information externality: job 
searchers fail to take into account 
the value of their experience to 
others. The second is an incentive 
to "free ride": each worker would 
like others to experiment and re­
veal infonnation about productive 
jobs. Together, these forces imply 
that in equilibrium the natural rate 
of unemployment is too high. 

Agglomeration Benefits 
and Location Choice: 
Evidence from Japanese 
Manufacturing Investment 
in the United States 
Keith Head, John Ries, and 
Deborah Swenson 
NBER Working Paper No. 4767 

June 1994 
JEL No. F21 
International Trade and Investment 

Recent theories of economic ge­
ography suggest that finns in the 
same industry may be drawn to the 



same locations because proximity 
generates positive externalities or 
"agglomeration effects." Under this 
view, chance events and govern­
ment inducements can have a last­
ing influence on the geographical 
pattern of manufacturing. However, 
most evidence on the causes and 
magnitude of industry localization 
has been based on stories, rather 
than statistics. We examine the lo­
cation choices of 751 Japanese man­
ufacturing plants built in the United 
States since 1980. Our estimates 
support the hypothesis that in­
dustry-level agglomeration benefits 
pIa y an important role in location 
decisions. 

On the Timing and 
Efficiency of 
Creative Destruction 
Ricardo J. Caballero and 
Mohamoud L Hammour 
NBER Working Paper No. 4768 

June 1994 
JEL Nos. E32, E6, J64 
Economic Fluctuations 

This paper analyzes the lUlling, 
pace, and efficiency of the ongoing 
job reallocation that results from 
product and process innovation. 
There are strong reasons why an 
efficient economy ought to concen­
trate both job creation and destruc­
tion during cyclical downturns, 
when the opportunity cost of real­
location is lowest. Malfunctioning 
labor markets can disrupt this syn­
chronized pattern, and decouple 
creation and destruction. Moreover, 
regardless of whether workers are 
too strong or too weak, labor mar­
ket inefficiencies generally lead to 
technological "sclerosis," character­
ized by excessively slow renova­
tion. Government incentives for pro­
duction may alleviate high unem­
ployment in this economy, but at 
the cost of exacerbating sclerosis. 
Creation incentives, on the con-

trary, increase the pace of reallo­
cation. We show how an optimal 
combination of both types of poli­
cies can restore economic efficiency. 

Macroeconomic 
Adjustment with 
Segmented Labor Markets 
Pierre-Richard Agenor and 
Joshua Aizenman 
NBER Working Paper No. 4769 

June 1994 
JEL No. F41 
International Trade and Investment 

We analyze the macroeconomic 
effects of fiscal and labor market 
policies in a small, open develop­
ing country. Our framework con­
siders an economy with a large in­
formal production sector and a het­
erogeneous work force. The labor 
market is segmented because of ef­
ficiency considerations and mini­
mum wage laws. We then extend 
the basic model to account for un­
employment benefits, income taxa­
tion, and imperfect labor mobility 
across sectors. 

Assuming perfect labor mobility, 
we show that a permanent reduc­
tion in government spending on 
nontraded goods leads in the long 
run to a depreciation of the real 
exchange rate, a fall in the market­
clearing wage for unskilled labor, 
an increase in output of traded 
goods, and a lower stock of net 
foreign assets. A permanent reduc­
tion in the minimum wage for un­
skilled workers improves competi­
tiveness, and expands the formal 
sector at the expense of the infor­
mal sector. Hence, in a two-sector 
economy in which the minimum 
wage is enforced only in the for­
mal sector, and wages in one seg­
ment of the labor market are deter­
mined competitively, efficiency 
wage considerations do not alter 
the standard neoclassical presump­
tion. A reduction in unemployment 

benefits also has a positive effect 
on output of tradable goods by 
lowering both the level of efficien­
cy wages and the employment rent 
of skilled workers. 

Estimating a Wage Curve 
for Britain, 1973-90 
David G. Blanchflower and 
Andrew J. Oswald 
NBER Working Paper No. 4770 

June 1994 
Labor Studies 

Since Phillips's original work on 
the United Kingdom, applied re­
search on unemployment and wages 
has been dominated by the analysis 
of highly aggregated time-series da­
tasets. However, it has proved diffi­
cult to uncover statistically reliable 
models with such methods. We 
adopt a different approach: we use 
microeconomic data on 175,000 
British workers from 1973-90 to 
provide evidence for the existence of 
a negatively sloped relationship link­
ing the level of pay to the local rate of 
unemployment. This "wage curve" 
has an elasticity of approximately 
-0.1. Contrary to the Phillips Curve, 
there is no autoregression in wages. 
This paper casts doubt on standard 
ideas in macroeconomics, regional 
economics, and labor economics. 

Relative Wage Movements 
and the Distribution 
of Consumption 
Orazio Attanasio and 
StevenJ. Davis 
NBER Working Paper No. 4771 

June 1994 
JEL Nos. J31, 012, E21 
Economic Fluctuations 

We analyze how relative wage 
movements across birth cohorts 
and education groups during the 
1980s affected the distribution of 
household consumption. We find 
that low-frequency movements in 
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the cohort-education structure of 
pretax hourly wages drove large 
changes in the distribution of 
household consumption. The re­
sults constitute a spectacular failure 
of the consumption insurance hy­
pothesis, and one that is not ex­
plained by existing theories of in­
formationally constrained optimal 
consumption allocations. We also 
develop a procedure for assessing 
the welfare consequences of devia­
tions from full consumption insur­
ance and, in particular, from the 
failure to insulate the consumption 
distribution from relative wage shifts 
across cohort-education groups. For 
a coefficient of relative risk aver­
sion equal to 2, being able to fully 
insulate households from group­
specific variation in endowment 
would raise welfare by an amount 
equivalent to a unifonn 2.7 percent 
increase in consumption. 

Trade and Industrial 
Policy Reform in 
Latin America 
Sebastian Edwards 
NBER Working Paper No. 4772 
June 1994 
JEL Nos. F13, F14, 014 
International Trade and Investment, 
Intemational Finance and 
Macroeconomics 

This paper documents and eval­
uates the process of trade reform 
in Latin America from the mid-
1980s until 1993. It provides an 
analytical and historical discussion 
of the consequences of industrial 
policies in the region, from the ear­
ly 1950s when import-substitution 
ideas were supported by the Eco­
nomic Commission for Latin Amer­
ica, to the 1990s when liberal re­
gimes were embraced. 

I carefully distinguish between 
policies based on strict import sub­
stitution and policies that combine 
high and uneven import tariffs with 
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export promotion. Additionally, I 
assess the role of supporting poli­
cies to assure the success of trade 
liberalization. I discuss in detail 
questions related to the sequencing 
of economic reform, with particular 
emphasis on stabilization and trade 
reform policies. 

I also discuss the extent of trade 
reform in Latin America. The analy­
sis concentrates on the evolution of 
productivity and exports, and it 
deals with several countries' expe­
riences. I study the role of real ex­
change rates in the trade liberaliza­
tion process, and scrutinize the re­
cent trend toward appreciation ob­
served in many countries in the re­
gion. Finally, I analyze the recent 
attempts at reviving regional inte­
gration agreements, and the conse­
quences of the completion of 
GATT for Latin American nations. 

Policy Transferability and 
Hysteresis: Daily and 
Weekly Hours in the BRD 
and the United States 
Daniel S. Hamermesh 
NBER Working Paper No. 4773 
June 1994 
JEL Nos. D78, J20 
Labor Studies 

I develop a model with the path 
of labor-market outcomes exhibit­
ing hysteresis that depends on pri­
or labor-market policy. My results 
suggest that attempts to transfer 
policies across economies can lead 
to surprising results, even if current 
economic outcomes in the coun­
tries appear similar. I present ex­
amples of minimum wages, optimal 
income maintenance, and training 
programs, and apply the results to 
a discussion of overtime laws and 
differences in days and weekly 
hours worked in the United States 
and Germany. 

Bubbles in Metropolitan 
Housing Markets 
Jesse M. Abraham and 
Patrie H. Hendershott 
NBER Working Paper No. 4774 
June 1994 
JEL Nos. G12, R33 
Public Economics 

A common sense and empirical­
ly supported approach to explain­
ing changes in metropolitan real 
house prices is for the theory to 
describe an equilibrium price level 
to which the market is adjusting 
constantly. The determinants of real 
house price appreciation then can 
be divided into two groups: one 
that explains changes in the equi­
librium price, and the other that ac­
counts for the adjustment dynam­
ics, or changing deviations from 
the equilibrium price. 

The former group includes the 
growth in real income and real 
construction costs, and changes in 
the real aftertax interest rate. The 
latter group consists of lagged real 
appreciation, and the difference be­
tween the actual and equilibriwn real 
house price levels. Either group of 
variables can explain a little over 
two-fifths of the variation in real 
house price movements in 30 cities 
over 1977-92; together, they ex­
plain three-fifths of the variation. 

Rental Adjustment and 
Valuation of Real Estate 
in Overbuilt Markets: 
Fundamental Versus 
Reported Office Market 
Values in Sydney, 
Australia 
Patrie H. Hendershott 
NBER Working Paper No. 4775 
June 1994 
JEL No. G12 
Public Economics 

Real estate markets periodically 
are plagued by excess supply, rent 



concessions, and few arm's-length 
transactions. During such periods, 
valuation is problematic. The mod­
el presented here requires the fore­
casts of future vacancy rates, and 
equilibrium and actual rental rates. 
I obtain vacancy rate forecasts of 
market participants, specify the equi­
librium rental rate as the cost of 
capital, and estimate a rental ad­
justment equation in which real ef­
fective office market rents in Syd­
ney are related to gaps between 
both natural and actual vacancy 
rates, and equilibrium and actual 
real effective rental rates. 

Then I compute value estimates 
(relative to replacement cost) for 
1992, including those for above­
market leases, and show the sensi­
tivity to key assumptions. I calcu­
late value/replacement cost for the 
entire 1985-92 period, in contrast 
to comparable estimates implicit in 
data published by two prominent 
Australian real estate sources. Fi­
nally, I project the ratios of real ef­
fective rents to equilibrium rents, 
and value to replacement cost for 
1993-2006. 

Internal Versus External 
Capital Markets 
David S. Scharlstein, 
Jeremy c. Stein, and 
Robert H. Gertner 
NBER Working Paper No. 4776 
June 1994 
Corporate Finance 

We present a framework for 
analyzing the costs and benefits of 
internal versus external capital allo­
cation. We focus primarily on com­
paring an internal capital market to 
bank lending. While both represent 
centralized forms of financing, in 
the fonner case the financing is 
owner-provided, while in the latter 
case it is not. We argue that the 
ownership aspect of internal capital 
allocation has three important con-

sequences: 1) it leads to more 
monitoring than bank lending; 2) it 
reduces managers' entrepreneurial 
incentives; and 3) it makes it easier 
to efficiently redeploy the assets of 
projects that are performing poorly 
under existing management. 

Financial Decisionmaking 
in Markets and Firms: 
A Behavioral Perspective 
Werner F. M. De Bondt and 
Richard H. Thaler 
NBER Working Paper No. 4777 
June 1994 
JEL No. GI0 
Asset Pricing 

In its attempt to model financial 
markets and the behavior of finns, 
modem finance theory starts from 
a set of axioms about individual 
behavior. Specifically, people are 
said to be risk-averse maximizers 
of expected utility and unbiased 
Bayesian forecasters; that is, agents 
make rational choices based on ra­
tional expectations. However, the 
rational paradigm may be criticized 
because the assumptions are de­
scriptively false and incomplete, 
and the theory often lacks predic­
tive power. 

One way to make progress is to 
characterize actual decisionmaking 
behavior, as behavioral economists 
and psychologists do. This paper 
provides a selective review of re­
cent work in behavioral finance. 
First, we ask why economists 
should be concerned with the psy­
chology of decisionmaking. Then 
we discuss a series of key behav­
ioral concepts, for example, peo­
ple's well-known tendencies to 
give too much weight to vivid in­
formation and to show excessive 
self-confidence. The body of the 
paper illustrates the relevance of 
these concepts to important topics 
in investment theory and corporate 
finance. In each case, behavioral fi-

nance offers a new perspective on 
results that are anomalous within 
the standard approach. 

Price Reactions to 
Dividend Initiations 
and Omissions: 
Overreaction or Drift? 
Roni Michaely, 
Richard H. Thaler, and 
Kent Womack 
NBER Working Paper No. 4778 
June 1994 
JEL No. G12 

Asset Pricing 

Initiations and omissions of divi­
dend payments are important 
changes in corporate financial poli­
cy. This paper investigates the mar­
ket reaction to such changes in 
tenns of prices, volume, and chan­
ges in clientele. We find that short­
run price reactions to omissions 
are greater than for initiations (-7.0 
percent versus +3.4 percent three­
day return). However, when we 
control for the change in the mag­
nitude of dividend yield (which is 
larger for omissions), the asym­
metry shrinks or disappears, de­
pending on the specification. In the 
12 months after the announcement 
(excluding the event calendar 
month), there is a Significant posi­
tive market-adjusted return for finns 
initiating dividends of +7.5 percent 
and a significant negative market­
adjusted return for finns omitting 
dividends of -11 percent. However, 
the post dividend omission drift is 
distinct from, and more pro­
nounced than, what follows earn­
ings surprises. A trading rule em­
ploying both samples (long in ini­
tiation stocks and short in omission 
stocks) earns positive returns in 22 
out of 25 years. Although these 
changes in dividend policy might 
be expected to produce shifts in 
clientele, we fmd little evidence for 
such a shift. Volume increases, but 
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only slightly and briefly, and there 
are no important changes in institu­
tionalownership. 

Technological Linkages, 
Market Structure, 
and Optimum. 
Production Policies 
Douglas Holtz-Eakin and 
Mary E. Lovely 
NBER Working Paper No. 4779 
June 1994 
JEL Nos. F12, H21, H50 
Public Economics 

We show that policy design for 
vertically related industries hinges 
on the nature of market interac­
tions, as well as on technological 
linkages. Using a model in which 
final-good producers realize pro­
ductivity gains from increasing do­
mestic specialization of intermedi­
ate processes, we find no theoreti­
cal basis for presuming that an im­
perfectly competitive intermediates 
sector restricts output below the 
optimal level, or that the market 
produces too many varieties. The 
direction of distortion depends on 
the relationship between the extent 
of the external economy and the 
market power of individual inter­
mediates producers. Optimal cor­
rective policies require two instru­
ments: an output subsidy, and a 
lump-sum tax or subsidy. If only one 
instrument is available, it may be op­
timal to tax instead of subsidize the 
activity generating the externality. 

Investment with 
Uncertain Tax Policy: 
Does Random Tax Policy 
Discourage Investment? 
Kevin Hassett and 
Gilbert E. Metcalf 
NBER Working Paper No. 4780 

June 1994 
JEL Nos. H2, H3, E2 
Public Economics 

In models with irreversible in-
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vestment, increasing uncertainty 
about prices increases the required 
rate of return (hurdle rate) and de­
lays investment. One serious form 
of uncertainty faced by firms, which 
policymakers conceivably could 
control, is tax uncertainty. In this 
paper, we show that it does not 
follow from earlier work that un­
certainty in tax policy increases the 
expected hurdle price ratio and de­
lays investment. This is because tax 
uncertainty has an unusual form 
that distinguishes it from price un­
certainty: tax rates tend to remain 
constant for many years, and then 
change in large jumps. When tax 
policy follows a jump process, 
firms' expectations of the likeli­
hood of the jump occurring have 
important effects on investment. In­
deed, while price uncertainty in­
creases the hurdle rate and slows 
down investment, tax uncertainty 
has the opposite effect. 

Agglomeration and the 
Price of Land: Evidence 
from the Prefectures 
Robert Dekle and 
Jonathan Eaton 
NBER Working Paper No. 4781 

June 1994 
JEL Nos. R12, F12 
Intemational Trade and Investment 

We use Japanese prefectural 
wages and land prices to estimate 
the agglomeration effects in manu­
facturing and ffiance. We also ex­
amine how agglomeration effects 
diminish with distance, by using a 
specification that encompasses the 
polar cases of purely local agglom­
eration economies, on the one 
hand, and national increasing re­
turns to scale, on the other. We 
find that agglomeration effects are 
slightly stronger in financial ser­
vices than in manufacturing, and 
that they diminish substantially 
with distance in either sector. Our 

estimates indicate that agglomera­
tion effects can explain about 5.6 
percent of the growth in Japanese 
output per worker in manufactur­
ing and about 8.9 percent of the 
growth in output per worker in fi­
nancial services during 1976-88. 
Our estimates imply that, while the 
average elasticity of productivity 
with respect to agglomeration is 
between 10 and 15 percent, ag­
glomeration economies in the larg­
est prefectures are nearly exhausted. 

Waves of Creative 
Destruction: Customer 
Bases and the Dynamics 
of Innovation 
Jeremy c. Stein 
NBER Working Paper No. 4782 
June 1994 
Corporate Finance 

This paper develops a model of 
repeated innovation with knowl­
edge spillovers. The model's novel 
feature is that firms compete on 
two dimensions: 1) product quality 
or cost, in which one firnl's innova­
tion ultimately spills over to other 
firms; and 2) distribution costs, in 
which there are no spillovers across 
firms and in which incumbent 
firms' existing customer bases give 
them a competitive advantage over 
would-be entrants. Customer bases 
have two important consequences: 
in some circumstances they can re­
duce the long-run average level of 
innovation dramatically, and they 
lead to endogenous bunching, or 
waves, in innovative activity. 

The Alternative Minimum 
Tax and the Behavior of 
Multinational Corporations 
Andrew B. Lyon and 
Gerald Silverstein 
NBER Working Paper No. 4783 

June 1994 
JEL Nos. H25, H32 
Public Economics 



This paper examines the extent 
to which U.S.-based multinational 
corporations are affected by the al­
ternative minimum tax (AMT). More 
than half of all foreign-source in­
come received by corporations in 
1990 was earned by corporations 
subject to the AMT. The AMT rules 
potentially affect multinational cor­
porations differently from domestic 
corporations. We examine the dif­
ferential incentives the AMT creates 
for locating investment either do­
mestically or abroad, and consider 
how it affects the incentives for the 
repatriation of foreign-source in­
come. We also examine tax return 
data of U.S.-based multinationals 
to see how these incentives may 
influence the actual repatriation of 
foreign-source income. 

Mathematical Achievement 
in Eighth Grade: Interstate 
and Racial Differences 
Victor R. Fuchs and 
Diane M. Reklis 
NBER Working Paper No. 4784 

June 1994 
JEL No. H52 
Labor Studies 

The 1992 eighth grade mathe­
matics test of the National Assess­
ment of Educational Progress 
(NAEP) reveals a low average level 
of achievement, wide variation across 
states, and a large difference in av­
erage scores of white and black 
students. Multiple regression anal­
ysis across states indicates that the 
characteristics of children (such as 
readiness to learn in kindergarten) 
and of the households in which 
they live (such as mother's edu­
cation) have much larger effects on 
NAEP test scores than do variables 
that measure school characteristics 
(such as the student! teacher ratio). 
White-black differences in the lev­
els of child and household vari­
ables account for much of the 

white-black difference in NAEP 
test scores. 

Can State Taxes 
Redistribute Income? 
Martin Feldstein and 
Marian Vaillant 
NBER Working Paper No. 4785 

June 1994 
JEL Nos. H71, H73 
Public Economics 

This paper supports the basic 
theoretical presumption that state 
and local governments cannot re­
distribute income. Since individuals 
can avoid unfavorable taxes by mi­
grating to jurisdictions with more 
favorable tax conditions, a relative­
ly unfavorable tax will cause gross 
wages to adjust until the resulting 
net wage is equal to what is avail­
able elsewhere. Our findings go 
beyond confirming this long-run ten­
dency, and show that gross wages 
adjust rapidly to the changing tax 
environment. Thus, states cannot 
redistribute income even for a peri­
od of a few years. 

The adjustment of gross wages 
to tax rates implies that a more 
progressive tax system will raise 
the cost to firms of hiring more 
highly skilled employees and re­
duce the cost of hiring lower­
skilled labor. Thus a more progres­
sive tax induces firms to hire fewer 
high-skilled employees and more 
low-skilled employees. 

Since state taxes cannot alter net 
wages, there can be no trade-off at 
the state level between distribution 
goals and economic efficiency. 
Shifts in state tax progressivity, by 
altering the structure of employ­
ment and distorting the mix of la­
bor inputs used by firms, create 
deadweight efficiency losses with­
out achieving any net redistribution 
of income. 

Effectiveness of 
Government Policy: 
An Experience from 
a National Health 
Care System 
Tetsuji Yamada, Tadashi 
Yamada, Chang Gun Kim, and 
Haruko NOguchi 
NBER Working Paper No. 4786 

June 1994 
JEL No. 11 
Health Economics 

This paper examines the trade­
off between the length of treatment 
(in days) and the units of service 
provided per day for elderly pa­
tients in the context of the initiative 
taken by the Ministry of Health and 
Welfare of Japan to discourage 
lengthy hospital treatment and/or 
stay by elderly patients. By using 
three leading diseases among the 
elderly in Japan (cancer, heart-re­
lated disease, and mental illness), 
and separating utilization of care 
into an episode by types of treat­
ment, we find that the government 
measures function but does not 
work effectively to reduce increas­
es in medical expenditures by the 
elderly on a fee-for-service basis. 
The evidence shows the interde­
pendency between days and quan­
tity of services, and the larger im­
pact of services on days than days 
on services. Providers are more 
able to raise their revenue by addi­
tional services than by additional 
treatment days, under the govern­
ment's current cost containment 
policy toward the elderly care. For 
the so-called skilled type of treat­
ment services (injection, general 
treatment, consultation, and opera­
tion), the results for all elderly, 
ages 65 and over, without disease 
classification show some statistical­
ly significant positive impact on 
length of treatment in days and 
quantity of services provided per 
day. For the so-called material type 
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of service (medication and exami­
nation), medical service providers 
are likely to prescribe more drugs 
as the price of drugs falls under the 
current strict drug price control by 
the Japanese government. 

Unemployment Insurance 
Benefits and Takeup Rates 
Patricia M. Anderson and 
Bruce D. Meyer 
NBER Working Paper No. 4787 

June 1994 
Labor Studies 

Despite clear theoretical predic­
tions of the effects of UI on takeup, 
there is little work on the link be­
tween the generosity of the pro­
gram and the propensity to file for 
benefits. Administrative data allow 
us to assign the potential level and 
duration of benefits accurately for a 
sample of workers leaving their 
employers, whether or not UI was 
ever received. We then use these 
values, along with marginal tax 
rates, as our main explanatory vari­
ables in estimates of the probability 
that an employee leaving a job re­
ceives UI. We find that the benefit 
level has a strong positive effect on 
takeup, but little effect on the po­
tential duration of benefits. Our es­
timates imply elasticities of the 
takeup rate with respect to benefits 
of about 0.46 to 0.78. We also 
show that potential claimants re­
spond to the tax treatment of bene­
fits. The effects of taxing UI bene­
fits are such that recent tax changes 
can explain most of the decline in 
UI receipt in the 1980s. 

In addition, we find support for 
the proposition that those with short 
unemployment spells are less likely 
to file. We show that if the decision 
to file for UI is affected by benefit 
levels and the expected duration of 
unemployment, it will bias esti­
mates of the effects of UI on unem­
ployment duration. 
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Efficient and Inefficient 
Sales of Corporate Control 
Lucian Arye Bebchuk 
NBER Working Paper No. 4788 

July 1994 
Law and Economics 

This paper develops a frame­
work for analyzing transactions that 
transfer a company's controlling 
block from an existing to a new 
controller. I use this framework to 
compare the market rule, which is 
followed in the United States, with 
the equal opportunity rule, which 
prevails in some other countries. 
The market rule is superior to the 
equal opportunity rule in facilitat­
ing efficient transfers of control, but 
inferior to it in discouraging ineffi­
cient transfers. I identify conditions 
under which one of the two rules 
is superior overall: for example, the 
market rule is superior if existing 
and new controllers draw their 
characteristics from the same distri­
butions. Finally, I analyze the ef­
fects of the rules on surplus divi­
sion, which reveals a rationale for 
mandatory rules. 

The Financial Accelerator 
and the Flight to Quality 
Ben S. Bernanke, Mark Gertler, 
and Simon Gilchrist 
NBER Working Paper No. 4789 

July 1994 
JEL Nos. E32, E44, E51 
Monetary Economics 

Adverse shocks to the economy 
may be amplified by worsening 
conditions in the credit market; 
that is, there is a financial "acclera­
tor." We interpret the financial ac­
celerator as resulting from endoge­
nous changes over the business cy­
cle in the agency costs of lending. 
One implication of the theory is 
that, at the onset of a recession, 
borrowers facing high agency costs 
should receive a relatively lower 

share of the credit extended, and 
hence should account for a propor­
tionally greater part of the decline 
in economic activity. We review 
the evidence for these predictions 
with data from large and small 
manufacturing firms. 

Agricultural Interest 
Groups and the 
North American Free 
Trade Agreement 
David Orden 
NBER Working Paper No. 4790 

July 1994 
JEL Nos. F13, Q17, Q18 
International Trade and Investment 

This paper evaluates the influ­
ence of diverse U.S. agricultural in­
terest groups on the North Ameri­
can Free Trade Agreement (NAFTA). 
Under NAFTA, licenses and quotas 
that restricted agricultural trade be­
tween Mexico and the United 
States were converted to tariffs in 
January 1994; all tariffs are to be 
phased out over adjustment peri­
ods of up to 15 years. The agricul­
tural provisions of the 1988 
Canada-U.S. Free Trade Agree­
ment-which left quantitative barri­
ers intact for dairy, poultry, and 
other sectors-remain in effect for 
bilateral Canadian-U.S. trade. 

NAFTA received support from 
export-oriented U.S. producers of 
most grains, oilseeds, livestock, and 
some horticultural products. There 
was opposition from wheat pro­
ducers, seeking leverage on Cana­
dian export-pricing issues, and 
from protected producers of sugar, 
peanuts, and winter fruits and veg­
etables. The opposition was not ad­
dressed in the side agreements ne­
gotiated by the Clinton administra­
tion, but the agricultural commodi­
ty groups were able to bargain for 
accommodations in the subsequent 
legislative debate. Final conces­
sions protect U.S. sugar from Mexi-



can competitIOn, provide some 
transition protection to winter fruits 
and vegetables, and ensnarl the 
United States in disputes about Ca­
nadian exports of wheat and pea­
nut butter. With these concessions, 
NAFfA results in essentially no re­
form of entrenched domestic agri­
cultural su pport programs in the 
United States (or Canada) during 
the lengthy tariff phase-out periods. 

The Ethnic and Racial 
Character of 
Self-Employment 
Robert W. Fairlie and 
Bruce D. Meyer 
NBER Working Paper No. 4791 
July 1994 
JEL Nos. JI0, J20 
Labor Studies 

Using the 1980 and 1990 Cen­
suses, we show that self-employ­
ment rates differ substantially 
across ethnic and racial groups in 
the United States. These differences 
exist for both men and women, 
within broad combinations of eth­
nic/racial groups such as Europe­
ans, Asians, Hispanics, and blacks, 
and after controlling for variables 
such as age, education, immigrant 
status, and time in the country. Al­
though there are large differences 
in self-employment rates across 
ethnic/racial groups, the processes 
determining self-employment with­
in each ethnic/racial group are not 
substantially different We find fair­
ly similar effects of age, education, 
year of immigration, and other fac­
tors in detennining who is self-em­
ployed for most groups. 

We examine whether ethnic/ra­
cial self-employment rates are asso­
ciated with group returns to self­
employment. We find evidence of 
a positive association between an 
ethnic/racial group's self-employ­
ment rate and the difference be­
tween average self-employment 

and wage/salary earnings for that 
group. This result suggests that our 
economic model of the self-em­
ployment decision may be useful 
in explaining differences in self­
employment rates across ethnic/ra­
cial groups. We also find that dif­
ferent ethnic/racial groups locate 
their businesses in different types 
of industries. In addition, we do 
not find that ethnic/racial groups 
who immigrate from countries with 
high self-employment rates have 
high self-employment rates in the 
United States. 

Recent Private Capital 
Inflows to Developi:ng 
Countries: Is the 
Debt Crisis History? 
Michael P. Dooley, Eduardo 
Fernandez-Arias, and 
Kenneth M. Kletzer 
NBER Working Paper No. 4792 

July 1994 
JEL No. F34 
International Finance and 
Macroeconomics 

We find that while debt reduc­
tion and policy refonns in debtor 
countries have been important de­
terminants of renewed access to in­
ternational capital markets, changes 
in international interest rates have 
been the dominant factor. We cal­
culate the effects of changes in in­
ternational interest rates for a "typi­
cal" debtor country. We conclude 
that increases in interest rates asso­
ciated with business cycle upturn 
in industrial countries could de­
press the secondary market prices 
of existing debt to levels inconsis­
tent with continued capital flows. 

Capital Flight, External 
Debt, and Domestic 
Policies 
Michael P. Dooley and 
Kenneth M. Kletzer 
NBER Working Paper No. 4793 

July 1994 
JEL Nos. F32, F34 
International Finance and 
Macroeconomics 

It is now well documented that 
capital flight has been a dOlninant 
feature of capital movements be­
tween developing and industrial 
countries. Since 1988, reductions in 
the stock of capital flight more 
than account for private capital 
flows to emerging markets. This 
suggests that what appears to be a 
diversification of portfolios of resi­
dents of developed countries may 
be a restoration of "home bias" in 
the portfolios of residents of devel­
oping countries. We show that 
changes in the stock of capital 
flight can increase or decrease wel­
fare, depending on the structure of 
distortionary taxes and subsidies 
on capital income, and the effects 
of capital flight on the tax base. 

Historical Factors in 
Long-Run Growth 

The Population of the 
United States, 1790-1920 
Michael R. Haines 
NBER Historical Paper No. 56 
June 1994 

In the 130 years following the 
first federal census of the United 
States in 1790, the American popu­
lation increased from about four 
million to almost 107 million peo­
ple. This was predominantly a nat­
ural increase, driven initially by 
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high birth rates and moderate mor­
tality levels and later (after the Civil 
War) by declining death rates. In 
addition, over 33 million recorded 
arrivals of immigrants increased the 
growth rate. By the two decades 
prior to World War I, about one­
third of the total increase originat­
ed in net migration. 

A number of unusual features 
characterized the American demo­
graphic transition over the "long" 
19th century. The fertility transition 
began early (dating from at least 
1800) and started from very high 
levels. The average woman had 
over seven live births in 1800. The 
crude birth rate declined from about 
55 in 1800 to about 25 in 1920. 
This occurred prior to 1860 in an 
environment mainly without wide­
spread urbanization and indus­
trialization. Mortality levels were 
moderate, and death rates began 
their sustained decline only by the 
1870s, long after the fertility trans­
ition had begun. This contrasts 
with the more usual description of 
the demographic transition in which 
mortality decline precedes or ac­
companies the fertility transition. 
Internal migration in the United 
States was also distinctive. Over 
most of the 19th century, flows fol­
lowed east-west axes, although this 
began to weaken as rural-urban 
migration began to supplant west­
ward rural migration in importance. 
International migration proceeded 
in waves and changed its character 
as the "new" migration from east­
ern and southern Europe replaced 
the "old" migration from western 
and northern Europe. This paper 
summarizes much of what is cur­
rently known about the American 
population, its composition, vital 
processes, and location, over this 
crucial period of growth. 

Appendix to: "How 
America Graduated from 
High School, 1910 to 1960," 
Construction of State-Level 
Secondary School Data 
Claudia Goldin 
NBER Historical Paper No. 57 

June 1994 
JEL Nos. J24, 120, N32 

A new state-level series on sec­
ondary school data demonstrates 
that graduation and enrollment 
rates increased greatly in the 1920s 
and 1930s in most regions. An 18-
year-old male in 1910 had just a 10 
percent chance of having a high 
school diploma, but by the mid-
1930s the median 18-year-old male 
was a high school graduate. This 
appendix describes the procedures 
used to construct the state-level 
numbers for secondary school en­
rollment and graduation that ap­
pear in NBER Working Paper No. 
4762, "How America Graduated 
from High School: 1910 to 1960." 

Labor Markets in the 
Twentieth Century 
Claudia Goldin 
NBER Historical Paper No. 58 
June 1994 
JEL Nos. N31, N32, J40 

The study of the labor market 
over the past 100 years reveals 
enormous progress, but also that his­
tory repeats itself and that we have 
come full circle in some ways. 
There has been progress in the re­
wards of labor: wages benefits 
and increased leisure thr~ugh short~ 
er hours, more vacation time and 
sick leave, and earlier retirement. 
Labor also has been granted added 
security on the job, and there are 
more safety nets for the unem­
ployed, ill, and aged. 

The progress in the labor market 
has interacted with societal chan­
ges, of which women's increased 

participation in the paid labor force 
is probably the most significant. 
Another major change in the labor 
market is the virtual elimination of 
child and full-time juvenile labor. 

But two of the most pressing 
economic issues of our day demon­
strate that history repeats itself: 
First, labor productivity has been 
lagging since the 1970s. It was 
equally sluggish at other junctures 
in American history, but the pres­
ent period has unique features. The 
Current productivity slowdown in 
the United States has been accom­
panied by a widening the wage 
structure. 

Because of this coincidence, ris­
ing inequality is a far more serious 
problem today. The wage structure 
was as wide in 1940 as it is today, 
but there is no hard evidence to 
date of when it began its upward 
trend. Therefore, the wage struc­
ture has come full circle, to what it 
was more than a half century ago. 
Union strength also has come full 
circle to what it was at the turn of 
this century. 

Technical Papers 

Small Sample Bias in 
GMM Estimation of 
Covariance Structures 
Joseph G. Altonji and 
Lewis M. Segal 
NBER Technical Paper No. 156 

June 1994 
Labor Studies 

We examine the small sample 
properties of the GMM estimator 
for models of covariance structures , 
in which the technique is often re­
ferred to as the optimal minimum 
distance (OMD) estimator. We pre­
sent a variety of Monte Carlo ex-
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periments based on simulated data 
and on the data used by Abowd 
and Card 0987, 1990) in an exami­
nation of the covariance structure 
of hours and changes in earnings. 
Our main finding is that OMD is 
seriously biased in small samples 
for many distributions, and in rela­
tively large samples for poorly be­
haved distributions. The bias is al­
most always downward. It arises 
because sampling errors in the sec­
ond moments are correlated with 
sampling errors in the weighting 
matrix used by OMD. Furthermore, 
OMD usually has a larger root 
mean square errOr and median ab­
solute error than equally weighted 
minimum distance (EWMD). 

We also propose and investigate 
an alternative estimator, which we 
call independently weighted opti­
mal minimum distance (IWOMD). 
IWOMD is a split sample estimator 
using separate groups of observa­
tions to estimate the moments and 
the weights. IWOMD has identical 
large sample properties to the OMD 
estimator but is unbiased regardless 
of sample size. However, the Mon­
te Carlo evidence indicates that 
IWOMD usually is dominated by 
EWMD. 

Econometric Mixture 
Models and More General 
Models for Unobservables 
in Duration Analysis 
JamesJ. Heckman and 
Christopher R. Taber 
NBER Technical Paper No. 157 

June 1994 
JEL No. C41 
Labor Studies 

This paper considers models for 
unobservables in duration models. 
It demonstrates how cross-section 
and time-series variation in regres­
sors facilitates identification of sin­
gle-spell, competing risks, and llml­
tiple-spell duration models. We 

also demonstrate the limited value 
of traditional identification studies 
by considering a case in which a 
model is identified in the conven­
tional sense but cannot be estimat­
ed consistently. 

Biases in Twin Estimates 
of the Return to Schooling: 
A Note on Recent Research 
David Neumark 
NBER Technical Paper No. 158 

June 1994 
JEL Nos. C23, J31 
Labor Studies 

Ashenfelter and Krueger's (1993) 
estimate of the return to schooling 
among a sample of twins is about 
13-16 percent. If their estimate is 
unbiased, then their results imply 
considerable downward measure­
ment error bias in uncorrected esti­
mates of the return to schooling, and 
considerable downward omitted abil­
ity bias in cross-section estimates. 

This note points out that if there 
are ability differences among twins, 
then Ashenfelter and Krueger's in­
strumental variables estimator exac­
erbates the omitted ability bias. Thus, 
upward omitted ability bias may 
provide an alternative explanation 
of the surprisingly high estimates 
of the return to schooling that they 
obtain, and permit their results to 
be reconciled with upward, rather 
than downward, omitted ability bias 
in cross-section estimates. 

Interpreting Tests of the 
Convergence Hypothesis 
Andrew B. Bernard and 
Steven N. Durlauf 
NBER Technical Paper No. 159 

June 1994 
JEL Nos. 047, Cl 
Economic Fluctuations 

This paper provides a framework 
for understanding the cross-section 
and time-series approaches that 
ha ve been used to test the con-

vergence hypothesis. We present 
two definitions of convergence that 
capture the implications of the neo­
classical growth model for the re­
lationship between current and fu­
ture cross-country differences in 
output. Then we identify how the 
cross-section and time-series ap­
proaches relate to these definitions. 
Cross-section tests are associated 
with a weaker notion of con­
vergence than time-series tests. 
Third, we show how these alterna­
tive approaches lead to different 
assumptions on whether the data 
are characterized well by a limiting 
distribution. As a result, the choice 
of an appropriate testing frame­
work depends on both the specific 
null and alternative hypotheses un­
der consideration and on the initial 
conditions characterizing the data 
being studied. 
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