The NBER’s Research Program on Economic Fluctuations and Growth marks its 25th anniversary this year. During the long U.S. economic expansion of the 1990s — the longest in the chronology maintained by the NBER — topics related to growth played a large role in the Program’s activities. With the onset of a recession in early 2001, research on economic fluctuations has gained additional attention.

The Business Cycle Dating Committee

The EFG Program hosts the Business Cycle Dating Committee which carries out a long-standing function of the NBER, the maintenance of a chronology of the U.S. business cycle. The Bureau began compiling the chronology in the early 1920s; it now covers almost a century and a half of business-cycle history. I chair the committee, which also includes Martin Feldstein, Jeffrey A. Frankel, Robert J. Gordon, Christina D. Romer, David H. Romer, and Victor Zarnowitz.

On November 26, 2001, the committee announced that a recession had begun in the U.S. economy in March 2001. That is, a peak in economic activity occurred during March and the economy began to contract. A recession is a significant decline in activity spread across the economy, lasting more than a few months, visible in real gross domestic product, employment, and other indicators of activity. The committee determined in November 2001 that these conditions had been met.

On July 17, 2003, the committee announced that the recession had ended in November of 2001. The trough marked the end of the recession that began in March 2001 and the beginning of an expansion. The recession lasted eight months, which is slightly less than average for recessions since World War II. Real GDP has grown since the trough, as shown in the figure above.

* Hall is the director of the NBER Program on Economic Fluctuations and Growth and the Robert and Carole McNeil Professor of Economics at Stanford University.
The National Bureau of Economic Research is a private, nonprofit research organization founded in 1920 and devoted to objective quantitative analysis of the American economy. Its officers and board of directors are:

President and Chief Executive Officer — Martin Feldstein
Vice President for Administration and Budget — Susan Colligan
Controller — Kelly Horak

BOARD OF DIRECTORS
Chairman — Michael H. Moskow
Vice Chairman — Elizabeth E. Bailey
Treasurer — Robert Mednick

DIRECTORS AT LARGE
Peter Aldrich
Elizabeth E. Bailey
John Herron Biggs
Andrew Berner
John S. Clarkeston
Don R. Conlan
George Eads
Jessica P. Einhorn
Martin Feldstein
Jacob A. Frenkel
Judith M. Gueron
Robert S. Hamada
Karen N. Horn
Judy C. Lewent
John Lipsky
Laurence H. Meyer
Michael H. Moskow
Alicia Munnell
Robert T. Parry
Marina V. N. Whitman
Martin B. Zimmerman

DIRECTORS BY UNIVERSITY APPOINTMENT
George Akerlof, California, Berkeley
Jagdish W. Bhagwati, Columbia
Michael J. Brenner, California, Los Angeles
Glen G. Cain, Wisconsin
Ray C. Fair, Yale
Franklin Fisher, MIT
Saúl H. Hymans, Michigan
Marjorie B. McElroy, Duke

DIRECTORS BY APPOINTMENT OF OTHER ORGANIZATIONS
Richard B. Berner, National Association for Business Economics
Gail Foster, The Conference Board
A. Ronald Gallant, American Statistical Association
Richard C. Green, American Finance Association
Thea Lee, American Federation of Labor and Congress of Industrial Organizations
Robert Mednick, American Institute of Certified Public Accountants
Angelo Melino, Canadian Economics Association
Jeffrey M. Perloff, American Agricultural Economics Association
John J. Siegfried, American Economic Association
Josh S. Weston, Committee for Economic Development
Gavin Wright, Economic History Association

The NBER is supported by contributions from individuals, corporations, and private foundations to maintain its independence and its flexibility in choosing its research activities. Inquiries concerning contributions may be addressed to Martin Feldstein, President & CEO, NBER 1050 Massachusetts Avenue, Cambridge, MA 02138-5398. All contributions to the NBER are tax deductible.

The Reporter is issued for informational purposes and has not been reviewed by the Board of Directors of the NBER. It is not copyrighted and can be freely reproduced with appropriate attribution of source. Please provide the NBER’s Public Information Department with copies of anything reproduced.

Preparation of the NBER Reporter is under the editorial supervision of Donna Zervitz.

Requests for subscriptions, changes of address, and cancellations should be sent to Reporter, National Bureau of Economic Research, Inc., 1050 Massachusetts Avenue, Cambridge, MA 02138-5398. Please include the current mailing label.

The current recovery has not seen as high a growth rate of real GDP as in the average recovery. In addition, productivity has grown unusually rapidly during the recession and recovery. As a result, employment has continued to decline slightly during the recovery. In dating the trough, the committee relied on the tradition of the Bureau’s business-cycle dating procedure that emphasized output as the measure of economic activity, rather than employment.

Research Meetings

The EFG Program holds three research meetings each year. Each meeting is organized by a pair of program members, who carry out a highly competitive selection process to find the six most suitable papers for the meeting. The opportunity to be considered is extended to a large group of potential participants. Almost all of the papers marking significant advances in modern macroeconomics during the past quarter century have appeared at these meetings.

Research Groups

Much of the activity of the EFG program occurs in its research groups. The groups meet during the NBER’s Summer Institute in July in Cambridge and occasionally at other times and locations as well.

Economic Growth — Charles I. Jones and Peter J. Klenow, Leaders

This group conducts research on a range of subjects related to long-run economic performance. Its meetings focus on such topics as differences in income across countries, firm-level productivity growth, and technical progress over time, as illustrated by the following papers:

Based on a study of immigrants, Lutz Hendricks1 presents new evidence on the sources of cross-country income differences. His estimates suggest that, for countries whose output per worker is below 40 percent of U.S. output per worker, less than half of that relative output gap can be attributed to human and physical capital.

Simon Djankov, Rafael La Porta, Florencio Lopez de Silanes, and Andrei Shleifer1 present new data on the regulation of start-up firms in 85 countries containing information on the number of procedures, official time, and official cost that a start-up must bear before it can operate legally. The official costs of entry are high in most coun-
tries, and could explain a portion of the sizable income differences across countries.

Daron Acemoglu, Simon Johnson, and James Robinson study the interplay between growth and institutions. They show that the rise of Europe between 1500 and 1850 was driven primarily by cities along the Atlantic coast, especially by those engaged in colonialism and long-distance oceanic trade. The economic benefits from this trade strengthened the commercial class, leading to benefits from this trade strengthened the interplay between growth and institutions that furthered Western European growth and the emergence of the modern world.

One widely held view is that competitive pressure can boost firm productivity, but the evidence to support this view is not plentiful. Jose Galdon-Sanchez and James Schmitz therefore study the U.S. and Canadian iron-ore industries in the early 1980s. They find that an increase in domestic and international competition did lead to large gains in labor productivity at continuing mines producing the same products with the same technology. Tor Jakob Klette and Samuel Kortum also study firm productivity, but they emphasize R and D rather than competition. Their research explains why R and D as a fraction of revenues is related strongly to firm productivity yet largely unrelated to firm size or growth.

Rodolfo Manuelli and Ananth Seshadri study the lag between the introduction of technology and its adoption. According to the conventional wisdom, slow technology diffusion suggests some sort of friction, for example vintage physical capital, vintage human capital, or local informational externalities. Their work, based on the diffusion of tractors in the United States between 1910 and 1960, shows otherwise.

Consumption — Orazio Attanasio, Christopher D. Carroll, and Jose Victor Rios-Rull, Leaders

This research ranges from purely empirical studies using microeconomic data to purely theoretical analyses of dynamic stochastic general equilibrium models with uninsurable idiosyncratic risk.

Nicholas Souleles and his co-authors use microeconomic data to show that the timing of a household’s receipt of a tax rebate check has a very strong effect on the timing of household spending, contrary to the predictions of standard consumption theory.

Jonathan Heathcote, Kjetil Storesletten, and Gianluca Violante explore the macroeconomic and welfare implications of the sharp rise in U.S. wage inequality over the last several decades. They show that if a substantial component of the increased wage variation is transitory but persistent, a standard optimizing model can reconcile the widening income distribution with a stable distribution of consumption across families.

Over the last few years several papers have examined why households in the uppermost part of the permanent income distribution save so much more than the typical household. Among the potential explanations explored have been: imperfect capital markets that require business ventures to be self-financed; the risk of medical expenses that will not be covered by insurance; and preferences that embody habit formation rather than the usual intertemporal separability.

Another persistent recent thread has been the importance of spending on durable goods. Brian Peterson develops a theoretical model that generates strong cyclicity of spending on housing via an interaction between cyclical variations in uncertainty and the effect of uncertainty on spending when there are durable goods that can’t be resold. Burcu Duygan presents complementary microeconomic empirical work, showing that, controlling for the fall in income during the 1994 Turkish financial crisis, those consumers whose unemployment risk increased more cut their spending on durable goods by more. In previous years, Antonia Díaz and María José Luengo-Prado argued that understanding the dynamics of durable goods ownership can substantially modify the interpretation of wealth inequality in microeconomic data. Also, Dirk Krueger and Jesus Fernandez-Villaverde suggested that when the concentration of durable goods expenditures in the early years of the life cycle is taken into account, life-cycle patterns of total consumption of services are less steeply sloped than appears when only spending on nondurables and services are considered together.

Income Distribution and Macroeconomics — Roland Benabou, Steven N. Durlauf, and Oded Galor, Leaders

The marked rise in inequality in most developed countries over the past 20 years again has brought income distribution to the forefront of economists’ and policymakers’ concerns. NBER researchers have explored a wide range of issues related to the sources and consequences of inequality at both the national and international levels. This research group is notable for its combination of empiricists, theorists, and econometricians. The interactions across their research orientations have led to valuable cross-fertilization in individual research programs and to general progress on the broad issues that lie at the core of the group’s interests.

The group devoted significant attention to three fundamental research avenues: 1) the identification of channels through which the distributions of income, human capital, and financial assets affect aggregate performance in the medium and long run, within and across countries; 2) the determinants of inequality itself, in terms of both exogenous shocks and sources of persistence; and 3) the role of political institutions and social conflict in the determination of cross-country growth differences, including the use of history in understanding contemporaneous economic issues.

For instance, Dilip Mookherjee and Debraj Ray focus on credit market frictions and related principal-agent contractual imperfections. The authors identify general conditions under which poverty traps, resulting in persistent inequality and suboptimal output, can appear. On the empirical side, the often-nonlinear implications
of credit-constraint models for the relationship between inequality and growth have motivated research by Abhijit Banerjee and Esther Duflo. They critically re-examine previous econometric studies of this relationship, particularly those using panel data. Francesco Casselli and Nicola Gennaioli present a model of occupational choice with contractual imperfections. It attributes a significant fraction of the income gap between less developed countries (LDCs) and advanced countries to a misallocation of talents, taking the form of a much higher share of family-owned firms in LDCs.

Mathias Thoenig and Thierry Verdier present a model of how firms in developed countries respond to competition from low-wage countries with defensive skill-biased technological innovations that further exacerbate wage inequality. Michael Kremer and Eric Maskin show how international trade and outsourcing lead to a rematching of workers of different skill levels across countries into different production structures or teams, thus explaining the simultaneous rise in earnings inequality in both the developed and the developing world. Taking a longer, historical perspective, Oded Galor and Andrew Mountford show how the emergence of international trade in the nineteenth century, leading countries like India to specialize away from skill-intensive goods, delayed these countries' demographic transition by skewing fertility choices towards quantity rather than "quality" of children, and how this causes divergent growth performances.

There also has been work on social interactions and the macroeconomic implications of sorting, including a paper by Raquel Fernandez, Nazih Guner, and John Knowles that presents a model of marital sorting among men and women with different education levels. William Brock and Steven N. Durlauf develop methods for studying neighborhood and peer effects. Among the empirical studies are a paper by William Easterly on the dynamics of racial segregation in U.S. cities, and one by Jeffrey B. Liebman, Jeffrey R. Kling, and Lawrence F. Katz on studying the effects of the Moving to Opportunity housing voucher program on the educational and labor market outcomes of children and adults in poor households.

On the political-economy side of macroeconomics work, the work includes a paper by Olivier J. Blanchard and Francesco Giavazzi that examines how deregulation in goods and labor markets will affect unemployment and wage dynamics, in particular explaining recent movements in the labor share. Together with Thomas Philippon, Blanchard also presents a study of how the dismantling of barriers to entry and capital mobility has eroded rents, with a positive effect on efficiency in the long run, but a possible adverse effect in the medium run in countries where learning by unions is slowest. Gilles-Saint Paul develops a model of job creation and job destruction in a growing economy with embodied technical progress, and uses it to analyze the political support for employment protection legislation.

Another important line of inquiry — by John Hassler, Jose Rodriguez Mora, Kjetil Storesletten, and Fabrizio Zilibotti — is why the welfare state is so different in Europe compared to the United States. Alberto Alesina and Eliana LaFerrara use individual data to show how a person's support for redistributive policies is affected negatively by her perceived likelihood of moving up in the income distribution and by the extent to which she believes that American society offers equal opportunities to all.

The role of institutions in promoting or hindering growth has also been studied theoretically and empirically from a historical perspective. Daron Acemoglu, Simon Johnson, and James Robinson provide evidence that among countries colonized by European powers, those that were relatively rich in 1500 are now relatively poor. They argue that this reversal of fortune reflects the introduction of institutions encouraging investment in regions that were previously poor. Oded Galor, Omer Moav, and Dietrich Vollrath present a theory of the development process in which complementarity between human and physical capital leads powerful landlords to switch from opposing public education to supporting it.

Forecasting and Empirical Methods in Macroeconomics and Finance — Mark W. Watson and Kenneth D. West, Leaders

This group focuses on the development and assessment of econometric methods for use in empirical macroeconomics and finance, placing special emphasis on problems of prediction. It meets jointly with a group on forecasting, under the Committee on Econometrics and Mathematical Economics umbrella, with support from the National Science Foundation.

Recent meetings have discussed: methods and applications of factor models for macroeconomic forecasting and structural analysis; nonlinear forecasting models and methods; inference issues in models with persistent regressors; evaluating models using out-of-sample predictive accuracy tests; instrumental variable and GMM methods; and empirical asset pricing.

These papers use panel datasets with large cross-section and time dimensions. Ben Bernanke, Jean Boivin, and Piotr Eliaš and Domenico Giannone, Lucrezia Reichlin, and Luca Sala use factor models to study monetary policy in the United States. Policymakers at the Federal Reserve set interest rates after studying hundreds or even thousands of time series for clues about the current and future behavior of inflation and real activity. This means that the small vector autoregressions often used to study monetary policy may suffer from important omitted variables bias and thus yield misleading results about monetary policy.

The usual VAR methods cannot be used when the number of time series is large because the number of parameters in the VAR is proportional to the square of the number of series. Factor models can solve this problem. In these models, latent or unobserved factors are used to explain the co-movement of a set of time series. These factors can be used to summa-
The Labor Market in Macroeconomics — Richard Rogerson, Robert Shimer, and Randall Wright, Leaders

The labor market is central to many issues in macroeconomics, including business cycles, unemployment, inequality, and growth. This group’s research ranges from foundational work on model building, to quantitative evaluation of models, substantive policy evaluation, and data description.

The idea that trading frictions play an important role in shaping aggregate labor market outcomes has become increasingly standard over the past years. The early work of Peter A. Diamond, Dale Mortensen, and Christopher Pissarides has spawned a class of models that have become the standard in formalizing these trading frictions. Many of the papers presented in this group add to this overall research effort, albeit along very different dimensions.

In the context of these models, frictions can help us to understand why the steady state unemployment rate is as high as it is in a country like the United States. But another key issue is to what extent these frictions help us to understand cyclical fluctuations in unemployment. Robert Shimer argues that in the standard matching model the frictions can account for only a small fraction of cyclical fluctuations in the labor market. An important driving force behind this result is that the standard model assumes that wages are determined by Nash bargaining, which in turn implies that wages increase during good times and thus seriously dampen the incentives of firms to create new jobs. In a more recent paper, I build on these insights by showing that a particular formulation of wage setting is consistent with both no unrealized bilateral gains to trade and wages that are relatively unresponsive to shocks to the value of a match. As a result, I provide an internally consistent model of labor market fluctuations that can replicate the main stylized facts.

I show too that matching models have a large set of equilibrium wages that are consistent with no unrealized bilateral gains to trade. In that setting, empirical understanding of wage determination is central. Mortensen uses matched worker-firm data from Denmark to compare Nash bargaining to unilateral wage-setting by workers, with employment then determined by the firm. He finds that the Nash bargaining mechanism does a better job of matching the data.

One issue that has seen ongoing attention in this group is the effect of labor market institutions on labor market outcomes. The topics covered include: the implications of fixed-term labor contracts in the European context; the short-run effects of labor market flexibilization in Argentina; the role of taxes on labor market outcomes in Europe compared to the United States; the effects of firing costs and wage compression on unemployment durations; and the effect of labor market regulations on measured productivity.

Empirical work on labor market dynamics stresses the large magnitude of labor market flows. Many of these flows consist of workers making job-to-job transitions. Gadi Barlevy demonstrates that the reallocation of workers to better matches associated with the job-to-job flows is reduced in recessions. This effect opposes the cleansing effect of recessions that has been widely cited. Ken Burdett, Ryoichi Imai, and Randall Wright show that a model with on-the-job search (and hence job-to-job transitions) will lead quite naturally to multiple equilibriums that can be ranked in terms of the overall level of turnover.

Capital Markets and the Economy — Janice C. Eberly and Deborah J. Lucas, Leaders

This group brings together researchers working on capital markets from a variety of perspectives, including corporate finance, asset pricing, macro and monetary economics, international economics, and consumption/investment. Their common goal is a better understanding of the determinants and interactions of real and financial investments, and their effect on individual welfare and the macroeconomy. Recent work in this group centers on the effect of regulation on real investment; determinants of individual portfolio choice; the impact of financing constraints and irreversibility on firm-level investment; and the role of institutions, information, and beliefs in financial markets.

Alberto Alesina, Silvia Ardagna, Giuseppe Nicoletti, and Fabio Schiantarelli find that various measures of regulation are negatively related to investment in physical capital. The authors use a new dataset on product market regulation of communications, utilities, and transportation in a set of OECD countries. Their results indicate that entry barriers have a particularly strong negative effect on new investment.

Simon Gilchrist and Marc Rysman develop and study a new dataset on Chilean manufacturing plants to estimate a model of discrete investment useful for policy analysis. Joao Gomes, Amir Yaron, and Lu Zhang specify and estimate a model...
of investment with adjustment costs and costly external financing. Using both aggregate measures, such as the default premium, and firm-specific measures, such as leverage, they find no significant role for a financing premium in investment returns.

Andrea Caggese44 studies the behavior in industry equilibrium of firms facing both a borrowing constraint and a non-negativity constraint on investment. His results suggest that the two constraints are mutually reinforcing, even though the financing constraint binds when the firm is growing, while the irreversibility constraint binds when the firm would prefer to shrink. The second constraint amplifies the effect of either alone, and leads to inventory behavior consistent with what is found empirically.

Stephen Bond's paper on physical investment45 takes a more theoretical perspective on such investment and financing constraints, examining its sensitivity to cash flow. He analyzes the effect of cash flow on investment when a control for fundamentals is included in an investment regression. His results indicate that firms with a greater sensitivity of investment to cash flow will have a larger external financing premium. Thus, in this sense, cash flow sensitivity can be interpreted as a measure of the severity of financing constraints.

A firm’s ability to finance its investment decisions may be influenced by the availability of credit. Refet Gurkaynak45 suggests that additional credit is channeled to firms in poor financial condition, and that these firms continue to perform poorly even after the extension of credit. Refet Gurkaynak45 considers whether the capital structure of firms is the optimal allocation of tax-deductible assets between tax sheltered and non-sheltered accounts, in a calibrated life-cycle model with labor income shocks. The model implies segregation of assets bearing high tax rates in tax deferred accounts. Many investors appear to contradict this advice, holding taxable investments such as dividend paying stocks and bonds outside of sheltered accounts. Entrepreneurs make financial investment decisions that interact with their ability to invest in entrepreneurial activity. Hugo Hopenhayn and Galina Vereshchagina46 show that capital costs can induce risk-prefering behavior by entrepreneurs, especially early in their careers. This might help to explain the apparently high risk-to-reward ratio many entrepreneurs seem to choose.

Understanding the relationship between financial market prices and fundamental value is the topic of the final two papers. In one,47 they derive the relationship between earnings and prices in a model with adjustment costs. In the other48 paper, Robert Chirinko and Huntley Schaller find some evidence that financial market valuations only influence the level of real investments, by looking at the success of future investments as a function of past financial returns.

**Impulses and Propagation Mechanisms — Martin S. Eichenbaum and Lawrence J. Christiano, Leaders**

This group considers two key issues: 1) what are the major sources of fluctuations in economic activity? and 2) what are the key mechanisms by which these shocks are propagated across sectors of the economy, over countries and over time? In exploring these questions, group members focus on three related activities: empirically identifying the effects of exogenous shocks on the economy; constructing empirical general equilibrium models of economic fluctuations; and exploring the efficacy of alternative policy responses to different shocks.

Jordi Gali, David Lopez-Salido, and Javier Valles;49 Lawrence Christiano, Martin Eichenbaum, and Robert Vigfusson;50 and David Altig, Christiano, Eichenbaum, and Jesper Linde all work on isolating the effects of technology shocks on the U.S. economy. The key issues here are: how we can reliably identify aggregate technology shocks to the economy, including their effects on key macro variables like employment, and what role has monetary policy played in the transmission of these shocks? The previous papers argue that technology shocks generate expansions in employment. But the reason the U.S. economy responds to technology shocks the way it does has to do with monetary policy. The models developed in these papers suggest that if the Fed had not been accommodative in response to a positive technology shock, employment initially would have fallen rather than expanded in the wake of technology shocks.

Other members of this group focus on measuring the effects of fiscal shocks. For example, Craig Burnside, Eichenbaum, and Jonas Fisher50 investigate the response of hours worked and real wages to government purchases. A military shock causes a persistent increase in government purchases and a rise in real wages, plus a persistent rise in aggregate hours worked and a decline in real wages. Susanta Basu and Miles Kimball51 argue that models embodying nominal rigidities provide a more convincing account of this evidence. Using different identifying assumptions, Gali, Lopez-Salido, and Valles52 show that shocks to government purchases do not lead to expansions in aggregate employment and output but to a rise in real wages. This leads them to explore non-classical mechanisms to account for the effects of shocks to government purchases.

Christiano, Eichenbaum, and Charles Evans53 construct and estimate a dynamic general equilibrium model embodying nominal wage rigidities as well as frictions to the real side of the economy. Michelle Alexopoulos54 argues that efficiency wages and segmented financial markets play a key role in the monetary transmission mechanism. Consistent with this emphasis on labor market frictions, Gali, Mark Gertler, and Lopez-Salido55 develop a theory-based measure of the variations in aggregate economic efficiency associated with business fluctuations. They decompose this indicator, which they refer to as “the gap,” into...
two constituent parts: a price markup and a wage markup. They show that the latter accounts for the bulk of the fluctuations in their gap measure.

Jess Benhabib, Stephanie Schmitt-Grohe, and Martin Uribe explore the nature of optimal monetary policy once the zero bound on nominal interest rates is taken into account. They argue that Taylor-type interest-rate feedback rules give rise to unintended self-fulfilling decelerating inflation paths and aggregate fluctuations driven by arbitrary revisions in expectations. They then propose several fiscal and monetary policies that preserve the appealing features of Taylor rules, such as local uniqueness of equilibrium near the inflation target, and at the same time rule out the deflationary expectations that can lead an economy into a liquidity trap. Finally, Gauti Eggertsson and Michael Woodford study optimal monetary policy in a New Keynesian model when real disturbances cause the natural interest rate to be temporarily negative.

Limited Access to International Financial Markets and the Precautionary Demand for International Reserves by Developing Countries

One frequent by-product of financial opening has been financial crises. A possible mechanism that explains these crises is the inflow of short-term capital in the aftermath of financial opening (inflows dubbed as “hot money”). These short-term flows are “footloose,” subject to abrupt reversal, exposing the developing country to greater hazard of a liquidity squeeze, occasionally leading to full-blown financial crises. Nancy Marion and I show that hoarding foreign exchange reserves may serve a useful role in dealing with exposure to such crises. These findings are consistent with the observation that since the 1997-8 Asian financial crises, monetary authorities in emerging markets in East Asia have more than doubled their stockpiles of foreign exchange reserves.

Marion and I start by conducting statistical analyses to explain the holdings of international reserves by developing countries, using the conventional variables employed in the literature. We extend these analyses by adding two political measures that may lower the demand for reserves. We confirm that an increase in an index of political corruption significantly reduces reserve holdings, as does an increase in the probability of a change in government leadership. Our research leads us to conclude that the recent large buildup of international reserve holdings in East Asia is motivated by the experience of the recent Asian financial crisis. Therefore, we examine the possibility that the buildup may represent “precautionary” holdings, and find two situations that can give rise to increased demand for such holdings.

The first is the government’s desire to “smooth consumption”—that is, to spread over time the costs of shocks. When countries’ access to capital markets is diminished, and when it is costly to either raise taxes or cut government spending, then countries will find it desirable to hold large precautionary reserve balances. The model also helps us to understand why some developing countries have chosen not to hold large precautionary reserve balances. Specifically, countries that strongly favor current consumption, that experience political instability, or that suffer from political corruption face a lower effective return on holding reserves and will accumulate more modest stockpiles.

The second situation leading to a buildup of reserves is “loss aversion” after the 1997-8 Asian financial crises. Loss aversion is the tendency to be more sensitive to reductions than to increases in consumption. We show that the government will choose to hold a relatively large stock of reserves if it believes that the populace is loss-averse. We also show that, even when

Research Summaries

Capital Account Opening, International Reserves, and Development: Evidence and Some Policy Controversies

Joshua Aizenman*

One salient feature of the global economy over the last 20 years has been the embrace by developing countries of financial reforms, leading to growing opening of capital accounts. The adjustment process to financial integration has been rocky: growing financial opening frequently has been associated with financial crises. Literature on the subject has led to a spirited debate concerning the wisdom of unrestricted capital mobility between the OECD and emerging markets. Notwithstanding this debate, the strongest argument for financial opening may be a pragmatic one. Like it or not, greater trade integration erodes the effectiveness of restrictions on capital mobility. Hence, for successful emerging markets that engage in trade integration, financial opening is not a question of if, but rather of when and how. Consequently, the pragmatic approach to the problem should recognize that there is no quick fix to exposure to financial crises induced by financial opening. Instead, the challenge is to reduce the depth and frequency of the crises. This report reviews some of my recent research on these issues.

*Rizenman is a Research Associate in the NBER’s Program on International Trade and Investment and a Professor of Economics at the University of California, Santa Cruz. His profile appears later in this issue.
the return on domestic capital far exceeds the return on the safe asset, it still can be desirable for the government to hold large reserve balances if agents are loss-averse.

While our study is consistent with the view that hoarding foreign exchange reserves may serve a useful role, all countries may not benefit from adopting this strategy. In particular, our results suggest that the benefits accrue only when countries optimally control both the saving of precautionary reserves and external borrowing. Attempts to focus solely on the reserves side may disappoint if the borrowing side is abused as a result of political uncertainty or corruption.

On the Hidden Links between Trade and Financial Openness

The pragmatic case for financial reforms in the presence of growing trade integration follows from the observation that trade openness also determines the magnitude of potential financial leakage. A frequent mechanism facilitating capital flight is over-invoicing of imports and under-invoicing of exports. The scale of these activities is proportional to the commercial openness of the economy. Curtailing illicit capital flows is costly: it requires spending resources on monitoring and enforcement of the existing capital controls. I show that costly collection of taxes and high enough outstanding public debt implies that financial repression in the form of capital controls would be part of the menu of taxes. Higher outstanding public debt and more costly collection of taxes increase the level of financial repression adopted by the policymaker. One key message from this framework is that greater commercial openness reduces the level of financial repression chosen by developing countries. This follows from the observation that greater commercial openness increases the effective cost of enforcement of financial repression, thereby reducing the usefulness of financial repression as an implicit tax. These results are consistent with the finding that, using five-year inter-

Dealing with Volatile Capital Flows

The discussion above implies that greater financial openness of emerging markets is the inevitable outcome of the growing trade integration of countries. Hence, most emerging countries would be exposed to similar challenges as part of the growing integration with global markets. The prevalence of financial crises in the 1990s has led to a re-examination of how financial reform requires finding alternative means of taxation (or reducing government expenditure), and preferably reducing the size of outstanding public debt.

Foreign Direct Investment Flows to Developing Countries and Macroeconomic Volatility

One of the more persistent and enduring forms of capital flows has been foreign direct investment (FDI). This type of investment frequently is part of a more comprehensive reallocation of production, and also may include significant transfers of technology. Marion and I present evidence showing that, controlling for a range of variables employed in the literature to account for FDI, measures of instability (such as macroeconomic volatility, political instability, and sovereign risk) have a large adverse effect on FDI inflows to developing countries. This effect is more profound...
for vertical than for horizontal FDI.\textsuperscript{17} It suggests that a major obstacle preventing greater FDI inflows to developing countries is exposure to high inflow volatility, and not necessarily the absence of potential gains that would materialize in more stable circumstances. We provide a model that explains these findings, attributing it to the limited substitutability between various production stages in a vertical organization of production.

In a follow up work,\textsuperscript{18} I explore the implications of the deepening presence of multinationals in emerging markets for the cost of macroeconomic volatility there. I show that macroeconomic volatility has a potentially large impact on employment and investment decisions of multinationals producing intermediate inputs in developing countries. For industries with costly capacity, the multinationals tend to invest in the more stable emerging market/s. Higher shock volatility in a given emerging market producing intermediate inputs reduces the multinationals’ expected profits. High enough instability in such a market would induce the multinationals to diversify intermediate inputs production, investing in several emerging markets. This effect is stronger in lower margin industries. Such diversification increases the responsiveness of the multinationals’ labor requirements in each country to productivity shocks, channeling the average employment from the more to the less volatile location, and reducing the overall multinationals’ expected employment in emerging markets.

**Concluding Remarks**

Managing volatility will remain a key challenge for emerging countries, a by-product of growing integration of these countries with the global economy. This process offers both opportunities and challenges. This discussion has identified some of these issues, and illustrated the presence of mechanisms that may help developing countries in dealing constructively with these challenges.


\textsuperscript{3}J. Aizenman and N.P. Marion, “The High Demand for International Reserves in the Far East: What’s Going On?”

\textsuperscript{4}J. Aizenman and N.P. Marion, “International Reserve Holdings with Sovereign Risk and Costly Tax Collection.”


\textsuperscript{6}Mismanagement of international reserves also may deepen the financial crisis, as was the case with Korea in 1996-7. See J. Aizenman and N.P. Marion, “Reserve Uncertainty and the Supply of International Credit” *Journal of Money, Credit and Banking*, 34 (3) (August 2002), pp. 631-49.

\textsuperscript{7}A high short-term debt/international reserves ratio was found to be an indicator of vulnerability, signifying exposure to crises. See D. Rodrik and A. Velasco, “Short-Term Capital Flows,” *NBER Working Paper No. 7364*, March 2000. Our paper illustrates that this does not imply that all emerging markets would benefit by increasing the cushion of international reserves. This may be viewed as another example of the Lucas Critique, cautioning us about the hazard of using past data to formulate future policies.


The Two Life Cycles of Human Creativity

David W. Galenson*

At what stage of their lives are great innovators most creative? There are two very different answers to this question. Some great innovators make their most important discoveries suddenly, very early in their careers. In contrast, others arrive at their major contributions gradually, late in their lives, after decades of work. Which of these two life cycles a particular innovator follows is related systematically to his conception of his discipline, how he works, and to the nature of his contribution.

My research on this issue began when I first set out to develop quantitative measures of the quality of the work of important individual modern painters over the course of their lives.¹ Since then, these measurements have led not only to a new and more systematic understanding of the evolution of modern art, but also to a more general and comprehensive framework for analyzing the creativity of individuals in a wide range of intellectual activities. After explaining the application of this analysis to the careers of modern painters, this report will demonstrate how its implications have illuminated the history of modern art, and then will show briefly how the analysis can be extended to innovators in other disciplines.

Seekers and Finders

Like important scholars, important artists are innovators.² Great modern artists can be divided into two groups, defined according to differences in their goals, methods, and contributions.

Painters who have produced experimental innovations have been motivated by aesthetic criteria: they have aimed at presenting visual perceptions. Their goals are imprecise, so their procedure is tentative and incremental. The imprecision of their goals means that they rarely feel they have succeeded, so their careers are often dominated by the pursuit of a single objective. These artists paint the same subject many times, gradually changing its treatment by trial and error. They consider the production of a painting as a process of searching, in which they aim to discover the image in the course of making it. They build their skills slowly over the course of their careers, and their innovations emerge piecemeal in a body of work.

In contrast, painters who have made conceptual innovations have intended to communicate specific ideas or emotions. Their goals for a particular work can be stated precisely in advance. They often make detailed preparatory plans for their paintings, and execute their final works systematically. Conceptual innovations appear suddenly, as a new idea produces a result quite different not only from other artists’ work, but also from the artist’s own previous work. Conceptual innovations are consequently often embodied in individual breakthrough paintings. The conceptual artist’s certainty about his goals, and confidence that he has achieved them, often leaves him free to pursue new and different goals. Unlike the continuity of the work of the experimental artist, conceptual artists’ careers are therefore often characterized by discontinuity.

The long periods of trial and error usually required for important experimental innovations mean that they tend to occur late in an artist’s career. Conceptual innovations are made more quickly, and can occur at any age. Yet radical conceptual innovations depend on the ability to perceive and appreciate extreme deviations from existing practices, and this ability tends to decline with experience, as habits of thought become more firmly established. The most important conceptual innovations therefore generally occur early in an artist’s career.

² Alternatively, emerging markets may enact similar policies aimed at curbing short-term financial flows, akin to the Chilean system in the nineties. See B. Eichengreen, A New International Financial Architecture: A Practical Post-Asia Agenda; and S. Edwards, “Exchange Rate Regimes, Capital Flows, and Crisis Prevention.”
⁵ A vertical pattern arises when the multinational firm fragments the production process internationally, locating each stage of production in the country where it can be done at the lowest cost. A horizontal pattern occurs when the multinational produces the same product or service in multiple countries.
Archetypes

Two of the greatest modern artists epitomize the two types of innovator.

Paul Cézanne was an experimental innovator. A month before his death in 1906, the 67-year-old Cézanne wrote to a friend:

“Now it seems to me that I see better and that I think more correctly about the direction of my studies. Will I ever attain the end for which I have striven so much and so long? I hope so, but as long as it is not attained a vague state of uneasiness persists which will not disappear until I have reached port, that is until I have realized something which develops better than in the past... So I continue to study... I am always studying after nature, and it seems to me that I make slow progress.”

This brief passage expresses nearly all the characteristics of the experimental artist — the visual criteria, the view of his enterprise as research, the incremental nature and slow pace of his progress, the absorption in the pursuit of a vague and elusive goal, and the frustration with his perceived lack of success in achieving that goal of “realization.” The critic Roger Fry explained that Cézanne’s frustration was a consequence of his uncertain attitude and incremental approach:

For him as I understand his work, the ultimate synthesis of a design was never revealed in a flash; rather he approached it with infinite precautions... For him the synthesis was an asymptote toward which he was forever approaching without ever quite reaching it.

The irony of Cézanne’s fear of failure at the end of his life stems from the fact that it was his most recent work, the paintings of his last few years, that would soon come to be considered his greatest contribution, and would directly influence every important artistic development of the decades that followed.

Unlike Cézanne, who told a friend “I seek in painting,” the leading artist of the next generation, Pablo Picasso, confidently declared “I don’t seek; I find.” In 1923 Picasso stated that:

“The several manners I have used in my art must not be considered as an evolution or as steps toward an unknown ideal... I have never made trials or experiments. Whenever I have had something to say, I have said it in the manner in which I have felt it ought to be said.”

Generations of art historians have commented on the abruptness and frequency of Picasso’s stylistic changes. One biographer made this point by comparing Picasso with Cézanne: “There was not one Picasso, but ten, twenty, always different, unpredictably changing, and in this he was the opposite of a Cézanne, whose work... followed that logical, reasonable course to fruition.” For Picasso, new ideas brought new styles, for his conceptual art was intended not to represent the appearance of his subjects, but rather his knowledge of them: “I paint objects as I think them, not as I see them.”

Picasso often planned his paintings carefully in advance. In 1907, at age 26, he painted Les Demoiselles d’Avignon after making more than 400 studies, “a quantity of preparatory work... without parallel, for a single painting, in the entire history of art.”

The large canvas became his most famous work, for it served to announce the beginning of the conceptual Cubist movement, “the most complete and radical artistic revolution since the Renaissance.”

Quantifying Artistic Success

Regression analysis of all auction sales of paintings by Cézanne and Picasso during 1970-97 yields the age-price profiles of Figures 1 and 2. Cézanne’s work rises in value to the end of his life, when he arrived at his most radical solutions to the problem of portraying nature without sacrificing depth and solidity. Picasso’s most valuable work dates from 1907, the year he painted the Demoiselles d’Avignon.

Figures 1 and 2 obviously reflect the preferences of collectors. To compare these to the judgments of art scholars, I surveyed the paintings used as illustrations in textbooks. An analysis of 33 books published in English revealed that for both artists the single year represented by the largest number of illustrations is the same as that estimated to represent the artist’s peak in
value — age 67 for Cézanne, and 26 for Picasso. Separate analysis of 31 books published in French yielded precisely the same results.

I now have used these measures to study the careers of more than 125 important modern painters. The auction market and the textbooks almost always agree closely on when the painter produced his best work.

Analysis of these painters’ working methods, and of the nature of their innovations, furthermore, reveals that their life cycles almost always follow the predicted pattern: painters who worked experimentally have nearly always produced their best work late in their careers, whereas those whose innovations were conceptual have nearly always made their greatest contributions early. Thus such major experimental painters as Camille Pissarro, Edgar Degas, Wassily Kandinsky, Georgia O’Keeffe, Jean Dubuffet, Mark Rothko, and Willem de Kooning all reached their peak achievements after the age of 40. In contrast, such important conceptual innovators as Georges Seurat, Henri de Toulouse-Lautrec, Georges Braque, Juan Gris, Giorgio de Chirico, Jasper Johns, and Frank Stella all made their greatest contributions before the age of 30.

**Masters and Masterpieces**

Recognition of the differences in methods and products between experimental and conceptual painters helps to resolve a number of puzzles in the history of modern art. One of these involves a discrepancy between the greatest painters and the greatest paintings. Specifically, if we rank both painters and paintings according to total illustrations in textbooks, we find that some of the most important artists failed to produce important individual works, while some of the most important paintings were produced by painters who do not rank among the very most important artists.

The analysis provided here points to the explanation. Great experimental painters, like Cézanne, Degas, and Monet, innovated gradually, making many small changes in their technique over the course of extended periods and many canvases, and their greatest contributions were not embodied in individual breakthrough works. Consequently, there is no consensus on which of their paintings best illustrates their achievements. In contrast, conceptual innovations normally are declared in specific breakthrough works. Thus at the age of 27 Seurat specifically designed *Sunday Afternoon on the Island of the Grande Jatte* to illustrate his scientific approach to the use of color, and it became the most famous painting executed in the nineteenth century: Two decades later the 25-year-old Marcel Duchamp painted *Nude Descending a Staircase* to demonstrate his conception of the static representation of movement, and it became the third most famous painting produced in the twentieth century, behind only the *Demoiselles d’Avignon* and another landmark work, *Guernica*, by the conceptual Picasso. So the puzzle is resolved: important conceptual painters produce famous individual masterpieces, but great experimental painters do not, instead producing important bodies of work.

**Beyond Modern Art**

The implications of this research go beyond modern art. It is now clear that this analysis can be applied equally to great painters of the pre-modern era: Masaccio, Raphael, and Holbein were conceptual artists, whereas Leonardo, Titian, Michelangelo, and Rembrandt were experimental. But the applicability of the analysis goes beyond art in general, for I believe that in virtually all intellectual activities there are important practitioners of both types described here, and that in all these activities there are consequently two distinct life cycles of creativity.

Results from studies of innovators in three other disciplines provide support for this belief. One of these studies analyzes the life cycles of Nobel laureates in economics. Whereas such theorists as Kenneth Arrow, Gary Becker, Paul Samuelson, and Robert Solow all published their most often cited work before the age of 35, the empiricists Simon Kuznets and Theodore Schultz both published their most-cited work after the age of 50. Economic theorists work deduc-
tively, and innovate conceptually, while in contrast the empiricists Kuznets and Schultz worked inductively, and innovated experimentally.18

A second related study examines the careers of important modern American poets. The production of great poetry often is considered to be the exclusive domain of the young.19 But quantitative analysis of individual careers contradicts this belief. By the measure of poems reprinted in anthologies, the careers of E. E. Cummings, T. S. Eliot, Ezra Pound, and Richard Wilbur were dominated by the work of their 20s and 30s, but in contrast Elizabeth Bishop, Robert Frost, Robert Lowell, Marianne Moore, Wallace Stevens, and William Carlos Williams all produced their major work in their 40s and beyond. The elegant and sophisticated poetry of Cummings, Eliot, Pound, and Wilbur grew primarily out of imagination and study of literary history, and was formulated conceptually, while Bishop, Frost, Lowell, Moore, Stevens, and Williams produced poetry rooted in real speech and experience, drawing on the observed reality of their daily lives to innovate experimentally.20

A third related study shows that the careers of great modern novelists have followed these same two patterns. Herman Melville, D.H. Lawrence, F. Scott Fitzgerald, and Ernest Hemingway wrote with confidence and clarity of purpose to express their ideas and emotions, and produced conceptually masterpieces early in their careers. In contrast, Charles Dickens, Mark Twain, Henry James, Virginia Woolf, and William Faulkner worked tentatively toward better representations of the world they knew, and arrived at their greatest contributions only after decades of experimentation.21

The full implications of this research appear to be considerable, and remain to be pursued through study of innovators in other disciplines. The implications involve not only substance but also method, for the results I have obtained suggest that, contrary to the tendency of economists to study the life cycle only for groups of workers, it may be of considerable value to study the careers of important individual innovators. This work may eventually give us a more systematic understanding of human creativity wherever it occurs — in artists’ studios, scholars’ studies, or computer scientists’ cyberspace.


8 J. Golding, Cubism, London: Faber and Faber, 1959, p. 60.


10 See J. Golding, Cubism, p. 15.


Capital Income Taxes

Roger H. Gordon*

In public economics the conventional wisdom has been that taxes on capital income generate high efficiency costs with few offsetting benefits. Average tax rates on the return to capital are measured to be very high, as are marginal tax rates on savings and investment. There is a large body of research indicating that these high capital taxes have important effects on the rate of corporate investment, on the allocation of capital across uses, on whether profits are reported in the United States or offshore, and on corporate and personal financial decisions.

Consistent with these forecasts of very high efficiency costs, Slemrod and I find that tax revenue would have been virtually unchanged if the United States had shifted in 1983 to an R-base under the personal and corporate income tax, thereby exempting capital income from tax. Thus, adjustments that taxpayers made to reduce their tax liabilities were extensive enough to wipe out all tax revenue from taxes on capital income.

Are there any obvious distributional benefits that compensate for these high efficiency costs? At least in a small open economy, the answer is no. Capital can easily escape taxation by going abroad, so that domestic workers, rather than capital, end up bearing taxes imposed on capital. Even if the economy is closed, Atkinson and Stiglitz argued, there are no distributional gains from taxing the return to savings as long as utility functions are weakly separable between leisure and consumption.

Using data from 1983, Slemrod and I examined the distribution of gains and losses to individuals that would result from shifting to an R-base. We found that the existing U.S. tax system, relative to an R-base, imposed higher taxes on lower-income investors, who largely invest in taxable bonds, while imposing lower taxes on higher-income investors, who borrow heavily to buy more lightly taxed assets. These results suggest that the existing tax treatment of capital income has perverse distributional effects.

Thus, capital income taxes have large efficiency costs, collect little revenue, and have no obvious distributional gains. So, the case for using them appears to be very weak. Yet actual tax rates on capital income remain high, implying a sharp contrast between theory and practice. A major focus of my research during the last few years has been to look more closely at these above arguments, to see if there are important omissions from the theory that could call into question its implications for capital income taxes.

Capital Immobility

One questionable assumption of the standard model is that the United States is a small open economy. As documented by French and Poterba, individual portfolios show strong “home bias” investors invest far more in financial securities from their own countries than can be explained easily, given the standard forecast of worldwide portfolio diversification. However, the implications of capital immobility for tax policy depend on why capital is immobile.

One possible reason for home bias in portfolios is real exchange rate risk. Gaspar and I examine the implications of random fluctuations in the relative values of goods produced in different countries for both portfolio choice and tax policy. If random relative values of goods are reflected in random fluctuations of the domestic price level but stable exchange rates, then the model forecasts substantial home bias in equity portfolios, as a hedge against random consumer prices. But since domestic investors buy equity as a hedge, they end up bearing too much production risk from domestic firms. Capital taxes exacerbate this misallocation of risk-bearing. The fact that capital is immobile does not make taxation of capital income a plausible policy per se.

Distributional Effects

In two other recent papers, I reexamine whether the distributional effects of capital income taxes are as perverse as has been argued. Kalamkodzi, Slemrod, and I (hereafter GKSb) recalculated the distributional effects of capital income taxes found in my 1988 paper with Slemrod, using data from 1995. In spite of the major tax reform in 1986, the data for 1995 still imply rather perverse distributional effects of existing taxes, relative to an R-base. Lower income individuals still lose, middle income individuals still gain, and more so the higher their income, but now the highest income group also loses from taxes on capital income.

In another recent paper, I looked more carefully at the distributional effects of existing taxes on interest income/payments in a standard theoretical setting. Unlike GKSb, this study accounts for changes in asset prices. Interest income has faced a higher effective tax rate than any other source of income from savings, because the nominal income is fully taxable. Yet at least in a closed economy, high taxation may provide distributional gains. To begin with, taxes on interest income cause the market-clearing interest rate to rise, helping lower income lenders and hurting higher-income creditors. Yet this redistribution has no efficiency cost at the margin, starting from a situation with no distortions to portfolio choice, so that it dominates using additional taxes

* Gordon is a Research Associate in the NBER’s Program on Public Economics and a Professor of Economics at University of California, San Diego. His profile appears later in this issue.
on earnings to redistribute income. In addition, if higher ability individuals invest more in equity, even given their labor income, then portfolio distortions can help redistribute from more able to less able individuals.

In GKSb we also reestimated the revenue collected from existing taxes on income from savings and investment. In contrast to the earlier results for 1983, we find in 1995 that these taxes collected additional revenue of $91.7 billion, now positive but still very small.

Efficiency Costs

The fact that so little revenue is collected in principle could imply that the effective tax rate on capital investment is low. Kalambokidis, Slemrod, and I (hereafter GKSa) develop a theoretical model to explore the links between the revenue collected from these taxes and the size of the resulting distortion discouraging capital investment. In a standard setting, there is a simple formula to go from one to the other. Since very little revenue is collected from capital taxes, the GKSa formula implies a very low effective tax rate on new investment. Apparently, investors use tax avoidance strategies not accounted for in the standard user-cost formula (as in King, Fullerton) so that the revenue collected on a marginal investment is found to be very low. But tax avoidance itself can have high efficiency costs.

One mechanism for tax avoidance is debt arbitrage: investors and firms in high tax brackets borrow heavily from investors in low tax brackets in order to buy lightly taxed assets. Economists have found it very hard to test this forecast. Time-series evidence is unrevealing, because tax rates change so seldom, while cross-section evidence on publicly traded firms (reported in Compustat) works badly because effective tax rates vary among publicly traded firms largely for reasons that can independently affect firm borrowing behavior. Lee and I instead use published data from corporate tax returns for all corporations over 37 years, reported separately for various size categories of firms, to test whether firms borrow more when their tax rate is relatively high. Even though the top corporate tax rate has not changed much over time, corporate tax rates on lower levels of earnings have changed frequently, allowing us to identify the effects of taxes by seeing how the relative use of debt changes for small versus large firms as their relative tax rates change. We find quite large effects. For example, cutting the corporate tax rate by five points (from 35 percent to 30 percent), holding personal tax rates fixed, is predicted to cause a shift from debt to equity finance of 2 percent of corporate assets.

Another mechanism for tax avoidance is income shifting between the corporate and personal tax bases. When personal and corporate tax rates differ, firms with profits tend to choose the organizational form that has a lower tax rate on profits, while firms with losses choose the form that allows them to deduct their losses subject to a higher tax rate. This income shifting was the basis for the tax shelter industry in the 1980s. Slemrod and I provided evidence on the extent of this income shifting by looking at how reported corporate rates of return have changed over time in response to differences between corporate and personal tax rates. We found substantial evidence of income shifting between the corporate and personal tax bases.

While debt arbitrage and income shifting both appear to be very responsive to tax incentives, the efficiency cost arising from tax distortions to these choices appears to be small, because the size of the tax distortion affecting each choice is typically small. In fact, I point out a potential efficiency gain from the difference in corporate versus personal tax rates, through the resulting subsidy to entrepreneurial activity. Given the option to incorporate, firms can take advantage of the lower corporate tax rates when they are profitable and the higher personal tax subsidy for losses when they are unprofitable. Undertaking added risk then lowers expected taxes, implying a net subsidy to risk-taking.

Cullen and I examine how the interaction between the personal and corporate tax schedules, and tax incentives more broadly, affect individuals’ incentives to become entrepreneurs. We measure entrepreneurial activity by the presence of noncorporate losses. Estimated effects, using data on individual tax returns from 1964 to 1993, are remarkably large. For example, a shift to a 20 percent flat tax is forecast to virtually triple the rate of entrepreneurial activity.

Capital Taxation by Local Governments

This discussion has focused on national taxes on capital income. Any discussion of subnational taxes on capital also has to take into account the possibility that individuals migrate across jurisdictions in response to tax changes. Individual migration decisions depend on differences in government expenditures as well as on differences in taxes. Wilson and I examine the effects of a marginal change in local property taxes. We find that the effect of raising taxes and expenditures together causes a drop in housing consumption per household but an increase in the number of households sufficient enough to leave the equilibrium housing stock unchanged. In this setting, in contrast to a setting without migration, taxation of capital does not discourage capital investment.

We argue further that use of the property tax gives favorable incentives to local government officials: by providing higher quality local public services, property values and property tax payments both rise, so the budget controlled by local officials gets larger. The property tax thus can yield efficiency gains through improved incentives for public officials.

Tax Evasion

These papers largely ignore tax evasion. Yet in poorer countries, underreporting of capital income is widespread: often only a small fraction of the economic income that in principle is taxable ever gets reported. Li and I document one possible response to this problem that the China government used during the 1990s. Rather than taxing interest income, the
Chinese government restricted the interest rate that it paid on bank deposits. Rather than taxing the income of corporate shareholders, the government restricted the supply of equity to the market, and collected higher revenue from the issuance of new shares. In theory, these regulations are equivalent to capital income taxes, yet they can be much easier to enforce.

Offsetting Subsidies

I recently noted that distortion costs from taxes on capital income can be avoided in part through subsidized credit for new investment projects, coming perhaps from a state-owned bank. While not something observed in the United States, directed credit has been common in Europe. When capital tax rates are sufficiently high, even poorly informed government subsidies to new investment may lessen the efficiency costs of these high tax rates.

Summary

Taken together, these papers provide a much less stark view of the role for capital income taxes, suggesting some distributional gains, smaller efficiency costs than have been claimed in the past, and even some reasons for efficiency gains from these taxes. In sum, theory and practice may not be as dramatically different as they have appeared.


3 See, for example, M. A. King and D. Fullerton, eds., The Taxation of Income from Capital: A Comparative Study of the United States, the United Kingdom, Sweden, and West Germany, Chicago: University of Chicago Press, 1984.


7 In this case, individuals with the same labor income have the same consumption patterns, regardless of their underlying ability. If the goal is to tax unobserved ability, then taxing both labor and capital income is no more effective than taxing only labor income, yet introduces added distortions. See A. B. Atkinson and J. E. Stiglitz, “The Design of Tax Structure: Direct versus Indirect Taxation,” Journal of Public Economics, 6 (1976), pp. 55-75.


13 GKSa does show that for some more complicated distortions, for example to portfolio choice, the true effective tax rate on investment should be between the figures implied by GKSa and King-Fullerton.


17 For example, progressive tax schedules discourage risk taking; risk sharing with the government can facilitate risk taking while the payroll tax encourages entrepreneurial activity, because successful entrepreneurs can avoid this tax by incorporating and then receiving their income in the form of capital gains rather than wages. See J. B. Cullen and R. H. Gordon, “Taxes and Entrepreneurial Activity: Theory and Evidence for the U.S.,” NBER Working Paper No. 9015, June 2002.
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**Frontiers in Health Policy Research**

The NBER's seventh annual conference on “Frontiers in Health Policy Research,” organized by David M. Cutler, NBER and Harvard University, and Alan M. Garber, NBER and Stanford University, took place on June 6 in Washington, DC. The program was:

- Patricia M. Danzon, NBER and University of Pennsylvania, and Jonathan D. Ketcham, University of California, Berkeley, “Reference Pricing of Pharmaceuticals: Evidence from Germany, the Netherlands, and New Zealand”
- Mark V. Pauly, NBER and University of Pennsylvania, “Adverse Selection and the Challenges to Stand-Alone Prescription Drug Insurance”
- Jay Bhattacharya, NBER and Stanford University; David M. Cutler, Dana Goldman, Michael Hurd, and Darius Lakdawalla, NBER and Rand Corporation; and Constanjin Panis, Rand Corporation, “Disability Forecasts and Future Medicare Costs”
- Nancy Beaulieu, NBER and Harvard University, “Health Plan Conversions: Are they in the Public Interest?”

Danzon and Ketcham describe three prototypical systems of therapeutic reference pricing (RP) for pharmaceuticals — Germany, the Netherlands, and New Zealand — and examine their effects on: the availability of new drugs; manufacturer prices, reimbursement levels, and out-of-pocket surcharges to patients; and market shares of originator and generic products. The results differ across countries in predictable ways, depending on system design and other cost control policies. The most aggressive RP system has severely limited the availability of new drugs, particularly more expensive drugs, disproportionately reduced reimbursement and sales for originator products, and exposed patients to out-of-pocket costs. The authors find little evidence that therapeuic referencing has stimulated competition.

Pauly investigates a possible predictor of adverse selection problems in unsubsidized “stand-alone” prescription drug insurance: the persistence of an individual’s high spending over multiple years. Using MEDSTAT claims data and data from the Medicare survey of Current Beneficiaries, he finds that persistence is much higher for outpatient drug expenses than for other categories of medical expenses. He then uses these estimates to develop a model of adverse selection in competitive insurance markets and to show that this high relative persistence makes it unlikely that unsubsidized drug insurance can be offered for sale, even with premiums partially adjusted for risk, without a probable adverse selection death spiral. This outcome can be avoided if drug coverage is bundled with other coverage, and Pauly briefly discusses the need for comprehensive coverage or generous subsidies if adverse selection is to be avoided in private and Medicare insurance markets.

The ratio of controller-to-reliever medication use has been proposed as one measure of treatment quality for asthma patients. Crown and his co-authors examine the effects of plan-level, mean, out-of-pocket patient copayments for asthma medication, and other features of benefit plan design, on the use of controller medications alone, controller and reliever medications together (combination therapy), and reliever medications alone, relative to no drug treatment. They use claims data for 1995-2000. They find that the controller-reliever ratio rose steadily over 1995-2000, along with out-of-pocket payments for asthma medications. However, after controlling for other variables, plan level mean out-of-pocket copayments were not found to have a statistically significant influence on patient-level asthma treatment patterns. On the other hand, prescribing patterns among providers did influence patient-level treatment patterns; these effects differ somewhat between fee for service versus non-fee for service plans.

The traditional focus of disability research has been on the elderly, with good reason. Chronic disability is much more prevalent among the elderly, and it has more direct impact on the demand for medical care. However, it is also important to understand trends in disability among the young, particularly if these trends diverge from those among the elderly. These trends could have serious implications for future health care spending, since more disability at younger ages almost certainly translates into more disability among tomorrow’s elderly, and disability is a key predictor of health care spending. Using data from the Medicare Current Beneficiary Survey and the National
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Health Interview Study, Bhattacharya and his co-authors forecast that per capita Medicare costs will decline for the next 15 to 20 years; this is in accordance with recent projections of declining disability among the elderly. However, by 2020, the trend reverses. Per capita costs begin to rise because of growth in disability among the younger elderly. Total costs, which are the product of per capita costs and the total Medicare-eligible elderly population, will then begin to grow at an accelerating rate. Overall, cost forecasts for the elderly that incorporate information about disability among today’s younger generations yield more pessimistic scenarios than those based solely on elderly datasets; this information should be incorporated into official Medicare forecasts.

Over the last decade, managed care companies have been consolidating on a regional and a national scale. More recently, not-for-profit health plans have been converting to for-profit status; frequently, this conversion has occurred as a step toward facilitating a merger or acquisition with a for-profit company. Beaulieu examines certain related health policy issues through the lens of a case study of the proposed conversion of the CareFirst Blue Cross-Blue Shield Company to a for-profit public stock company, and its merger with the Wellpoint Corporation. Company executives and board members argued that CareFirst lacked access to sufficient capital and faced serious threats to its viability as a financially healthy non-profit health care company. They further argued that CareFirst and its beneficiaries would benefit from merger through enhanced economies of scale and product line extensions. Critics of the proposed conversion and merger raised concerns about the adverse impacts on access to care, coverage availability, quality of care, safety net providers, and the cost of health insurance.

Analyses demonstrate that CareFirst wields substantial market power in its local market, that it is unlikely to realize cost savings through expanded economies of scale, and that access to capital concerns are largely driven by the perceived need for further expansion through merger and acquisition. Though it is impossible to predict future changes in quality of care for CareFirst, analyses suggest that quality appears to be somewhat lower in for-profit national managed care companies.

These papers will be published by the MIT Press in an annual conference volume. They are also available at “Books in Progress” on the NBER’s website under the title *Frontiers in Health Policy Research*, Volume 7.


<table>
<thead>
<tr>
<th>History of Corporate Ownership: The Rise and Fall of Great Business Families</th>
</tr>
</thead>
<tbody>
<tr>
<td>The NBER held a conference on “The History of Corporate Ownership: The Rise and Fall of Great Business Families” in Alberta, Canada on June 21-22. NBER Research Associate Randall Morck, University of Alberta, organized this program:</td>
</tr>
<tr>
<td>Randall Morck, Michael Percy and Gloria Tian, University of Alberta; and Bernard Yeung, New York University, “The Rise and Fall of the Widely Held Firm in Canada”</td>
</tr>
<tr>
<td>Discussant: Jordan Siegel, MIT</td>
</tr>
<tr>
<td>William N. Goetzmann, NBER and Yale University, and Elisabeth Köll, Case Western Reserve University; “The History of Corporate Ownership in China”</td>
</tr>
<tr>
<td>Discussant: Dwight Perkins, Harvard University</td>
</tr>
<tr>
<td>Tarun Khanna and Krishna Palepu, Harvard University, “Decision or Serendipity? The Rise of India’s Software Industry”</td>
</tr>
<tr>
<td>Discussant: Ashoka Mody, International Monetary Fund</td>
</tr>
<tr>
<td>Antoin E. Murphy, Trinity College Dublin, “The History of Corporate Ownership in France”</td>
</tr>
<tr>
<td>Discussant: Daniel Raff, NBER and University of Pennsylvania</td>
</tr>
<tr>
<td>Caroline Fohlin, California Institute of Technology, “Ownership and Control in German Corporations: A Long-Run Perspective on the Role of Banks”</td>
</tr>
<tr>
<td>Discussant: Alexander Dyck, Harvard University</td>
</tr>
<tr>
<td>Discussant: Barry Eichengreen, NBER and University of California, Berkeley</td>
</tr>
<tr>
<td>Discussant: Daniel Wolfenzon, New York University</td>
</tr>
<tr>
<td>Randall Morck, and Masao Nakamura, University of British Columbia, “The History of Corporate Ownership in Japan”</td>
</tr>
<tr>
<td>Discussant: Sheldon Garon, Princeton University</td>
</tr>
<tr>
<td>Peter Högfeldt, Stockholm School of Economics, “The History and Politics of Corporate Ownership in Sweden”</td>
</tr>
<tr>
<td>Discussant: Ailsa Röell, Princeton University</td>
</tr>
<tr>
<td>Marco Becht, Université Libre de Bruxelles, and J. Bradford DeLong, NBER and University of California, Berkeley, “Why has there been so Little Blockholding in America?”</td>
</tr>
<tr>
<td>Discussant: Richard Sylla, NBER and New York University</td>
</tr>
</tbody>
</table>

A long panel of corporate ownership data, stretching back to 1910, shows that the Canadian corporate sector began the century with a predominance of large pyramidal corporate groups controlled by wealthy families or individuals, and relatively few widely held firms. By the middle of the century, widely held firms had become predominant. However, from the 1970s on, there has been a marked resurgence of pyramidal groups controlled by wealthy families and individuals, corresponding to a large decline in the prevalence of widely held firms. Morck, Percy, Tian, and Yeung note that improvements in the general institutional environment and high taxes on inherited income accompany the rise of widely held firms. A sharp abatement in taxes on large states and a rise in the likely returns to political rent seeking accompany the resurgence of pyramidal groups.

Goetzmann and Köll examine the emergence of corporate ownership in China from the final decades of the Qing empire in the late 19th century to the early Republican period in the 1910s and 1920s. By analyzing the actual process of incorporation, the development of the legal and financial environment, and the role of the state, the authors ask whether the “top-down” approach — in which the central government established a legal framework for corporate enterprise based on Western models — and the assumption that it would work as it did for Western firms and markets was a viable approach to the modernization of a financial system traditionally dominated by family businesses and economic state patronage. Using business records from turn-of-the-century Chinese corporations, they find that the government’s “top-down” approach, only insufficiently promoted the system of corporate capitalism. Although China’s first corporate code contained many elements of the modern formula for privatization, it ultimately failed to effectively transform business enterprise. The authors highlight two reasons for the failure. First, the code did not sufficiently shift ownership and control from managers, previously empowered by government patronage, to shareholders. Second, the code was ineffective in stimulating the emergence of an active domestic share market that would induce family-owned firms and entrepreneurial managers to...
exchange control for access to shareholder capital and the liquidity of an active exchange.

Post-independent India pursued a set of economic policies that generally curbed private sector activity and made Indian industry fragmented and uncompetitive. The one exception to this has been the Indian software industry which began to grow in the 1980s. Today the industry has more than 2500 firms, all in the private sector. The leading Indian software firms are globally competitive, highly profitable, and are growing very rapidly. They are listed on the world’s major stock exchanges, and boast of a large fraction of the world’s leading companies as their customers. Khanna and Palepu trace the history of the development of the Indian software development, and the role played by the private sector product, labor, and financial market intermediaries, and the domestic business groups.

Murphy attempts to show that historical phenomena have had a major impact in the determination of France’s corporate ownership structure. Corporate finance is generated principally from three sources: banks, the capital market, and self-financing. If these are the three furrows leading to corporate investment, then history shows that two of them — the banks and the capital market — were subject to considerable upheaval, rendering them inoperable as channels for corporate finance for a long period in France’s corporate history. Faced with restricted access to the banks and capital markets, business entrepreneurs had to rely on self-financing as a method of growing the business. In turn, self-financing enabled these entrepreneurs and their descendants to retain sizeable shareholdings in the family controlled business. Hence, from an historical perspective, it is not surprising to see French families owning such a large proportion of French corporations. Furthermore, this style of ownership ties in with the French mentality that asset ownership is an intergenerational phenomenon. The objective of holding wealth is to pass on to the next generation assets that have risen in value. There are of course other variables that help to explain the high degree of concentration of corporate ownership by families in France. One of the most important of these is the French approach to the financing of pensions. The absence of funded pension schemes has led to a far lower profile by pension funds and assurance companies in the French stock market: in 1997, pension funds and assurance companies constituted 49 percent of household savings in the United Kingdom and 30 percent in the United States as opposed to 18 percent in France.

Fohlin provides a wide-ranging description of German corporate ownership and governance, both at their roots in the nineteenth century and in more recent experience. Her discussion raises several particularly important points: 1) Corporate governance institutions — executive and supervisory boards — remained quite underdeveloped in Germany until the last quarter of the nineteenth century. Boards were generally small and grew little over the pre-war period. 2) The universal banks were a significant but not overwhelming presence in the ownership and governance of German corporations during this period of rapid heavy industrialization and economic expansion (roughly 1895-1912). Similarly, industrial firms played only a small role in the ownership and governance of other non-financial firms. (Notably, financial firms, especially the large banks, did own shares in other banks and subsidiaries and did sit on the boards of those banks.) 3) Bank involvement in corporate ownership appears to have arisen largely out of the banks’ active involvement with securities issues, particularly of listed firms. Substantial holdings were rare, though earlier universal banks did sometimes unwillingly hold large stakes that they could not sell off for a period of time. 4) Bank involvement in corporate control through interlocking directorates is closely related to firms’ size, sector securities issue, and stock market listing. Control rights appear to have been granted largely via proxy voting for customers who deposited (bearer) shares with the bank. 5) The combination of commercial, investment, and brokerage services within individual banking institutions may have facilitated the networking of bank and firm supervisory boards. 6) Traditional explanations of German bank-firm relationships that focus on banks’ intervention in investment decisions and direct monitoring of debt contracts find little support in the current empirical analysis.

In the first half of the twentieth century, the U.K. capital markets were marked by an absence of investor protection; by the end of the century, there was more extensive protection there than virtually anywhere else in the world. The United Kingdom therefore provides an exceptional laboratory for evaluating how regulation affects the development of securities markets and corporations. Franks, Mayer, and Rossi investigate this issue by tracing the ownership and board composition of firms incorporated around 1900 over the subsequent 100 years and comparing the pattern of ownership and control with a sample incorporated around 1960. The authors find active securities markets at the beginning of the century; firms were able to raise substantial outside equity finance with rapid dispersion of ownership, even in the absence of investor protection. The introduction of investor protection in the second half of the century was not associated with greater dispersion of ownership but with more trading in share blocks. The authors offer an explanation as to how U.K. capital markets could flourish in the absence of investor protection.

Aganin and Volpin study the evolution of the stock market, the dynamics of the ownership structure of traded firms, the birth of pyramidal groups, and the growth and decline of families in Italy. They use a unique dataset covering all companies traded on the Milan stock exchange during the twentieth century. The stock market evolved over time according to a non-monotonic pattern: it was relatively more developed at the beginning and at the end than in the middle of the century. Similarly, ownership structure was more diffused in 1947 and in 2000 than in 1987. Moreover, family-controlled groups and pyramids were less common in 1947 and in 2000 than in 1987. These findings are not consistent with the view that stock market
development and ownership concentration are a monotonic function of investor protection.

Morck and Nakamura note that Japan’s corporate sector began as zaibatsu family pyramids, was subjected to Soviet-style central planning, was restructured into widely held firms, and finally organized itself into keiretsu corporate groups. Both zaibatsu and keiretsu were probably rational responses to weak institutions, a talent shortage, abundant private benefits of control, and an environment where political rent seeking earns high returns. Other common justifications for corporate groups are at best of second-order importance. These include economies of scope and scale and internal capital allocation. The latter provides short-term benefits, but undermines the group in the longer term. Once dominant, such groups lobby for institutional reforms that further their dominance. Examples include the suppression of the bond market in postwar Japan, managerial entrenchment in keiretsu firms, and an increasing importance of rent seeking as a source of competitive advantage. This lobbying almost surely did not enhance social welfare.

Högfeldt explains that because of strong Social Democratic political influence since 1932, control of the largest listed firms in Sweden has remained firmly in the hands of a few old families and banks via pyramids and by extensive use of dual-class shares. A combination of wealth, inheritance, and capital gains taxes locked capital into the established firms, while heavy tax subsidization of retained earnings and R and D spending supported growth by stimulating investments, often in very large projects joint with the government. Addition of young fast-growing firms has been very limited, because accumulation of private fortunes based on entrepreneurship and equity financing was disfavored and treated at significant tax disadvantages for ideological reasons. Of the 50 largest listed firms today, 31 were founded before 1914, only eight in the post-war period, and none after 1970. Being both controlling owners and major providers of loans to the largest listed firms, the two leading banks acted more like long-term bondholders than risk-taking capitalists. This fit the Social Democrats’ vision of large-scale capitalist firms run in the interests of the firms’ stakeholders — social firms without owners — particularly well. Taming of capitalism did not mean immediate takeover of private ownership as long as the capitalists invest and the export-oriented corporate sector remains efficient enough to support a growing, tax-financed public sector. By 50 years ago, the United States had become truly exceptional: blockholding had become rare, and managers largely autonomous. Roe (1994) argues that the political ethos of America was too hostile to the exercise of financier power for blockholding intermediaries to survive. La Porta et al. (1999) paint a picture of blockholding around the world as a response to weak protection of minority shareholders, which suggests that American shareholders been able to afford diversification because of the powerful and effective Delaware’s Chancery. Becht and DeLong say that the situation is more complicated. Yes, America’s deep equity markets amplified the benefits of diversification. Yes, the Delaware Chancery protects minority shareholder rights. Yes, there is a powerful Populist-Progressive current in American politics. But key historical accidents played as large a role as the forces adduced by Roe and La Porta et al. in creating this form of American exceptionalism.
Taxation and Saving

An NBER Conference on Taxation and Saving, organized by James M. Poterba of NBER and MIT, took place on August 1 and 2. The following papers were discussed:


Gary Engelhardt, Syracuse University, and Brigitte Madrian, NBER and University of Chicago, “Tax-Deferred Saving and Participation in Employee Stock Purchase Plans” Discussant: Roger H. Gordon, NBER and University of California, San Diego


David Joulfaian, U.S. Department of the Treasury, and Kathleen M. McGarry, NBER and University of California, Los Angeles, “Estate and Gift Tax Incentives and Inter Vivos Giving” Discussant: Alan J. Auerbach, NBER and University of California, Berkeley

Daniel R. Feenberg, NBER, and James M. Poterba, “The Alternative Minimum Tax and Effective Marginal Tax Rates” Discussant: Rosanne Altshuler, Rutgers University


James M. Poterba, “Valuing Assets in Retirement Saving Accounts” Discussant: William Gale, Brookings Institution

The passage of tax reform legislation in 2001 opened up new tax-advantaged opportunities for families to save for college educations through 529 plans. Unlike other tax-advantaged savings accounts, 529 plans must be chartered by states. Several factors, including more favorable state income tax treatment of contributions or withdrawals, suggest the possibility of a “home bias” in which residents of a state tend to invest disproportionately in their own state’s plan. Home bias confers a local monopoly rent on the mutual fund family that manages the 529 plans. Samwick analyzes the extent to which that rent appears in the fee structure and performance characteristics of mutual funds that are made available in 529 plans. While examples can be found of poor offerings in 529 plans, the general result is that mutual fund companies do not systematically offer higher fee, lower performing funds to their captive market than to their retail market.

Dynarski calculates the incentives created by the 529 and Coverdell tax-advantaged savings accounts (ESA) and studies how these incentives vary by income. She finds that the advantages of the 529 and ESA rise sharply with income, for three reasons. First, those with the highest marginal tax rates benefit the most from sheltering income, gaining in both absolute and relative terms. Second, the accounts are risky for families whose children may not attend college, because account holders are penalized if the accounts are not used for schooling. Dynarski calculates the minimum probabilities of college attendance that are required for the 529 and ESA to have expected returns at least as high as alternative saving vehicles. She finds that, for households with incomes below $57,000, these break-even probabilities are higher than the observed rates at which their children go to college. Third, the financial aid system reduces aid disproportionately for those families that hold their assets in the 529 or ESA rather than in conventional saving vehicles. The financial aid “tax” is particularly high for the ESA; for families on the margin of receiving need-based financial aid, ESA returns net of income and aid taxes are negative. Since the highest-income families are not affected by the aid tax, this further intensifies the positive correlation between income and the advantages of the tax-advantaged college savings accounts.

Employee stock purchase plans (ESPPs) are designed to promote employee stock ownership in the firm and to provide another tax-deferred vehicle for capital accumulation, along with traditional pensions and 401(k)s. Englehardt and Madrian analyze the incentives that employees face to participate in an ESPP, and find that 401(k) saving with employer matching contributions dominates ESPP saving for retirement on an after-tax basis for all but the shortest horizons. Then the
authors empirically examine ESPP participation using administrative data from 1997-2001 for a large health services company that employs over 30,000 people. The picture that emerges suggests that participation in and contributions to the ESPP are relatively large in magnitude, and the 401(k) and ESPP plans do not compete for the first dollar of employer-based plan saving. Rather, employees tend to exhaust saving opportunities in the 401(k) first, and then to contribute marginal saving to the ESPP. However, employees appear to be backward-looking when forecasting future returns and making company stock purchase commitments. This suggests that employees may not be fully aware of the risk of company stock and the benefits of diversification. Taxes do not seem to be a prime determinant of ESPP participation.

Goolsbee uses data on executive compensation during 1992-2000, matched to information on federal and state marginal tax rates on different types of income, to examine the impact of taxes on executives’ decisions about corporate stock. He shows that lower capital gains taxes correspond to executives significantly increasing their holding of corporate stock. He then illustrates how interactions between ordinary income taxes, capital gains taxes, and corporate income taxes interact in the executives’ decision on whether to exercise their stock options early. When capital gains taxes fall, as in 1997, executives have an incentive to exercise early and to pay taxes on part of the gain at ordinary income rates now in order to get future appreciation of the stock taxed at the lower capital gains rates in the future. The estimates confirm the model, and suggest that executives do have some inside information into the future prospects of the company, because firms whose stocks end up growing faster are more likely to exercise early. Interestingly, the executives appear to place almost no weight on the corporate tax consequences of their exercise decisions, because the corporate income tax rate facing their companies has no influence on their behavior.

Using estate tax return data, Kopczuk and Saez present new homogeneous series on top wealth shares from 1916 to 2000 in the United States. Top wealth shares were very high at the beginning of the period but have been hit sharply by the Great Depression, the New Deal, and World War II shocks. Those shocks have had permanent effects. Following a decline in the 1970s, top wealth shares recovered in the early 1980s, but they are still much lower in 2000 than in the early decades of the century. Most of the changes the authors document are concentrated among the very top wealth holders, with much smaller movements for groups below the top 0.1 percent. Consistent with the Survey of Consumer Finances results, top wealth shares estimated from estate tax returns display no significant increase since 1995. Evidence from the Forbes 400 richest Americans suggests that only the super-rich have experienced significant gains relative to the average over the last decade. The most plausible explanations for the facts have been the development of progressive income and estate taxation, which has dramatically impaired the ability of large wealth holders to maintain their fortunes, and the democratization of stock ownership, which now spreads stock market gains and losses much more widely than in the past.

A very small but growing body of the literature has examined the pattern of lifetime gifts. Some of these studies relied on cross-sectional survey and administrative records; others have employed aggregate time-series data on gifts. However, little is known about the pattern of giving during the life cycle. For instance, two questions have yet to be explored: how gifts are allocated over life and how frequently gifts are made. This may be determined by wealth and age, but taxes also may play an important role. To address these questions, and to explore the role of taxes, Joufaiian and McGarry use two datasets. The first consists of several waves of the HRS/AHEAD survey, and the second uses longitudinal data on gifts from gift tax returns that are linked to estate tax returns. The administrative records are particularly useful in studying giving patterns of the wealthy, but not in the case of the less wealthy, where the survey data has a comparative advantage. The findings suggest that much of the giving takes place late in life. While these findings also suggest that taxes are an important consideration in the timing of transfers of the rich, this timing is not universally consistent with a tax minimization strategy.

Feenberg and Poterba examine the impact of the Alternative Minimum Tax on the weighted average marginal tax rates that apply to various components of taxable income. They also consider the impact of various AMT reform proposals on the number of AMT taxpayers and the total revenue collected from the AMT over the next decade. Using the NBER TAXSIM model to project federal personal income tax liabilities and AMT liabilities between 2003 and 2013, the authors’ projections show that modest increases in the AMT exclusion level have substantial effects on the number of AMT taxpayers. Further, indexing the AMT parameters would reduce the number of households with AMT liability from 36 million to 14 million in 2010. The presence of the AMT has only a modest impact on the average marginal tax rates on most income flows because some AMT taxpayers face higher marginal tax rates and others lower tax rates as a result of the tax.

Gokhale and Kotlikoff investigate the potential impact of alternative fiscal policies on current consumption and saving. Their analysis uses household data drawn from the Federal Reserve’s 1995 Survey of Consumer Finances. This dataset provides detailed information on household earnings, assets, housing, demographics, and retirement plans. The policies the authors consider are: tax hikes, tax cuts, Social Security benefit cuts, and the elimination of tax-deferred saving. The results are influenced by the fact that a significant minority of their sample is liquidity-constrained, and thus more responsive to current than to future policy changes, no matter how long their duration. The results also are very sensitive to the particular policy being enacted. Income tax changes, for example, have little effect on the consumption/saving of low-
income households for the simple reason that their income tax liabilities are relatively small. And, Social Security benefit cuts have only minor effects on the young, because they will occur so far in the future, and because the young generally are liquidity constrained. One the other hand, eliminating tax-deferred saving will have no effect on current retirees, but greatly influences the spending of the young, since such a policy would relax their liquidity constraints. Each of the policies considered has a quite sizeable effect on the current consumption and saving behavior of a substantial subset of this sample, though.

Assets in retirement saving plans have become an important component of net worth for many households. While many studies compare household balances in tax-deferred retirement accounts such as 401(k) plans with the amount held in other financial assets outside these accounts, these different asset components are not directly comparable. Taxes, and in some cases penalties, are due when assets are withdrawn from retirement saving plans. These factors can make assets inside retirement accounts less valuable than assets outside these accounts, particularly for those who are considering withdrawing assets from the tax-deferred accounts in the near future. For younger households who do not plan to withdraw tax deferred assets for many years, there is a countervailing factor — the opportunity for tax-free compound returns in retirement accounts — that can make assets in such accounts more valuable than similar assets outside such accounts. For a long-horizon retirement saver, a dollar inside a tax-deferred retirement saving account may be more valuable than a dollar outside such an account, even though the payouts of principal from the retirement account will be taxed at the time of distribution while the principal outside such accounts is untaxed. Poterba illustrates the potential differences in the value of assets inside and outside tax-deferred accounts. He draws on a range of data sources to calibrate the value of the tax burden, and the benefit of compound growth, for assets held in retirement accounts, and describes the differences in relative valuation for households of different ages.

These papers will be published in a forthcoming issue of the National Tax Journal. They will also be available at “Books in Progress” on the NBER’s website.

*
The prevalent thinking about liquidity traps suggests that the perfect substitutability of money and bonds at a zero short-term nominal interest rate renders open market operations ineffective for achieving macroeconomic stabilization goals. Auerbach and Obstfeld show that even if this were the case, there would remain a powerful argument for large-scale open market operations as a fiscal policy tool. This same reasoning implies that open market operations will be beneficial for stabilization as well, even when the economy is expected to remain mired in a liquidity trap for some time. Thus, the microeconomic fiscal benefits of open market operations in a liquidity trap go hand in hand with standard macroeconomic objectives. Motivated by Japan’s recent economic experience, the authors use a dynamic general-equilibrium model to assess the welfare impact of open market operations for an economy in Japan’s predicament. They argue that Japan can achieve a substantial welfare improvement through large open market purchases of domestic government debt.

Coenen and Wieland study the role of the exchange rate in conducting monetary policy in an economy with near-zero nominal interest rates as Japan has experienced since the mid-1990s. This analysis is based on an estimated model of Japan, the United States, and the euro area with rational expectations and nominal rigidities. The authors first provide a quantitative analysis of the impact of the zero bound on the effectiveness of interest rate policy in Japan in terms of stabilizing output and inflation. Then they evaluate three concrete proposals that focus on depreciation of the currency as a way to ameliorate the effect of the zero bound and to evade a potential liquidity trap. Finally, they investigate the international consequences of these proposals.

It is well known that Japanese banks increased their exposure to land assets and the real estate sector in the latter half of the 1980s, and that this became a primary factor in the non-performing loan problem that emerged in the 1990s. What is less clear, however, is whether this increased exposure was the result of active risk taking, and whether banks and other market participants regarded land and real estate assets as “risky” while real estate prices were increasing dramatically. To address this issue, Dinc and McGuire rely on real estate data contained in corporate balance sheets to estimate the market sentiment toward land assets during 1985–9. They find that the systemic risk of manufacturing
companies increased with their real estate holdings but not with other balance sheet assets. This indicates that market participants regarded real estate holdings as riskier than the main operations of manufacturing companies during the “bubble period,” even if they may not have foreseen the subsequent crash in real estate prices.

Caballero, Hoshi, and Kashyap propose a bank-based explanation for the decade-long Japanese slowdown. They start with the well-known observation that most large Japanese banks would be out of business if regulators forced them to recognize all their loan losses immediately. Because of this, the banks keep many “zombie firms” alive by “evergreening” their loans: rolling over loans that they know will not be collected. Thus, the normal competitive outcome, whereby the zombies would shed workers and lose market share, is being thwarted. The authors highlight the restructuring implications of this zombie problem: the counterpart of the congestion created by the zombies is a reduction of the profits for potential new and more productive entrants, which discourages their entry. In this context, even solvent banks see no particularly good lending opportunities in Japan. Essentially Japan has reached the situation of having bankrupt banks lend to bankrupt firms, and in this scenario the private sector struggles. The authors confirm their key predictions that zombie-dominated industries exhibit more depressed job creation, lower productivity, and greater excess capacity.

Dekle and Kletzer use an endogenous growth model with financial intermediation to show how government policies towards the financial sector can lead to banking crises and persistent growth slumps. The model shows how government deposit guarantees and regulatory forbearance can lead to permanent declines in the growth rate of the economy. The effects of inadequate prudential supervision on asset price dynamics under perfect foresight also are derived in the model. The policies that are used in the analysis are based on essential features of Japanese financial regulation. The implications of the model then are compared to the experience of the Japanese economy and financial system during the 1990s. The authors find that the dynamics predicted by their model are generally consistent with the recent behavior of economic aggregates, asset prices, and the banking system for Japan. One policy implication of the model is that the impact on future economic growth depends on the length of time the government fails to enforce loan-loss-reserving by banks.

Okazaki and Sawada examine the effects of bank consolidations on the financial system, using data on the Japanese banking industry before the Second World War, when the first bank merger movement occurred and deposit insurance did not exist. The focus of their analysis is governance structure and the performance of banks. The authors find that consolidations had the effect of excluding an unfavorable interlocking directorate between banks and their related firms, especially in the case of absorbing consolidations. The authors also confirm that consolidations had a positive effect on deposit growth, but not on bank profitability.

Miwa and Ramseyer assemble data on the 1,000 largest exchange-listed Japanese firms from 1986-94 and explore which firms tend to appoint outsiders to their boards. They find that appointments are decidedly non-random. Firms appoint directors from the banking industry when they borrow heavily, when the firm has fewer mortgageable assets, or when the firm itself is in the service and finance industry. Firms appoint retired government bureaucrats when they are in construction and sell a large fraction of their output to government agencies. And, firms appoint other retired business executives when they have a dominant parent corporation or when they are in the construction industry and sell heavily to the private sector. The authors then ask whether firms with more outside directors outperform those with fewer. They find that they do not. Instead, as the logic of market competition predicts, board composition seems endogenous. Given that the composition does not change from the thriving 1980s to the depressed 1990s, optimal board structure seems not to depend on the macroeconomic environment.

Eggertsson and Woodford consider the consequences for monetary policy of the zero floor for nominal interest rates. The zero bound can be a significant constraint on the ability of a central bank to combat deflation. The authors show, in the context of an intertemporal equilibrium model, that open market operations, even “unconventional” ones, are not effective if they do not change expectations about the future conduct of policy. Nonetheless, a credible commitment to the right sort of history-dependent policy can largely mitigate the distortions created by the zero bound. In this model, optimal policy involves a commitment to adjust interest rates so as to achieve a time-varying price-level target when it is consistent with the zero bound. The authors also discuss ways in which other central bank actions, while irrelevant apart from their effects on expectations, may help to make a central bank’s commitment to its target credible. They also consider implications for the policy options currently available for overcoming deflation in Japan.
New Directors Elected by NBER Board

At its annual meeting in September, the NBER’s Board of Directors elected five new directors. The newest at-large NBER Board member is Jessica P. Einhorn. She is Dean of the Paul H. Nitze School of Advanced International Studies at Johns Hopkins University.

Richard B. Berner, Managing Director and Chief U.S. Economist for Morgan Stanley Global Economic Research, replaces Richard D. Rippe as the representative of the National Association for Business Economics. Professor Ray C. Fair replaces William Brainard as Yale University’s representative on the NBER’s Board of Directors. Thea Lee, Assistant Director of Public Policy for the AFL-CIO (American Federation of Labor and Congress of Industrial Organizations), will replace David Smith as the representative from the AFL-CIO. Jeffrey M. Perloff, a member of the Department of Agricultural and Research Economics at the University of California, Berkeley, will replace Mark Drabenstott as the NBER’s representative from the American Agricultural Economics Association.

These new Board members will be profiled in future issues of the NBER Reporter.

Rajan Heading to the IMF

NBER Research Associate Raghuram G. Rajan, who directs the NBER’s Program on Corporate Finance, has been appointed Economic Counsellor and Director of the Research Department at the International Monetary Fund. He will succeed another NBER researcher, Kenneth S. Rogoff, who returned to Harvard University’s Economics Department in September. Rajan is also the Joseph L. Gidwitz Professor of Finance at the University of Chicago Graduate School of Business. He has taught at MIT, Northwestern University, and the Stockholm School of Economics, and been a consultant to the Federal Reserve Board, the World Bank, and the IMF. Other NBER researchers who have served in the same capacity at the IMF include Jacob A. Frenkel and Michael L. Mussa.

Jolls to Co-Direct NBER’s Program on Law and Economics

Christine Jolls, an NBER Research Associate and Professor of Law at Harvard Law School (HLS), is joining her Harvard colleague Steven Shavell as co-director of the NBER’s Program of Research on Law and Economics. Jolls holds a B.A. from Stanford University, a J.D. from Harvard Law School, and a Ph.D. in economics from MIT. Before joining the HLS faculty, she clerked for Judge Stephen F. Williams on the U.S. Court of Appeals for the D.C. Circuit in 1995-6 and for Justice Antonin Scalia of the U.S. Supreme Court in 1996-7.
Economic Fluctuations and Growth

The NBER’s Program on Economic Fluctuations and Growth met in Cambridge on July 19.

Organizers Andrew Abel, NBER and University of Pennsylvania, and Valerie Ramey, NBER and University of California, San Diego, chose these papers for discussion:

- **Laura L. Veldkamp**, INSEAD, “Media Frenzies in Markets for Financial Information” Discussant: John V. Leahy, NBER and New York University


- **Fatih Guvenen**, University of Rochester, “A Parsimonious Macroeconomic Model for Asset Pricing: Habit Formation or Cross-Sectional Heterogeneity?” Discussant: John Y. Campbell, NBER and Harvard University


- **Robert E. Hall**, NBER and Stanford University, “Wage Determination and Employment Fluctuations” Discussant: Garey Ramey, University of California, San Diego

- **Olivier J. Blanchard**, NBER and MIT, and **Thomas Philippon**, MIT, “The Decline of Rents, and the Rise and Fall of European Unemployment” Discussant: Jordi Gali, NBER and CREI

Promising emerging equity markets often witness investment herds and frenzies, accompanied by an abundance of media coverage. Complementarity in information acquisition can explain these anomalies. Because information has a high fixed cost of production, its equilibrium price is low when its quantity is high. Investors all buy the most popular information because it has the lowest price. Given two identical asset markets, investors herd: asset demand is higher in the market with abundant information because information reduces risk. By lowering risk, information raises the asset’s price. Transitions between low-information/low-asset-price and high-information/high-asset-price equilibriums raise price volatility and create price paths resembling periodic frenzies. Using equity data and a new panel data set of news counts for 23 emerging markets, Veldkamp shows that when asset market volatility increases, news coverage intensifies, and that more news is correlated with higher asset prices.

Brunnermeier and Parker introduce a tractable structural model of subjective beliefs. Forward-looking agents care about expected future utility flows, and hence are happier now if they believe that better outcomes are more likely. On the other hand, expectations that are biased towards optimism worsen decisionmaking, leading to poorer realized outcomes on average. Optimal expectations balance these forces by maximizing the lifetime well-being of an agent. The authors apply their optimal expectations framework to three different economic settings. In a portfolio choice problem, agents overestimate the return on their investment and may invest in an asset with negative expected excess return if sufficiently positively skewed. In general equilibrium, agents’ prior beliefs are endogenously heterogeneous, leading to gambling. Finally, in a consumption-saving problem with stochastic income, agents are both overconfident and overoptimistic, and consume more than implied by rational beliefs early in life.

Guvenen studies the asset pricing
implications of a parsimonious two-agent macroeconomic model with two key features: limited participation in the stock market and heterogeneity in the elasticity of intertemporal substitution. The parameter values for the model are taken from the business cycle literature and are not calibrated to match any financial statistic. Yet, with a risk aversion of two, the model is able to explain a large number of asset pricing phenomena, including: a high equity premium and a low risk-free rate; a counter-cyclical risk premium, volatility, and Sharpe ratio; predictable stock returns with coefficients and R² values of long-horizon regressions matching their empirical counterparts, among others. In addition, the model generates a risk-free rate with low volatility (5.7 percent annually) and with high persistence. Guvenen also shows that the similarity of her results to those from an external habit model is not a coincidence: the model has a reduced form representation which is remarkably similar to Campbell and Cochrane’s framework for asset pricing. However, the macroeconomic implications of the two models are quite different, favoring the limited participation model. Moreover, she shows that policy analysis yields dramatically different conclusions in each framework.

The positive correlation between purchasing power parity (PPP) investment rates and PPP income levels across countries is one of the most robust findings of the empirical growth literature. Hsieh and Klenow show that this relationship is driven almost entirely by differences in the price of investment relative to output across countries. When measured at domestic prices rather than at international prices, investment rates are barely correlated with PPP incomes. The authors find that the high relative price of investment in poor countries is attributable solely to the low price of consumption goods in poor countries. Investment prices are no higher in poor countries than in rich countries. These facts suggest that the low PPP investment rates in poor countries are not caused by low savings rates or by high tax or tariff rates on investment. Instead, poor countries appear to be plagued by low efficiency in producing investment goods and in producing exportables to trade for machinery and equipment.

After a recession, the aggregate labor market is slack: employment remains below normal and recruiting efforts of employers, as measured by vacancies, are low. A model of matching frictions explains the qualitative responses of the labor market to adverse shocks, but requires implausibly large shocks to account for the magnitude of observed fluctuations. The incorporation of wage-setting frictions vastly increases the sensitivity of the model to driving forces. Hall develops a new model of wage friction. The friction arises in an economic equilibrium and satisfies the condition that no market participant has an unexploited opportunity for unilateral improvement. The wage friction neither interferes with the efficient formation of employment matches nor causes inefficient job loss. Thus it provides an answer to the fundamental criticism previously directed at sticky-wage models of fluctuations.

Blanchard and Philippon develop three propositions: 1) Higher product and capital market competition and integration since the 1970s have led to a steady decline in rents and to smaller and briefer quasi-rents. 2) These changes are likely to increase efficiency and output in the long run, but it may take time for economic actors to fully understand them and to adapt. In the presence of collective bargaining and slow learning by unions, these changes can generate first a rise and then a decline in unemployment. This fits the general evolution of unemployment in Europe since the 1970s. 3) The speed of learning by unions is likely to depend on the degree of trust between labor and capital. The empirical evidence suggests that differences in trust can explain much of the difference in the evolution of unemployment across countries. Countries with lower trust have had more of an increase, and a later turnaround, in unemployment.

*
Feenstra and Hanson develop a simple model of international outsourcing and apply it to processing trade in China. They observe China's processing exports, broken down by who owns the plant and by who controls the inputs that the plant uses. Multinational firms engaged in export processing in China tend to split factory ownership and input control with managers in China: the most common outcome is to have foreign factory ownership but Chinese control over the inputs. To account for this organizational arrangement, the authors appeal to a property-rights model of the firm. Multinational firms and the Chinese factory managers with whom they contract divide the surplus associated with export processing by Nash bargaining. Threat-point payoffs are subject to a loss in human capital. In their benchmark estimates, this loss in human capital is estimated at 33-40 percent in all provinces except the southern coast, but only about 22 percent in Fujian, Guangdong, and Hainan. The probability of legal enforcement of contracts has a similar pattern and is lowest in the southern coastal provinces and highest in Beijing.

Au and Henderson model and estimate net urban agglomeration economies for cities. Economic models of cities postulate an inverted-U shape of real income per worker against city employment, where the inverted-U shifts with industrial composition across the urban hierarchy of cities. This relationship has never been estimated, in part because of data requirements. China has the necessary data and context. The authors find that the benefits of urban agglomeration are high: real incomes per worker rise sharply with increases in city size from a low level. They level out nearer the peak, but then decline very slowly past the peak. Au and Henderson find that a large fraction of cities in China are undersized, because of strong migration restrictions, and they find large income losses from these restrictions.

Boyardeu-Debray and Wei look at the financial side of Chinese economic development. One serious drawback of the Chinese financial system (beyond the bad-loans problem in its banking sector) may be the segmentation of the internal capital market, but it has not received much research attention. This paper fills the void, using two standard tools from international finance to analyze internal financial integration across 28 Chinese provinces from 1978-2000. The first test, proposed by Feldstein and Horioka (1980) and modified in the subsequent literature, examines the correlation between local investment and local saving. The second test, drawn from the risk-sharing literature, uses consumption data to evaluate financial integration. Both tests confirm a similar (and somewhat surprising) picture: capital mobility within China is low! More precisely, it is much lower than within financially integrated countries, such as Japan or the United States. In fact, the degree of interprovincial capital mobility within China is similar to the level observed across national borders among the OECD countries. Furthermore, the degree of internal financial integration appears to have decreased significantly, rather than increased, in the 1990s relative to the earlier period. Finally, the authors document that the govern-
ment (as opposed to the private sector) tends to systematically re-allocate capital from more productive regions to less productive ones. In this sense, a smaller role for the government in the financial sector might increase the growth rate of the economy.

The theory of market-preserving federalism stresses the importance of fiscal decentralization and the incentives of government on market development. Using a panel dataset from China, Jin, Quian, and Weingast investigate the changing fiscal relationship between the central and provincial governments before and after reform. They first find a much higher correlation, about four times, between the provincial government’s budgetary revenue collection and its budgetary expenditure after the reform than before the reform. This is evidence of much stronger ex post fiscal incentives for provincial governments. The authors also find that stronger ex ante fiscal incentives, measured by the contractual marginal retention rate of the provincial government in its budgetary revenue collection, imply faster development of the provincial economy. This is evidence of the impact of fiscal incentives on regional development. Finally, the authors compare federalism, Chinese style, to federalism, Russian style.

In a second and related paper, these authors use a panel dataset to investigate the central-provincial relationship during China’s reform. Here the two major empirical findings are: first, greater fiscal decentralization and stronger fiscal incentives — the latter measured in terms of higher (ex ante) provincial marginal revenue retention rate — imply faster development of non-state enterprises and more reform in state-owned enterprises in the province. Second, the political control of the central government, through the Communist Party, over provincial officials’ appointment has the opposite effect, but does restrict the provincial government’s excess investment. It is not as effective in curbing excess credit expansion, also a concern of the central government at the time.

Li presents statistical evidence of the pervasiveness of official diversion in China’s industrial planning bureaucracy under the dual-track system. The underpricing of in-plan goods and their ensuing shortage has led to gains from trade between officials who controlled the allocation of in-plan goods and customers willing to pay more than the plan prices. By diverting goods from the plan and reselling them at higher market prices, this corruption creates leaks in the plan. Using data from a survey of state-owned manufacturers supplemented by aggregate input-output data, Li finds that the leakage in the plan, which measures the size of official diversion, became statistically detectable after the introduction of the dual-track system in 1985 and increased sharply in the late 1980s. Estimates show that approximately one-third of all in-plan industrial output was diverted between 1987 and 1989.

*
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