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Health Care

Alan M. Garber*

Managed care has brought with it numerous changes in health care deliv-
ery and financing. These changes, and the shifts in incentives that they cre-
ate, can have important effects on the structure of markets for health care
delivery and ultimately for the types of health care delivered, its costs, and
outcomes. Most analyses of managed care compare HMOs and other man-
aged care plans to non-managed care plans. But as managed care becomes
more prevalent, its impact on the structure and functioning of the health
care system as a whole may become more important than differences
across plans.

In a body of work, Laurence C. Baker thus asks how managed care can
bring about widespread effects on health care markets and health care deliv-
ery. In two papers on health care spending,1 Baker finds that areas with high
levels of HMO market share spent less on fee-for-service Medicare benefi-
ciaries. Since prices for Medicare-covered services largely are fixed by regu-
lation under Medicare’s Prospective Payment System and physician fee
schedule, the lower expenditures probably reflect reductions in the intensity
of services that Medicare patients receive in areas with heavy penetration of
managed care. Furthermore, because the patients studied were covered by
the traditional fee-for-service Medicare program, the fact that their care
appears to be influenced by the presence of managed care plans suggests
that the managed care system can have important effects on the performance
of the entire health care system.

Changes in health care spending lead to questions about the mechanisms
by which managed care may affect expenditures on and outcomes of care.
In more recent work, Baker and Martin L. Brown of the National Cancer Insti-
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tute report2 that areas with high HMO
market shares saw consolidation in
mammography facilities through the
early 1990s. In other words, higher
market share areas had fewer mam-
mography providers, each doing
higher volumes. Because there are
significant economies of scale in pro-
viding mammography, consolidation
is associated with reductions in the
cost and often the price of mammo-
grams. But consolidation also could
harm patients if it made it more diffi-
cult to obtain the procedure. To
determine whether this occurred,
Baker and Brown study cancer diag-
noses and mortality rates. Although
they find that waiting times for
appointments were sometimes longer
in markets with greater consolidation,
they also find no evidence that can-
cers were diagnosed at later (and
more severe) stages, or that mortality
rates were higher, in such markets.

Two other recent studies by Baker
explore the impact of managed care
on the adoption of new technologies
and the related implications for costs
and health outcomes. Baker and Cia-
ran S. Phibbs study the relationship
between HMO market share and the
adoption of neonatal intensive care
units (NICUs). They report that areas
with high levels of HMO activity saw
slower adoption of NICUs than other
areas between 1980 and 1996.3 There
are different kinds of NICUs, though,
and HMOs appear to have little effect
on the adoption of high-level NICUs,
which offer the most advanced ser-
vices for the sickest newborns and
tend to be located in advanced teach-
ing hospitals. The strongest effect of
HMOs appears to be on the adoption
of mid-level NICUs, which provide
less sophisticated services and fre-
quently are located in smaller hospi-
tals that may be influenced by man-
aged care activity.

Reductions in NICU adoption also
may have produced cost savings.
Moreover, Baker and Phibbs report
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that reductions in mid-level NICU
availability seem to have improved
outcomes because they were associ-
ated with increases in the probability
that high-risk newborns would
receive care in high-level NICUs,
where outcomes are better. Interest-
ingly, this runs counter to the typical
assumption that managed-care
induced reductions in technology
availability are uniformly bad for
patients.

Baker has also examined the rela-
tionship between HMO market share
and the adoption of magnetic reso-
nance imaging (MRI) equipment dur-
ing the 1980s and 1990s.4 His results
suggest that high managed care areas
experience substantially slower
adoption and diminished MRI avail-
ability as compared to low managed
care areas. Reductions in adoption
accompany reductions in MRI uti-
lization, leaving open questions
about the impact of such reductions
on patient welfare, which hinge on
the value of the less-frequently used
MRI procedures in high managed
care areas.

Baker’s work builds the case that
changes in financial incentives and
other impacts of managed care can
have important effects on the struc-
ture and functioning of the health
care system. While each of his stud-
ies looks at different services, they all
tend to support the conclusion that
managed care has led markets
toward reductions in spending. None
of the studies show worse health
outcomes (although, of course, they
only include evidence for a small
number of the many health care ser-
vices that could be influenced). If
managed care can influence how the
health care delivery system is orga-
nized, then regulatory policy toward
it could benefit from a consideration
of the structural effects of managed
care as well as of the care delivered
by such plans per se.

One of the ways that HMOs are
believed to lower premium costs is

by restricting access to expensive
medical treatments. But according to
Daniel Altman, David M. Cutler, and
Richard J. Zeckhauser,5 HMOs do not
save money that way. After analyzing
data on 200,000 Massachusetts state
and local employees and family
members who are insured in a single
pool, they find that cost differences
arise because HMOs have a lower
incidence of diseases among their
generally healthier members and the
HMOs pay lower prices for the same
medical treatments, but not because
HMO members receive fewer expen-
sive treatments.

In other research Martin N. Baily
and I, reporting on a project carried
out as part of the McKinsey Global
Institute, examine the productivity of
health care in the treatment of four
conditions in the United States, Ger-
many and England: diabetes, gall-
stones, lung cancer, and breast can-
cer.6 This project looks at inputs used
and types of health care delivered,
along with overall resource utiliza-
tion and health outcomes. We report
that the United States generally uses
higher levels of inputs than England
and, with the exception of the man-
agement of diabetes, achieves better
health outcomes. Germany uses high
levels of resources for the various
conditions but does not achieve bet-
ter health outcomes. Much of the
apparent increased health care costs
for the management of these condi-
tions in the United States could be
attributed to higher prices for inputs,
rather than the use of higher levels of
each input.

Charles E. Phelps and I try to re-
solve controversies in the applica-
tion of cost-effectiveness analysis by
exploring the welfare theoretic foun-
dations of the technique, which is
used widely in studies of medical
care technologies.7 We use a stan-
dard von Neumann-Morgenstern util-
ity framework to show how a
cost-effectiveness criterion can be
derived to guide resource allocation

decisions, and how the criterion
varies with age, gender, income
level, and risk aversion. Although
cost-effectiveness analysis can be a
useful and powerful tool for resource
allocation decisions, we report that a
uniform cost-effectiveness criterion
applied to a heterogeneous popula-
tion is unlikely to yield pareto-opti-
mal resource allocations.

In a series of projects, Thomas E.
MaCurdy, Mark A. McClellan, and I
explore the costs and outcomes of
medical care among specific groups
of Medicare beneficiaries.8 We find
that the introduction of hospice care
and other services targeted toward
end-of-life care did little to slow the
rate of increase in Medicare expen-
ditures for the care of dying benefi-
ciaries. Further, the use of such forms
of care depended heavily on the
principal disease the beneficiary had
in the year preceding death.9 Finally,
Medicare patients who generated
large Medicare expenditures in one
year were also likely to generate
excess expenditures in subsequent
years, although this effect was atten-
uated by the high mortality rates
among high-cost beneficiaries.10

Martin S. Gaynor continues to
explore his long-standing interest in
incentives in health care organiza-
tions and has initiated a program of
research on competition and
antitrust policy in health care mar-
kets. William E. Encinosa, Gaynor,
and James B. Rebitzer11 examine the
role of social interactions in deter-
mining compensation incentives,
using data from medical group prac-
tices. They find that social interac-
tions matter, along with conven-
tional economic considerations such
as risk spreading and multitasking.
In a more recent paper,12 Gaynor,
Rebitzer, and Lowell J. Taylor use
detailed data from a large HMO to
examine the impact of physician
compensation incentives used by
HMOs. This particular HMO com-
pensated physicians using incentives
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based on a group target for
enrollees’ costs; one year, incentives
for quality were also introduced.
The results of this study are striking:
physicians respond strongly to the
HMO’s financial incentives by reduc-
ing costs. Larger groups are less
responsive to incentives, though.
Moreover, in the year that quality
incentives were introduced, no
apparent tradeoff between costs and
quality occurred. Groups that had
lower costs also had higher quality.
However, the measures of quality
used in this study were limited, so
other aspects of quality that were
not rewarded may have been
neglected or compromised. None-
theless, this paper provides some
intriguing initial evidence for the
intense policy debate about the pos-
sibility of managed care incentives
for physicians compromising the
patients’ quality of care.

In another body of work, Gaynor
examines competition in health care
markets and the implications for
antitrust policy. He and Deborah
Haas-Wilson have published a series
of reviews on the dramatic consoli-
dation that has occurred in health
care markets generally,13 and on ver-
tical relations14 and physician net-
works15 specifically. They conclude
that although consolidation gener-
ates some potential efficiency gains,
it may also seriously threaten com-
petition. In their analysis, Gaynor
and William B. Vogt propose a dif-
ferent method for analyzing compet-
itive conduct in hospital markets.16

They focus on testing differences in
competitive conduct between not-
for-profit and for-profit hospitals.
The issue of the competitive conduct
of not-for-profit hospitals has arisen
as such hospitals have defended
themselves successfully in some
prominent recent antitrust cases by
claiming that their not-for-profit sta-
tus implies they will not exercise
market power. Gaynor and Vogt
specifically analyze competition

between California hospitals17 and
find preliminarily that not-for-profit
hospitals do exercise market power,
although their deviation from com-
petitive pricing is less than that of
similar for-profits. They also find that
the demand facing individual hospi-
tals is quite responsive to price and
to travel time. These results, if they
are sustained by the final analysis,
have strong implications for hospital
antitrust policy. In particular, rather
than presuming that not-for-profit
hospitals will not exercise market
power, the presumption should be
that they will do so, thus shifting the
burden of proof in these cases.

Jean Abraham, Gaynor, and Vogt
also have examined competition in
hospital markets by considering how
the numbers of hospitals in isolated
local markets vary with the popula-
tion of those markets.18 Since entry
will occur only if it is profitable, and
since competition erodes profit mar-
gins, an increase in the local popula-
tion per hospital should be required
to obtain the profits necessary to sus-
tain entry in more competitive mar-
kets. Abraham and colleagues find
exactly that. Competition increases
with the number of hospitals in the
market, although none of the markets
they examine is perfectly competitive.

Abraham, Ashish Arora, Gaynor,
and Douglas R. Wholey examine the
factors determining HMO participa-
tion and enrollment in the Medicare
market.19 They find that HMO partic-
ipation is affected by the Medicare
payment rate, the HMO’s volume of
commercial enrollees, and the price
of Medigap policies in the area. The
implications are that while increased
HMO participation in Medicare can
be obtained via increasing payments,
such a policy is inefficient. In partic-
ular, increasing payments across the
board would result in excessive pay-
ments for some HMOs and too little
for others. A targeted subsidy
designed to cover the sunk costs of
entry would be a more efficient

method of inducing participation by
HMOs. These findings are especially
relevant because many HMOs have
exited the Medicare program in
recent years.

In a more theoretical paper,20

Gaynor, Haas-Wilson, and Vogt ex-
amine the optimality of competi-
tion in health care markets in the
presence of the distortion caused by
moral hazard from health insurance.
Since moral hazard leads to excess
consumption, it has been thought
that monopoly in health care markets
actually could improve matters by
increasing price and thus reducing
consumption. Gaynor, Haas-Wilson,
and Vogt show that under some stan-
dard assumptions this cannot be
true. Specifically, if health care prices
are lower, then an insurance policy
can be offered to consumers which
leaves their out-of-pocket health care
expenses unchanged and has a
lower premium. As a consequence,
this particular distortion in health
care markets does not affect the opti-
mality of competition, as previously
had been thought.

In a continuation of their work on
the legal system, regulation, and
health care markets, Kessler and
McClellan investigate the conse-
quences of medical malpractice lia-
bility reforms for medical treatment
decisions, health care costs, and
patient health outcomes. They ana-
lyze how statutory reforms to liability
law affect doctors’ and hospitals’
incentives to administer precaution-
ary medical treatments, and how
these changes in incentives interact
with the characteristics of health care
markets to affect the care of elderly
Medicare beneficiaries with heart dis-
ease. In one paper,21 they report that
malpractice reforms that directly
reduce providers’ liability lead to
reductions in both financial and non-
financial “malpractice pressures” fac-
ing physicians and hospitals. For
example, “direct” reforms –– such as
caps on total or noneconomic dam-
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ages –– reduce the share of claims
resolved with some compensation to
plaintiffs, the share of claims with
administrative and legal defense
expenses, and the share of claims
that take a long time to resolve. In
turn, these changes in incentives lead
to reductions in medical expendi-
tures, especially expenditures on
diagnostic treatments, with negligible
effects on mortality and rates of car-
diac complications. This implies that
direct reforms improve medical pro-
ductivity by reducing defensive med-
ical practices.

In a second paper,22 Kessler and
McClellan investigate the extent to
which liability reform affects medical
productivity in those areas where
HMOs are more widespread.
Because the optimal level of medical
malpractice liability depends on the
incentives provided by the health
insurance system, the rise of man-
aged care in the 1990s may affect the
relationship between liability reform
and productivity. For example, more
parsimonious practices associated
with managed care may have
reduced physicians’ incentives and
abilities to engage in defensive treat-
ment, thereby reducing the produc-
tivity-enhancing effects of liability
reform. The authors find that direct
reforms improve medical productiv-
ity in areas with either low or high
levels of managed care enrollment. In
addition, managed care and direct
reforms do not interact over the long
run in a way that is harmful to patient
health. However, at least for patients
with less severe cardiac illness, man-
aged care and direct reforms are sub-
stitutes: the improvement in produc-
tivity that can be achieved with direct
reforms is therefore smaller in areas
with high managed care enrollment.
The authors observe that these results
provide little evidence to support the
expansion of liability to HMOs on the
grounds that the overall level of lia-
bility is insufficient. But the conse-
quences of a reallocation of liability

from doctors and hospitals to HMOs,
if the overall level of malpractice
pressure were held constant, remain
unknown.

Kessler and McClellan have also
explored hospital competition and its
implications for the costs and quality
of care. Looking at Medicare claims
of elderly Americans with hospital
admissions for heart attacks,23 they
find that before 1991, hospital com-
petition led to higher costs and, in
some cases, lower rates of adverse
health outcomes. After 1990, compe-
tition led both to substantially lower
costs and to significantly lower rates
of adverse outcomes. As of 1991, it
was approximately 8 percent more
costly to be treated in the least com-
petitive fourth of hospital markets
than in the most competitive fourth.
The quality of care in competitive
markets was also higher. Patients in
the least competitive fourth of hospi-
tal markets experienced approxi-
mately 1.5 percentage points higher
mortality (that is, were more likely to
die) than those in the most competi-
tive areas.

Kessler and McClellan conclude
that increasing HMO enrollment over
the sample period partially explains
the dramatic change in the impact of
hospital competition for two reasons:
First, hospital competition unam-
biguously improves welfare through-
out their sample period in geo-
graphic areas with above-median
HMO enrollment rates. Second, point
estimates of the magnitude of the
welfare benefits of competition are
uniformly larger for patients from
states with high HMO enrollment as
of their admission date, as compared
to patients from states with low HMO
enrollment.

Kessler and McClellan suggest that
spillover effects from increasingly
efficient treatment of privately
insured patients may have affected
the treatment regimen of Medicare
patients by mediating the conse-
quences of hospital competition in a

way that enhances medical produc-
tivity. In particular, managed care
appears to increase efficiency by
reducing the tendency of hospital
competition to result in a “medical
arms race” of expenditure growth:
excessive spending on medical care
producing minimal benefits for
patients.

Darius Lakdawalla and Tomas J.
Philipson consider the forces that
determine the fraction of the market
that is nonprofit.24 Industries in which
private nonprofit production is pre-
sent and significant, such as health
care and education, account for
more than one-fifth of U.S. economic
activity. The authors argue that pre-
vious analyses of nonprofits have not
separated preferences for prestige,
service to the community, or size
rather than profit maximization from
the state-defined regulatory status of
nonprofit production. They claim
that this separation is crucial in pre-
dicting the underlying forces that
allow the coexistence of nonprofit
and for-profit production in an
industry, as well as predicting such
fundamental matters as the share of
nonprofit activity. According to the
authors, the share of nonprofit pro-
duction in an industry falls with the
share of the demand that is publicly
subsidized, rises with the total num-
ber of firms in the industry, and rises
with growth in the pace or extent of
cost reductions resulting from learn-
ing-by-doing. These predictions stem
from a basic aspect of regulatory
nonprofit choice that links the
degree of competition in a market
with the share of nonprofits: the
availability of economic profits under
for-profit status raises the cost of
choosing nonprofit status when such
a status is associated with a distribu-
tion constraint. Empirical evidence
based on U.S. states’ panel data for
the long-term care industry in 1989-
94 suggests that the predictions dis-
cussed here are valid.

Philipson, William H. Dow, and
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Xavier Sala-I-Martin investigate the
positive complementarities between
disease-specific policies introduced
by competing risks of mortality.25 The
incentive to invest in prevention
against one cause of death decreases
with increases in death rates from
other causes. This means that a spe-
cific public health intervention has
benefits other than the direct medical
reduction in mortality: it affects the
incentives to fight other diseases.
Thus the overall reduction in mortal-
ity in general will be larger than that
predicted by the direct medical
effects. The authors discuss evidence
of these cross-disease effects by
using data on neonatal tetanus vac-
cination from the Expanded Pro-
gramme on Immunization of the
World Health Organization.

Lakdawalla and Philipson also ana-
lyze how markets for old-age care
respond to the aging of populations.26

They consider how biological forces,
which govern the stocks of frail and
healthy persons in a population,
interact with economic forces, which
govern the demand for and supply of
care. They argue that aging may
lower the demand for market care
by increasing the supply of family-
provided care, which substitutes for
market care. By providing healthy
spouses, aging may increase the sup-
ply of family caregivers. Unexpect-
edly, this implies that relative growth
in healthy elderly males may contract
the long-term care market, while rel-
ative growth in healthy elderly
females may expand that market. The
authors use individual, country, and
national evidence on the U.S. market
for long-term care and find a negative
output effect of the growth in elderly
males. The novel effects of unbal-
anced gender growth among the
elderly appear important in explain-
ing the net decline in U.S. per capita
output of nursing home care over the
last 30 years, a decline that seems
remarkable given the simultaneous
rise in demand subsidies for long-

term care, declining fertility rates, ris-
ing female labor-force participation,
and the deregulation of entry barriers
to the nursing home industry.

Frank A. Sloan, V. Kerry Smith,
and Don H. Taylor have been study-
ing smoker information and risk per-
ceptions and their relationship to
smoking behavior. They are writing
a book, tentatively entitled Informa-
tion, Risk Perceptions, and Smoking
Behavior, as well as several journal
articles on the subject. Since smoking
is a major cause of death, morbidity,
and disability, the subject is of inter-
est in its own right. But the topic also
provides a window on a number of
larger questions of interest to econo-
mists and others. Why do people
engage or not engage in behaviors
that are potentially harmful to their
own health? How do people process
information that affects their risk per-
ceptions and ultimately their behav-
ior? What is the appropriate role of
government? Should the role be lim-
ited to informing people about the
probabilities associated with different
actions they take? Or should govern-
ment seek to intervene directly into
personal decisions, such as those
that are highly pertinent to individu-
als’ future health?

Individuals receive information
relevant to making decisions about
their health from the media, family,
friends, acquaintances, clergy, health
professionals, and others. They then
use such information to modify prior
beliefs. Sloan and his colleagues
focus on people who were 50 to 64
years of age when they entered the
study; at that age, people receive
personalized risk messages in the
form of “health shocks” that reflect
past decisions about their health. The
principal data for this study come
from the Health and Retirement
Study (HRS), focus groups consisting
of current and former smokers, and
a survey of current smokers in
Raleigh, North Carolina. The focus
groups and the survey duplicate

some of the questions from HRS,
allowing the investigators to learn
more about the formation of risk per-
ception and the effects of informa-
tion on the individual’s expectation
of living to age 75, a question asked
in the HRS.

In one paper based on this
research, Smith, Taylor, and Sloan
use four waves of HRS, spanning the
years 1992–8, to test whether
longevity expectations match actual
mortality at the individual level.27

They conclude that subjective beliefs
about longevity are consistent with
individuals’ survival patterns. After
accounting for the selected nature of
the sample of surviving respondents
for each wave of the HRS, the inves-
tigators find that observed deaths are
“signaled” through the lower
longevity expectations of respon-
dents in earlier interviews. Over time
the evolution of subjective beliefs
from those who later die displays a
consistent decline. In contrast, the
longevity expectations of survivors
on average are higher and approxi-
mately constant over the time span
observed by the panel. Longevity
expectations do respond negatively
to serious, new health shocks and to
increases in individuals’ functional
limitations. Thus, an individual’s
longevity expectation is a fairly accu-
rate index of a personal survival
probability. However, this subjective
probability does not serve as a suffi-
cient statistic, reflecting all the private
information people have about their
survival prospects. In the end,
though, the paper indicates that peo-
ple do have well-formed views about
their longevity prospects.

In another paper, the same authors
use the first two waves of the HRS
panel to determine how people use
new information acquired through
exogenous health shocks (for exam-
ple, a heart attack) in revising their
longevity expectations.28 Measuring
perceived risk as the likelihood of
living to age 75 or older, current

6. NBER Reporter Spring 2001



smokers are more pessimistic than
nonsmokers. Smokers also differ
from nonsmokers in using new infor-
mation to update their longevity
expectations. Smokers are particu-
larly sensitive to their own smoking-
related illnesses and to increasing
limitations in their ability to under-
take physical activities (for example,
walking a block, climbing stairs, lift-
ing ten pounds, and so on). Former
smokers and those who never
smoked react to a much wider range
of health-related signals, more
specifically to diseases that are not
smoking-related (for example, onset
of diabetes). One implication of
these findings is that generalized
messages about the hazards of smok-
ing may be less effective than infor-
mation about smoking-induced activ-
ity restrictions.

Sloan has also been studying alco-
hol use. In a book just published, he
and his coauthors investigate the rel-
ative effectiveness of alternative legal
approaches for curbing excessive
alcohol use and its effects, most par-
ticularly on drunk driving: adminis-
trative law, criminal law, and tort
law.29 Dram shop liability laws (tort
laws) impose an obligation on the
commercial server of alcohol to
monitor service to obviously intoxi-
cated adults and to minors. If these
individuals are served and cause an
accident, the server may be liable for
damages. For this study, 800 owners
or managers of bars and one or two
of their employees were surveyed,
along with police departments in the
locations where the bars were
located, state insurance departments,
state alcoholic beverage commis-
sions, and insurers that sell dram
shop liability policies. The major
result was that the threat imposed by
tort law was highly effective in mak-
ing commercial servers more cau-
tious in their serving practices; tort
was more effective on average than
the other types of law. Imposing tort
liability on commercial alcohol

servers clearly reduced motor vehi-
cle fatalities and curbed heavy use of
alcohol.
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Geert Bekaert and 
Campbell R.Harvey*

From 1980 to 1997, Chile experi-
enced average real GDP growth of
3.8 percent per year while the Ivory
Coast had negative real growth of 2.4
percent per year. Why? Attempts to
explain differences in economic
growth across countries have taken
center stage in the macroeconomic
literature again.1 Although there is no
agreement on what determines eco-
nomic growth, most of the literature
points out evidence of conditional
convergence. Poorer countries grow
faster than richer countries, once it is
taken into account that poor coun-

tries tend to have lower long-run per
capita GDP, for example, because of
the poor quality of their capital stock
(both physical and human). Jeffrey
Sachs and Andrew Warner2 have
argued that policy choices, such as
respect for property rights and open
international trade, are important
determinants of long-run growth.

There are some interesting differ-
ences between the two countries we
mentioned. First, the Ivory Coast has
a larger trade sector than Chile, but
the role of trade openness remains
hotly debated.3 Second, Chile liberal-
ized its capital markets, in particular
its equity market, to foreign invest-
ment in 1992. After the liberalization,
it grew by 6.4 percent a year. The
1980s and 1990s witnessed a number
of financial liberalizations. Given the
recent currency crises and their
adverse economic consequences,
what is the role of financial liberal-
izations and foreign capital flows in
the economic welfare of developing
countries? What effect did they have
on growth? Our recent work with
Christian Lundblad tries to answer
this question.

Why Would Financial
Liberalization Affect
Economic Growth?

There are a number of channels
through which financial liberalization
may affect growth. First, foreign
investors, enjoying improved bene-
fits of diversification, will drive up
local equity prices permanently,
thereby reducing the cost of capital.
We and Peter Henry4 show that the
cost of capital goes down after major
regulatory reforms. Writing with
Robin L. Lumsdaine,5 we also show
that a capital inflow leads to a per-
manent positive effect on equity
prices. Moreover, our work and
Henry’s6 indicates that investment
increases. If this additional invest-
ment is efficient, then economic
growth should increase. However, in
the aftermath of the recent crises,
some economists feel that foreign
capital has been wasted on frivolous
consumption and inefficient invest-
ment, undermining the benefits of
financial liberalization. 

Second, there is now a large liter-
ature on how improved financial
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over time (heteroskedasticity).
We are mainly interested in the t-

statistic on the liberalization indica-
tor variable. Since we have so little
time-series data, we also conduct a
Monte Carlo analysis to examine
how well this statistic behaves in
sample sizes similar to those avail-
able for our analysis, under the null
of a zero liberalization effect. We do
find that we have to raise the normal
cut-off values of the t-statistics some-
what before we can conclude that
there truly is a statistically significant
rejection of the null hypothesis of no
liberalization effect.

The Liberalization
Effect: Magnitude and
Robustness

In work with Lundblad,11 we con-
sider the liberalization effect in a
small sample of 30 emerging and
frontier markets as defined by the
IFC. We confirm many of the results
in the literature. For example, we
only observe convergence (a nega-
tive coefficient on initial GDP) when
variables used to control for long-run
per capita GDP are included in the
regression. We also observe that
many variables have the wrong sign
and seem to lack robustness across

specifications, confirming the analy-
sis of Ross Levine and David Renelt.12

One variable delivers a consistently
positive and mostly statistically sig-
nificant coefficient: the liberalization
indicator variable. Taken by itself,
financial liberalization leads to an
increase in average annual per capita
GDP growth of anywhere from 1.5
percent to as much as 2.3  percent

per year. When we factor in a host of
other variables that might also boost
economic performance, improve-
ments associated with financial liber-
alization still remain strong, 0.7 to 1.4
percent per year.

In more recent work with Lund-
blad,13 we expand our sample to 95
countries, including countries that
may not even have financial markets,
as well as developed countries. The
liberalization effect now has a cross-
sectional component that measures
the difference in growth between
segmented and financially open
countries, as well as a temporal com-
ponent (countries before and after
liberalization). It is this cross-sec-
tional dimension that has been the
main focus of the trade openness
literature.

Expanding our sample of coun-
tries strengthens our results. In
examining a number of different
samples (whose size depends on the
availability of control variables), we
find that the financial liberalization
effect is robust. We also consider an
alternative set of liberalization dates.
The main results are robust to these
alternative dates. Further, we carry
out a Monte Carlo experiment
whereby one country's liberalization
date is assigned randomly to another

country. This allows us to test
whether we are picking up some
overall growth effect in the late 1980s
and early 1990s (when the liberaliza-
tion dates are concentrated). The
Monte Carlo exercise shows that the
liberalization dates do not really
explain economic growth when they
are decoupled from the specific
country to which they apply. We also

markets and intermediation can
enhance growth7 and how financial
liberalization may promote financial
development. Furthermore, foreign
investors may also demand better
corporate governance to protect their
investments, reducing the wedge
between the costs of external and
internal financial capital, and further
increasing investment.8

Measuring the
Liberalization Effect on
Economic Growth

Most of the literature on growth
implements purely cross-sectional
techniques for measuring growth. The
nature of our question forces us to
introduce a temporal dimension into
the econometric framework. In work
with Lundblad,9 we propose a time
series panel methodology that fully
exploits all the available data to mea-
sure how much a financial liberaliza-
tion increases growth. We regress
future growth (in logarithmic form),
averaged over periods ranging from
three years to five years, on a number
of predetermined determinants of
long-run steady state per capita GDP,
including secondary school enroll-
ment, the size of the government sec-
tor, inflation, and trade openness, and
on initial GDP (measured in loga-
rithms) in 1980. The right-hand side
variables also include an indicator of
liberalization based primarily on the
analysis of regulatory reforms in our
most recent work.10

To maximize the time-series con-
tent in our regressions, we use over-
lapping data. For example, we use
growth from 1981 to 1986 and from
1982 to 1987 in the same regression.
We correct for the resulting correla-
tion in the model's residuals in the
standard errors. Estimating the model
by the Generalized Method of
Moments, we can allow adjustments
for correlations of residuals across
countries and different variances of
residuals both across countries and

“Taken by itself, financial liberalization leads to an increase
in average annual per capita GDP growth of anywhere from
1.5 percent to as much as 2.3 percent per year. When we factor
in a host of other variables that might also boost economic
performance, improvements associated with financial
liberalization still remain strong, 0.7 to 1.4 percent per year.”
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show that the effect is not related to
the world business cycle during
these years.

The Channels 
of Growth
Components of GDP

In work with Lundblad,14 we
attempt to discover what drives the
liberalization effect. First we confirm
the results of our earlier work and
Henry’s, showing that the ratio of
investment to GDP actually
increases. We also find that the ratio
of consumption to GDP does not
increase after liberalization. Indeed,
in a number of specifications, con-
sumption decreases significantly.
Given that we establish that GDP
growth increases, the claims about
frivolous consumption and ineffi-
cient investment cannot be generally
true. We find that the trade balance
decreases across all specifications.
Both imports and exports increase
after financial liberalizations, but
imports increase more than exports.
Interestingly, in our broadest sample,
we find a smaller government sector
after liberalization. However, with
more limited samples, there is little
evidence that a financial liberaliza-
tion is associated with a change in
the size of the government sector. In
the remainder of the paper, we try to
determine what variables capture the
liberalization effect.

Financial Liberalization
and Macroeconomic
Reforms

It is possible that financial liberal-
izations typically coincide with other
more macro-oriented reforms15 that
provide the source of increased
growth — not the financial liberal-
izations. However, when we add
variables capturing macroeconomic
reforms, such as inflation and trade
openness, the liberalization effect is
mostly not affected.

Financial Liberalization
and Financial Market
Development

A second possibility is that finan-
cial liberalization is the natural out-
come of a financial development
process, and that, consistent with
many endogenous growth theories,
it is financial development that leads
to increased growth. However, when
we add a number of banking and
stock market development indicators
to our regressions, the liberalization
effect is only reduced marginally.
Moreover, we find that financial lib-
eralization strongly predicts addi-
tional financial development, but that
the decision to liberalize does not
seem to be affected by the degree of
financial development. Hence, it is
likely that one channel through
which financial liberalization
increases growth is by its impact on
financial development.

Financial Liberalization
and the Cost of Capital

A third possibility is that the growth
effect is a pure cost-of-capital effect.
Unfortunately, the cost-of-capital
effect is very difficult to measure.
First, liberalization induces a structural
break in most financial data, making
the use of a financial model to mea-
sure the change in the cost of capital
after liberalization very difficult.16 We
use two imperfect proxies. Our first is
the dividend yield minus its mean
before liberalization (to capture cross-
country differences in tax regimes).
We have also argued that the change
in the dividend yield is a good mea-
sure of the permanent price effect that
induces the lower cost of capital after
liberalization.17 However, it also may
measure improved growth opportu-
nities. When we add the modified
dividend yield to our explanatory
variables, we find that the liberaliza-
tion effect is unchanged. The divi-
dend yield variable has the correct
sign (decreases in the cost of capital

lead to more economic growth), but
it is only marginally significant.

Our second proxy for the cost of
capital is the credit rating of the var-
ious countries. Claude Erb, Harvey,
and Tadas Viskanta argue that this
measure captures the cross-section
of expected returns well, especially
in emerging markets.18 Unfortunately,
it is also a measure of political insta-
bility, which has been shown to be
related to economic growth in
numerous studies. When we add the
credit rating to our regressions, the
liberalization effect declines, but not
by much. The credit rating variable
does have the expected sign and is
highly significant.

Functional Capital
Markets

A final possibility acknowledges
the imperfection of capital markets,
which drives a wedge between the
cost of internal and external capital19

and makes investment sensitive to
the presence of cash flows. Foreign-
ers may demand better corporate
governance that in turn reduces the
wedge between external and internal
costs of capital and drives up invest-
ment. To capture this, we use a vari-
able constructed by Utpal Bhat-
tacharya and Hazem Daouk,20 who
trace the implementation and
enforcement of insider trading laws
in a large number of countries. We
find that the enforcement of insider
trading laws has a positive effect on
growth and is statistically significant
in three of our four largest samples.
Importantly, it does not diminish the
impact of financial liberalizations on
economic growth. Another reason to
suspect that corporate governance
matters for growth prospects is that
we find larger liberalization effects
for countries with an Anglo-Saxon
legal system. Rafael La Porta and his
coauthors21 analyze the link between
corporate governance and legal
systems.
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Conclusions
Many papers have examined the

determinants of growth, especially
focusing on the role of macroeco-
nomic reforms and the development
of the financial sector. Our research
agenda has a simple message. It is
not just the existence of capital mar-
kets that is important for growth
prospects — it is crucial that these
capital markets be liberalized to
allow foreign investors to participate
and local investors to diversify their
portfolios across borders. Our
research shows that the financial lib-
eralization effect is not subsumed by
economic reforms or proxies for the
development of capital markets and
financial intermediation.

It is remarkable that the impact of
financial market liberalizations on
growth prospects has not received
more attention in the literature.
Indeed, we conducted a simple
experiment to assess the economic
impact of liberalization. We consid-
ered a hypothetical country that
moved from the 25th percentile to
the median in the cross-sectional
distribution of the variables that are
usually associated with economic
growth, for example, secondary
school enrollment. We also assumed
that the country experiences a finan-
cial liberalization. Given the results
of our estimation, the financial liber-
alization alone contributes 30 per-
cent of the total increased growth.
This is a very substantial contribu-
tion, especially considering the dra-
matic assumption of a quartile
advance in other variables associ-
ated with economic growth.

Finally, the conditional conver-
gence effect documented in the lit-
erature is much stronger once you
allow for a financial liberalization.
Our results suggest that a financial
liberalization allows many countries
to join the “convergence club”
much faster.

Our work on understanding the
channels of economic growth has
just begun. We believe the next step
is to examine firm level data. With
these data, we will be able to exam-
ine more closely the response of
investment and capital structure to
financial liberalization. With firm
specific expected cash flows, we will
be able to disentangle the cost of
capital and growth opportunity
effects after financial liberalizations.
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The Globalization of Production
Gordon H. Hanson*

Globalization is transforming the
ways in which nations interact.
National economies become inte-
grated as the flow of goods and cap-
ital across borders expands. In stan-
dard theoretical models, a fall in
trade barriers or transport cost trig-
gers an increase in trade between
producers in one country and con-
sumers in another country. Part of
what globalization entails is greater
international trade in final goods, but
that is by no means the whole story.
In the current environment, firms are
more able to fragment their opera-
tions internationally, locating each
stage of production in the country
where it can be done at the least
cost, and transmitting ideas for new
products and new ways of making
products around the globe.

My research examines how these
new aspects of globalization affect
labor markets, industry structure, and
industry location in national and
regional economies. When U.S. firms
fragment production internationally,
they typically move less skill-inten-
sive activities abroad and keep more
skill-intensive activities at home. For-
eign outsourcing of this type can
change the demand for skilled and
unskilled labor and alter the structure
of wages both at home and abroad.
In addition, when outsourcing
occurs between neighboring coun-
tries, such as the United States and
Mexico or Hong Kong and China,
the globalization of production raises
the incentive to produce in regions
with relatively low-cost access to for-

eign markets. Thus, it may alter the
location of economic activity inside
countries.

International Trade,
Foreign Outsourcing,
and Wage Inequality

Globalization has attracted a great
deal of academic attention in part
because it has coincided with dra-
matic changes in the structure of
wages in advanced countries.1 Since
the late 1970s, the real wages of
more-skilled workers in the United
States have risen steadily, while
those of less-skilled workers have
stagnated or even fallen.2 More trade
with low-wage countries is one pos-
sible factor behind rising wage
inequality. What complicates identi-
fying the impact of trade on wages is
that other profound shocks to labor
markets have occurred at the same
time. The advent of information tech-
nology, for instance, appears to have
increased the demand for skilled
labor and allowed firms to eliminate
many jobs performed by the less
skilled.3 In the absence of clear evi-
dence linking trade and wages, many
have attributed the rise in the skilled
wage gap to technological change.

Naturally, we would like to have
an empirical framework that allows
us to estimate the impact of trade
and technology shocks on labor
demand and wages at the same time.
This is particularly important where
international trade takes the form of
foreign outsourcing, since moving
less-skill intensive production activi-
ties abroad makes production at
home more skill-intensive. This may
be observationally equivalent to
changes in technology that are
biased in favor of skilled labor. A
large fraction of the growth in world

trade since the 1970s has taken the
form of trade in intermediate inputs,
in general, and foreign outsourcing,
in particular.4 To cite some well-
known examples, Nike outsources
production of its footwear to firms in
Asia, and Dell outsources production
of the components and peripheral
devices that make up its personal
computers to suppliers around the
world.

One surprising consequence of
foreign outsourcing is that it can
increase the demand for skilled labor
both at home and abroad. Suppose
firms in the skill-abundant United
States use firms in non-skill-abundant
Mexico to produce intermediate
inputs.5 We imagine that production
involves many stages, such as design,
parts production, and assembly, each
of which differs in terms of how
much skilled labor is required.
Assuming wages differ between the
two nations, we expect the United
States to specialize in high-skill tasks
and Mexico to specialize in low-skill
tasks. If U.S. firms outsource produc-
tion to Mexico, they will choose to
move the least skill-intensive activi-
ties that they perform. By moving
low-skill activities to Mexico, the
average skill intensity of production
rises in the United States. The same
also happens in Mexico, since Mex-
ico initially specializes in low-skill
tasks. Outsourcing from more skill-
abundant to less skill-abundant coun-
tries then raises the relative demand
and the relative earnings of skilled
workers in both, contributing to a
global increase in wage inequality.

The impact of foreign outsourcing
on the relative demand for skilled
labor appears to be quantitatively
important in both the United States
and Mexico. For the 1980s, when
wage inequality rose in both coun-
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tries, foreign outsourcing accounts for
15 to 20 percent of the increase in the
relative demand for skilled labor in
U.S. manufacturing industries and 45
percent of the increase in the relative
demand for skilled labor in Mexican
manufacturing industries.6

The main question of interest is
what is the relative contribution of
trade and technological change to
rising wage inequality in the United
States and elsewhere. To answer this
question, we need a measure of
technological change. One approach
is to capture changes in technology
by the upgrades that firms apply to
their production processes, through
investments in computers, communi-
cations equipment, and other high-
tech capital. For the United States,
foreign outsourcing and technologi-
cal upgrading may affect wages
directly by shifting production away
from unskilled workers and towards
skilled workers, thus raising the rel-
ative demand for skilled labor, and
indirectly by changing the relative
prices of goods that use less-skilled
labor intensively, thus changing the
relative demand for skilled labor.

By modeling how trade and tech-
nological upgrading affect product
prices and technology, we can
explain their direct and indirect
effects on wages. Using this
approach, we find that for U.S. man-
ufacturing industries during the
1980s, foreign outsourcing accounts
for 15 percent of the observed rise in
the skilled-unskilled wage gap and
that technological upgrading
accounts for 35 percent of this rise.7

For the United States, then, it appears
that both trade and technological
change have influenced wages, with
the latter having the larger effect.

Globalization and the
Location of Economic
Activity

Until recently, most research in
international economics ignored the

location of economic activity inside
countries. In fact, the majority of
industrial firms are located in cities
and produce goods for urban con-
sumers. In many industrializing
countries, such as Argentina, Mexico,
and Thailand, most industrial pro-
duction occurs in a single region or
city. Beginning in the early 1990s,
theoretical work in international
trade began to incorporate geogra-
phy into trade models.8 Some of my
recent research involves testing these
theories empirically.

Understanding the link between
trade, industrialization, and geo-
graphic concentration is important
because globalization and the spread
of digital technologies hold the
potential to dramatically alter where
people live and work. If lower com-
munication costs free individuals
from having to work in cities, then
advanced countries could de-urban-
ize. Further, if globalization contin-
ues to change national patterns of
industrial specialization, it could also
reorient the location of economic
activity inside countries.

Recent theory is based on the idea
that geographic concentration results
from a combination of increasing
returns to scale in production and
transport costs (broadly defined to
include all costs of doing business in
different locations). Increasing
returns to scale imply that larger
firms are more efficient than smaller
firms, creating an incentive to con-
centrate production in a few plants.
Transport costs imply that firms pre-
fer to locate near large consumer
markets. The interaction of these two
forces creates an incentive for indus-
trial firms to locate together, which
contributes to the formation of cities.

However, empirical work on why
industrial firms tend to cluster geo-
graphically has been plagued by
problems of identifying the underly-
ing causes of industry location: how
can we tell whether the existence of
New York City is attributable to

increasing returns to scale in pro-
duction or to the fact that there hap-
pens to be a natural port where the
Hudson River meets the Atlantic
Ocean? Both factors may be at work,
which makes it difficult to distinguish
the effects of increasing returns on
industry location from those of
region-specific characteristics, such
as climate and access to coastal
waterways.9

To identify factors that contribute
to the geographic concentration of
industry, we can use changes in
trade policy as a natural experiment.
Consider the recent liberalization of
trade in Mexico. In 1985, after a 40-
year experiment with protectionist
trade policies, Mexico suddenly elim-
inated most trade barriers. According
to recent theory, trade reform in
Mexico will lead to two changes in
the economy. First, positive transport
costs imply that firms will relocate
towards regions that have good
access to world markets. Given its
position in North America, the world
market for Mexico is mainly the
United States. Second, as industry
relocates, not all regions with access
to foreign markets will benefit. Since
firms desire to be near large concen-
trations of other firms, some low
transport-cost regions will grow but
others will not.

Following trade reform in Mexico,
employment has dramatically relo-
cated from the interior of the coun-
try to regions on the Mexico-U.S.
border.10 During Mexico’s period as a
closed economy, Mexico City was
the dominant industrial region in the
country. After trade liberalization,
Mexico City’s position as the coun-
try’s industrial heartland has dimin-
ished, while Mexican states on the
U.S. border have experienced rapid
economic growth, and new industry
centers have formed along the bor-
der. Regional industries in Mexico
have grown faster where they have
access to buyers and suppliers in
related industries.11 This suggests that
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as Mexico adjusts to trade reform, it
is shifting from an economy based
on a single diversified industry cen-
ter in Mexico City to one based on a
number of broadly specialized indus-
try centers in northern Mexico.

Trade reform in Mexico also has
implications for the location of eco-
nomic activity in the United States.
During the 1980s and 1990s,
employment growth in U.S. border
cities was higher where export pro-
duction in the neighboring Mexican
border city was also higher.12 This
suggests that the expansion of export
production in Mexico raises the
demand for goods made in nearby
U.S. locations. In other words, trade
between the United States and Mex-
ico contributes to the relocation of
industry inside the United States
towards the border. The debate sur-
rounding the North American Free
Trade Agreement (NAFTA) failed to
address the implications of free trade
for the intra-national location of eco-
nomic activity. These results imply
that NAFTA will contribute to the
expansion of the U.S. Southwest rel-
ative to the rest of the nation.

Trade liberalization also affects the
organization of industries. Consider
the case of apparel production in
Mexico. Under the closed economy,
the Mexican apparel industry was
organized around regional produc-
tion networks.13 Firms in Mexico City
specialized in high-skill tasks, such
as design and marketing, while firms
in outlying areas specialized in the
low-skill task of assembling apparel
items. This specialization pattern
reflected regional-wage differences
in Mexico. Wages were high in Mex-
ico City, where skilled labor was in
abundance and firms had good
access to information about the
national market, and wages were
low in outlying regions, where less-
skilled labor was in abundance and
firms had relatively poor access to
information about market condi-
tions. After trade reform in Mexico,

regional production networks have
been recreated on a global scale.14

The size of the market and the abun-
dance of skilled labor in the United
States make U.S. firms relatively effi-
cient in product design and market-
ing. Apparel assembly firms in outly-
ing regions of Mexico have severed
their ties to Mexico City and now rely
on U.S. firms for design and market-
ing services. This shift caused the
apparel industry in Mexico City to
contract and led to an expansion in
apparel assembly in outlying loca-
tions, particularly those on the
Mexico-U.S. border.

Future Directions
Global production networks are

certainly not confined to North
America. While U.S. outsourcing to
Mexico began in earnest in the
1980s, foreign outsourcing in Asia
has been active for more than three
decades. In the 1960s and 1970s,
Hong Kong was a major exporter of
apparel, footwear, and other labor-
intensive items, often producing
under subcontract for large buyers in
the United States, Europe, and Japan.
Since China began to open its econ-
omy to foreign trade and investment
in the late 1970s, Hong Kong has
begun to specialize in business ser-
vices for mainland China. Hong
Kong firms have moved most of their
manufacturing operations to the
mainland, in particular to the neigh-
boring province of Guandong, leav-
ing their management offices in
Hong Kong where they design and
market the goods that China pro-
duces. Hong Kong now distributes
about one-half of the manufacturing
exports that China produces.

Hong Kong’s role in intermediating
China’s exports is linked to informa-
tion costs in international exchange.15

Hong Kong traders appear to have an
informational advantage in trade with
China, which allows them to play the
role of middlemen in global
exchange. Important questions for

future work include how outsourcing
from Hong Kong to China affects
labor markets and industry structure
in these regions and in the rest of
Asia, and how changes in transport
costs and information technology
affect the nature of global outsourc-
ing networks.
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Eric A.Hanushek*

Education is of interest to many
economists because of its perceived
importance for a wide variety of eco-
nomic issues. But like others in soci-
ety, economists also have a personal
interest in education –– having been
students and perhaps taught them-
selves, having had children who are
students, and often having formed
strong opinions about educational
policy through their own experi-
ences. This combined professional

and personal interest in education
undoubtedly has heightened the
interest in school research and led to
stronger reactions to the policy impli-
cations of that research.

A major strand of my work con-
cerns what determines student
achievement –– what economists
generally would call part of “human
capital quality” –– and, most impor-
tantly, what role schools and govern-
mental policy play in this equation.
The results of this research reveal a
complicated picture of determining
factors that have subsequent implica-
tions for other areas of research and
policy undertakings.

However, overshadowing all other
findings is the fact that measurable
attributes of teachers and schools
bear little systematic relationship to
student performance. This finding is
controversial, at least partly because
of its policy implications.

Some Background

The concept of human capital,
while part of economics for several
centuries, has only recently become
central to both theoretical and empir-
ical analyses. In the 1960s and 1970s,
Theodore W. Shultz, Gary Becker,
and Jacob Mincer laid the foundation
of this theory. Their analyses framed
the issues of investment in individual
skills and provided insights into their
empirical relevance. However, most
early analysis concentrated on the
quantity of individual human capi-
tal—not the quality or its determina-
tion—and its implications for subse-
quent wages or health. Specifically,
the impact of schools on “quality”
was not addressed. In fact, the best
early study on the role of schools in
skill formation was conducted out-
side the field of economics in the
“Coleman Report.”1 This government
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publication, dictated by the Civil
Rights Act of 1964, suggested that
schools had little to do with human
capital as measured by cognitive
achievement. This pioneering analy-
sis focused on quality issues but con-
tained a variety of fundamental ana-
lytical flaws.2 The Coleman Report
commonly has been interpreted as
showing that “schools do not matter,”
because its analysis indicated that
family background, followed by peer
influence, and least of all school
attributes, determined student
achievement. While its methodology
was problematic, the report moti-
vated a broad inquiry into the role of
schools.

Analysis of Educational
Production

Economists naturally think in terms
of a production model, where school
and other influences go in and stu-
dent achievement comes out. How-
ever, the concept has been imple-
mented in a variety of ways.

The standard statistical analysis
relates student outcomes to family
profiles and observable characteris-
tics of schools and teachers. This
approach, which frequently relies on
schools’ administrative records, has
been applied to a wide range of U.S.
schools. But these studies failed to
reveal that school resources influ-
ence student performance in any sys-
tematic way, a finding I’ve devel-
oped in a series of papers.3 In close
to 300 studies examining the influ-
ence of class size reduction on stu-
dent performance, nearly equally bal-
anced positive and negative effects
were uncovered. The dearth of statis-
tically significant results (14 percent
on each side) also underscores the
fact that the vast majority of these
studies reveal no relationship at all.
Studies on teachers’ graduate educa-
tion and experience, as well as on
per-pupil spending, yield similar
mixed results. These findings, while
once surprising to many, have now

become the conventional wisdom.
The most significant misinterpreta-

tion of these standard studies — the
central problem with analyzing the
Coleman Report — is the conclusion
that schools do not matter in educa-
tion. Another closely related line of
research has pointed out the flaws in
that interpretation. Specifically, while
the commonly measured attributes of
teachers do not appear to be impor-
tant in any systematic way, there
remain large and consistent differ-
ences among teachers and schools.

Alternative statistical studies have
used a general fixed-effect approach
to estimation of teacher and school
quality. In this methodology, differ-
ences in the growth of student
achievement during a specific grade
are related to the student’s teacher.
These studies, which measure
teacher quality implicitly by the per-
formance of students, invariably find
large and significant differences
among teachers.4 Yet differences in
teacher quality still are unrelated to
the measured characteristics of
teachers, class size, and the like.

These estimated differences in
teacher quality reveal how strongly
teachers affect student achievement
(and justify many parents’ interest in
ensuring that their children are
placed with specific teachers). Varia-
tions resulting from teacher quality
dwarf those that result from class size
or from measurable characteristics of
teachers.5 Moreover, this research
demonstrates the ability of schools to
overcome deficits in family back-
ground, especially among low-
income students.6 The ability of
teachers to significantly affect the per-
formance of low achievers justifies
the historic attention to compen-
satory policies, although the policies
actually implemented have not been
very successful because they have
not focused on teacher quality.

Because greater resources are not
systematically related to higher
student performance, schools may

be inefficient. Greater inputs of
resources simply do not translate into
higher outcomes. This conclusion has
obvious implications for policy, since
many people want to use inputs, or
resources, to bring about desired
changes. These types of policies are
discussed below.

Controversies
The previous conclusions about

the lack of importance of measured
inputs to schools come from summa-
rizing the results of all the underlying
statistical studies (given minimal
quality criteria) that are available.
However, differences in the quality of
the studies will affect their conclu-
sions. Therefore some clear criteria
for quality need to be established.
First, studies must take into account
the varying education policies of the
50 states, recognizing that the states
are primarily responsible for organiz-
ing and funding schools. States differ
substantially in their funding
approaches, in labor laws, in teacher
certification and hiring requirements,
and more. Many standard studies of
educational production draw data
from across states, but fail to measure
the differences in these states’ policy
environments. Such studies suffer
from specification errors, and these
problems are compounded if aggre-
gate state level data are used.7

Second, studies should take into
account the educational background
of the students tested. Educational
policies are cumulative, so perfor-
mance of twelfth graders is the prod-
uct of more than just the instruction
they receive during that grade. How-
ever, many studies ignore the stu-
dents’ history, largely because of
missing data. To circumvent these
problems and to avoid some of the
largest missing-data issues, a number
of studies have estimated value-
added models: that is, models that
analyze achievement across a short
time span, such as a single grade, and
take into account the achievement of
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students at the beginning of the
analysis period.8

One way to understand the impor-
tance of these determinants of study
quality is to exclude studies that use
multistate data and to focus exclu-
sively on those with a value-added
design. When this is done, the evi-
dence that resources minimally affect
performance is even stronger.9

Another historical controversy,
largely moot at this time, relates to
the measurement of educational out-
comes. A majority of the studies of
student performance consider varia-
tions in test scores as the measure of
outcomes. The justification for this is
that tests reveal skills that are valued
in the labor market, as has been
shown in a variety of studies. How-
ever, an important 1992 study by
David Card and Alan B. Krueger
offered the possibility that the output
measure (test score) affected the con-
clusion about the inputs (education
quality). Card and Krueger found that
school resources have significant
effects when performance is mea-
sured by subsequent labor market
earnings rather than test scores.10

After considerable analysis and
debate, though, it appears that mea-
surement issues are not the most sig-
nificant cause of differences in
results.11 Direct analyses of resources
and earnings do not confirm the dif-
ferences; the variation appears to
result from other analytical differ-
ences.12 In fact, the findings for dif-
ferent measures of outcomes seem to
be qualitatively similar.13 Parallel
analysis finds similar results when
macroeconomic growth is the final
output; that is, measured achieve-
ment is important, but input mea-
sures are not.14

An entirely different approach to
uncovering the impacts of varying
school resources involves using ran-
dom assignment experimental
methodology for education studies.
The benefits of this approach have
been demonstrated in medical and

agricultural studies. Random assign-
ment to treatment and control groups
minimizes model misspecification
and bias in estimates of treatment
effect. A random assignment experi-
ment on class size reduction in Ten-
nessee has been interpreted as pro-
viding a strong case for the approach.
That experiment, Project STAR, found
that kindergarten students in small
classes (13–17 students) scored better
than those in regular size classes
(22–25 students).15 The gains were
relatively small and isolated in the
first year that students were in smaller
classes, though. Do these findings
seem to contradict prior studies that
show no systematic relationship
between class size and performance?
Krueger (1999) suggests that the
results indeed may be consistent with
prior econometric results because
many of the earlier studies may not
have been equipped to detect the
small effects of class size differences
that the STAR experiment did. Thus,
in a policy sense, the results need not
conflict because small gains from
very expensive programs do not
make such policies very attractive.
Nonetheless, on the methodological
side, random-assignment experi-
ments clearly have tremendous
advantages in assessing the effects of
these kinds of policies.

Equity and the
Financing of Education 

One of the most significant policy
issues of the past 30 years has been
how states should fund local schools.
While most states have used a com-
pensatory aid formula to ameliorate
some local governments’ difficulty in
raising taxes, these measures have
only partially solved the problem.
The issue became the subject of court
action in the 1960s with the Califor-
nia case of Serrano v. Priest. Suits in
many other states followed. As a
result, some significant narrowing of
spending variations occurred,

because of both court rulings and
independent legislative actions.16

Nonetheless, increased funding is not
closely related to school quality –– as
my research shows –– then changes
in spending are not likely to move us
toward more equitable provision of
education.17

Even though these court chal-
lenges have been going on for three
decades, there has been surprisingly
little direct analysis of their impacts.
The one study of the effect of the
original Serrano case on student
achievement found no lessening of
the variation in student outcomes
after spending was equalized across
districts.18 A broader analysis of the
distribution of earnings outcomes
related to variations in district spend-
ing across the United States similarly
finds no beneficial effect on the earn-
ings distribution except perhaps for
black females.19

Interpretations and
Puzzles

My research suggests that there is
inefficiency in the provision of
schooling; it does not indicate that
schools do not matter. Nor does it
indicate that money and resources
never affect achievement. The accu-
mulated research simply says that
there is no clear, systematic relation-
ship between resources and student
outcomes.

Is this surprising? Some would
argue that it is not plausible because
parents decide on school spending
and that fact alone should provide a
discipline to schools. But at the same
time, there are reasons why govern-
ment provision of resources may be
inefficient –– including lack of effec-
tive competition, bureaucratic deci-
sionmaking, the costs of moving to a
different school district, and the lack
of good measures for assessing the
“value-added” of schools. Clearly the
political economy of educational
decisionmaking needs further study.
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Any such research should also
include better information about the
character of household decisionmak-
ing, both in choosing school districts
and in supporting alternative policies. 

The main conclusion of my re-
search is that policy decisions should
not focus on school resources,
because the impact of resources on
student achievement is unknown at
this time. The solution is to establish
teacher incentives –– rewards or con-
sequences related to student out-
comes –– and then to permit local
schools to make appropriate
choices.20 Vouchers, merit pay, con-
tracting out, and the like may be
alternative ways to establish perfor-
mance incentives.

Unfortunately, not much is known
about alternative incentive schemes:
how to structure them and what
kinds of outcomes can be expected.
Schools currently have few, if any,
incentives for improving perfor-
mance (as measured by student out-
come). In addition, there is little
empirical data on the effectiveness of
incentive programs. Some is begin-
ning to be available –– for example,
from the Milwaukee voucher pro-
gram –– but it applies only to very
specific kinds of programs. 

A final issue is the implication of
these analyses for other kinds of stud-
ies.21 Most studies involving human
capital consider its effect on other
aspects of behavior. But the ineffi-
cient production of human capital
introduces natural measurement
problems. Direct spending is no
longer a good measure of quality
because it has no perceivable bearing
on performance. Further, families
have considerable influence on stu-
dent achievement, implying that
school resources are only part of the
equation. Both factors suggest that
measuring student achievement only
by resource investment could lead to
distortion.
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NBER Profile: Gordon H. Hanson

Gordon H. Hanson is Associate
Professor of Economics, Business
Economics and Public Policy, and
Corporate Strategy and International
Business at the University of
Michigan and a Research Associate of
the National Bureau of Economic
Research. He received his Ph.D. in
economics from MIT in 1992 and his
A.B. in economics from Occidental
College in 1986.

Prior to joining the University of
Michigan faculty, Hanson taught at
the University of Texas in Austin from
1992 to 1998. Hanson’s main research
area is international economics and
he teaches courses on the subject at
the undergraduate, MBA, and Ph.D.
levels. His current research addresses

how immigration and the globaliza-
tion of production affect wages,
employment, and industry structure
in Asia, Mexico, and the United
States.

Hanson also has worked as a con-
sultant for the World Bank, the Inter-
American Development Bank, the
Mexican Ministry of Trade, and the
U.S. Department of Labor. He is on
the Board of Editors of the American
Economic Review, the Journal of
International Economics, and the
Journal of Economic Geography.

Hanson and his wife, Caty, have
two daughters: Thea (3) and Carly
(1). In his free time, he enjoys skiing,
biking, and spending time with his
family.

NBER Profile: Eric A. Hanushek

Eric A. Hanushek is the Paul and
Jean Hanna Senior Fellow at the
Hoover Institution of Stanford
University and a Research Associate
of the National Bureau of Economic
Research. He is also a Senior Research
Associate at the Green Center for the
Study of Science and Society of the
University of Texas at Dallas.

Born in Lakewood, Ohio, in 1943,
Hanushek received his Bachelor of
Science degree from the U. S. Air
Force Academy in 1965 and his Ph.D
in economics from MIT in 1968. He
served in the air force from 1961–74.

Before joining the Hoover
Institution in 2000, Hanushek was
professor of economics and public
policy at the University of Rochester.
He joined the University of Rochester
faculty in 1978, having taught at Yale
University from 1975–8, and at the

U.S. Air Force Academy from 1968–73.
Hanushek’s research concentrates on
applied public finance and public
policy analysis with special emphasis
on education issues.

From 1983 through 1985, Hanushek
was Deputy Director of the Congres-
sional Budget Office. He was also a
Senior Staff Economist at the Council
of Economic Advisers (1971–2) and a
Senior Economist at the Cost of Living
Council (1973–4). Hanushek was
president of the Association for Public
Policy Analysis and Management in
1988–9, and in 1997 he was selected
to be a member of the International
Academy of Education.

Hanushek and his partner, Macke
Raymond, enjoy skiing, squash, and
looking after their large yellow dog,
Reckless.



Heckman and Pages document
the high level of job security protec-
tion in Latin American labor markets
and analyze its impact on employ-
ment. They show that job security
policies have a substantial impact on
the level and the distribution of
employment in Latin America, reduc-
ing employment and promoting

contracts, and changes in the sever-
ance payment structure, firing costs
diminished sharply. Simultaneously,
nonwage labor costs increased. Using
data on 10 sectors observed bi-
monthly between 1987 and 1997 and
data on establishments for 3 sub-
periods, the authors find that labor
costs have a negative and significant
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inequality. The institutional organiza-
tion of the labor market thus affects
both employment and inequality.

Saavedra and Torero analyze the
effect of several aspects of labor leg-
islation that were modified in Peru
after 1991. Through the progressive
elimination of job stability regula-
tions, the introduction of temporary

Conferences

Thirteenth Annual Inter-American Seminar on Economics 

The NBER ’s 13th Annual Inter-
American Seminar on Economics
took place in Santo Domingo, Costa
Rica on November 16–17. Sebastian
Edwards, NBER and University of
California, Los Angeles, and James J.
Heckman, NBER and University of
Chicago, organized this year’s pro-
gram around the topic “Micro-data
Research in Latin America”:

James J. Heckman, and Carmen
Pages, Inter-American
Development Bank, “The Cost of
Job Security Regulation: Evidence
from Latin American Labor Markets”
(NBER Working Paper No. 7773)

Discussant: Sebastian Edwards

Jaime Saavedra and Maximo
Torero, GRADE, “Labor Market
Reforms and Their Impact over
Formal Labor Demand and Job
Market Turnover: The Case of Peru”

Discussant: Costas Meghir,
University College London

Mauricio Cardenas, Fedesarrollo,
and Adriana D. Kugler, Universitat
Pompeu Fabra, “The Incidence of
Job Security Regulations on Labor
Market Flexibility and Compliance
in Colombia”

Discussant: Maria Carolina Leme,
IPEA, Rio de Janeiro

David H. Autor, NBER and MIT,

“Outsourcing at Will: Unjust
Dismissal Doctrine and the Growth
of Temporary Help Employment”
(NBER Working Paper No. 7557)

Discussant: Alan B. Krueger, NBER
and Princeton University

Orazio P. Attanasio, NBER and
University College London, and
Miguel Szekely, Inter-American
Development Bank, “A Dynamic
Analysis of Household Decision
Making in Latin America”

Discussant: Robert J. Willis,
University of Michigan

Maria Carolina Leme and Ricardo
Paes de Barros, IPEA, Rio de
Janiero, “The Case of Brazil”

Discussant: Petra E. Todd, NBER and
University of Pennsylvania 
(No detail was available on this pre-
sentation at the time of publication)

Jaime Saavedra and Martin
Valdivia, GRADE, “Household and
Individual Decisionmaking over the
Life Cycle: A First Look at Evidence
from Peruvian Cohorts”

Discussant: David Bravo,
Universidad de Chile

Derek A. Neal, NBER and
University of Wisconsin, “Life Cycle
Fertility and Welfare”

Discussant: Costas Meghir

Jere R. Behrman, Piyali
Sengupta, and Petra E. Todd,
University of Pennsylvania
“Progressing through PROGRESA:
An Impact Assessment of Mexico’s
School Subsidy Experiment”

Discussant: Maria Carolina Leme

Orazio P. Attanasio, Costas
Meghir, and Ana Santiago,
University College London, “Using
Economics to Understand the
Mexican PROGESA Program”

Discussant: Petra E. Todd
(No detail was available on this or
the next presentation at the time of
publication)

Cristian Aedo, ILADES,
“Evaluating the Chile Joven
Program”

Discussant: Jeffrey A. Smith, NBER
and University of Western Ontario

David Bravo, Dante Contreras,
and Gustavo Crespi, Universidad
de Chile, “Evaluating Training
Programs for Small-Scale
Entrepeneurs: A Pilot Study”

Discussant: Alan B. Krueger

David Bravo and Dante
Contreras, “The Impact of
Financial Incentives to Training
Providers: The Case of Chile Joven”

Discussant: Jeffrey A. Smith
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effect on labor demand. The coeffi-
cient of their measure of firing costs,
the expected severance payments, is
negative and significant, and it
decreases in the post-reform period.
After the reforms, the price and out-
put elasticities are larger and there is
evidence of a speedier adjustment in
labor demand. Using household sur-
veys for Lima, the authors also find
that mean tenure has fallen since
1992. The fall is larger—and statisti-
cally significant—for formal salaried
workers than for informal workers.

Cardenas and Kugler examine
the reduction in firing costs on worker
turnover in Colombia. Its labor mar-
ket reform of 1990, which reduced
severance payments substantially,
affected worker flows into and out of
unemployment and reduced sever-
ance payments for all workers hired
after 1990 and for those covered by
the legislation (formal sector work-
ers). The Colombian Household
Surveys provide information about
formal and informal sector activity
and allow for estimating hazard rates
for formal and informal workers,
before and after the reform. The
results indicate that hazard rates into
and out of unemployment increased
after the reform for formal sector
workers (covered by the legislation)
relative to informal workers (uncov-
ered). Moreover, the increase in
worker turnover was greater among
younger, more educated workers
employed in larger firms who were
likely to have been affected most by
the changes in the legislation.

The U.S. temporary help services
(THS) industry grew at 11 percent
annually between 1979 and 1995, five
times more rapidly than nonfarm
employment. Contemporaneously,
courts in 46 states adopted exceptions
to the common law doctrine of
employment at will, limiting employ-
ers’ discretion to terminate workers
and opening them to litigation. Autor
assesses whether the decline of

employment at will and the growth of
THS are causally related. To aid the
analysis, he considers a simple model
of employment outsourcing that
shows that firms will respond to
externally imposed firing costs by
outsourcing positions requiring the
least firm-specific skills rather than
those with the highest expected ter-
mination costs. Autor’s analysis indi-
cates that one class of exception, the
implied contractual right to ongoing
employment, led to 14 to 22 percent
growth in excess temporary help in
adopting states. Unjust dismissal doc-
trines did not significantly contribute
to employment growth in other busi-
ness service industries. The decline of
employment at will explains as much
as 20 percent of the growth of THS
between 1973 and 1995 and accounts
for 336,000 to 494,000 additional
workers employed in THS on a daily
basis as of 1999.

Income inequality in Latin America
has increased over the past several
years. Attanasio and Szekely ask
whether there is a supply-side expla-
nation for this experience. Spe-
cifically, they explore whether the
dynamics of inequality relate to life
cycle or to cohort effects, and they ask
what underlying household decisions
are behind these cohort and life-cycle
patterns. They also assess the role
played by labor force participation,
fertility, household arrangements,
household formation, investment in
education, and other related family
decisions, and compare these with
the role played by changes in the
returns to schooling.

Over the last 40 years, Peru has
achieved significantly lower fertility
and mortality rates, bringing popula-
tion growth rates down to less than
1.2 percent per year. These improve-
ments have led to a demographic
transition with lower dependency
ratios. Saavedra and Valdivia find
that household size is now smaller for
the younger cohorts, in all but the

households with less-educated heads.
To explain these differences, they
argue that reductions in fertility have
not yet reached the less-educated.
However, family living arrangements
appear to change throughout the life
cycle; for example, extended families
are more common for households
with very young (under 25) or older
(over 60) heads. The authors also
show that intergenerational family
arrangements over time limit the abil-
ity of the life cycle hypothesis to
explain household saving behavior.
Peruvian households, especially the
less-educated, smooth consumption
over the life cycle, not only through
the typical saving-dissaving mecha-
nism, but also by smoothing income.
Net cash transfers, or living arrange-
ments between parents and their off-
spring, play an important role in this
income smoothing.

Neal presents an economic model
that captures Wilson ’s general
hypothesis — marriage markets mat-
ter — while simultaneously fleshing
out details of the interactions between
sex ratios, male income, welfare gen-
erosity, and other factors that may
influence nonmarital fertility. Neal’s
model highlights how marriage mar-
kets and government aid programs
interact to determine choices about
marriage and fertility. It shows how
the existence of government aid
shapes the effects of changes in mar-
riage market conditions. Neal’s model
also illustrates how commonly used
regression models may yield infer-
ences about the links between mar-
riage market conditions and observed
family structures.

Behrman, Sengupta, and Todd
study the effects of a new antipoverty
program in Mexico called PROGRESA
that provides families with monetary
transfers contingent upon their chil-
dren’s regular attendance at school.
The benefit levels are intended to off-
set the opportunity costs of not send-
ing children to school and vary with
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the grade level and gender of the
child. The authors show that the pro-
gram effectively reduces drop-out
rates and facilitates progression
through the grades, particularly dur-
ing the transition from primary school
to secondary school. Their results also
indicate that if children were to par-
ticipate in the program between ages
6 and 14, the program would increase
average educational attainment levels
by 0.6 years and increase the share of
children attending secondary school
by about 19 percent.

Bravo, Contreras, and Crespi
establish a method of evaluation tai-
lored to training courses for small-
scale entrepreneurs. They also
develop measures of training success
and design a questionnaire. They pro-
pose a pilot evaluation; document the
selection of the samples (trained by

FUNDES Chile and a control group);
elaborate on the questionnaire and its
application; and finally report their
results.

Bravo and Contreras then offer
empirical evidence on the impact of
the introduction of a monetary incen-
tive in the Chile Joven (youth labor
training) Program. This program, ini-
tiated in 1991, focused on unem-
ployed low-income youths between
the ages of 15 and 24. Its goal was to
raise the probability of employment
of youths through job training and
work experience. Starting in 1995, a
financial incentive was added: an
additional quantity of money went to
training organizations for each bene-
ficiary of the program who carried out
his work experience under a labor
contract in a private firm. The authors
estimate that the probability that the

beneficiaries will finish the work
experience phase of their program is
11 percent. However, after controlling
for differences in age, gender, occu-
pational status, educational level, and
geographical location of the benefi-
ciaries, and for characteristics of the
training received, and differences in
the macroeconomic environment in a
particular year, the impact of the mon-
etary incentive appears closer to 8
percent. On the other hand, when the
authors estimate the impact using
Matching Techniques, which allows
the construction of a better control
group, the impact of the incentive
increases to 13 percent — again, mea-
sured as the probability of the change
in the labor status.

These papers will be printed in a
special issue of the Journal of
Development Economics.

The sixth in a series of country-spe-
cific meetings of the NBER Project on
Economic and Financial Crises in
Emerging Market Countries, directed
by NBER President Martin Feldstein
and Research Associate Jeffrey A.
Frankel, both of Harvard University,
took place in Cambridge on February
16. This gathering focused on
Malaysia and was organized by
Frankel, Dani Rodrik, NBER and
Kennedy School of Goverment, and
Wing Thye Woo, University of
California, Davis. Like earlier NBER
meetings on Mexico, Thailand, Brazil,
Korea, and Indonesia, this occasion
brought together academics, individ-
uals representing the country, inter-
national bankers, and government
officials in the hopes of developing
an in-depth understanding of
Malaysia’s economic situation.

The day-long meeting was divided
into four sessions. In Session 1, a
panel consisting of Jomo Kwame
Sundaram, University of Malaya,
Dwight Perkins, Harvard University,
Homi Kharas, the World Bank, and
Woo discussed the exchange rate sit-
uation in Malaysia prior to mid-1997.

In Session 2, the experts discussed
the currency contagion that occurred
between July 1997 and August 1998.
The panelists were Lin See Yan, LIN
Associates, formerly of the Reserve
Bank of Malaysia; Anoop Singh,
International Monetary Fund; Edwin
Truman, Institute for International
Economics and formerly of the U.S.
Treasury and the Federal Reserve
System; and Takatoshi Ito, an NBER
Research Associate on leave at the
Ministry of Finance of Japan.

In Session 3, panelists Nor Mohd

Yakop, the Malaysian Prime Minister’s
Department, Rodrik, Caroline
Atkinson, Council on Foreign
Relations and formerly of the U.S.
Treasury, and Yung Chul Park, Korea
University, considered the conse-
quences of imposition of controls on
capital outflows in September 1998. 

In the fourth session, Yusuke
Horiguchi, International Monetary
Fund, Zainal Aznam, Institute of
Strategic and International Studies,
David Malpass, Bear Sterns Co., and
Peter Garber, DeutscheBank Morgan
Grenfell, discussed the aftermath of
controls in 1999–2000 and the current
outlook.

A summary of the other meetings
appears on the NBER’s web site at
http://www.nber.org/crisis/. A
summary of this meeting will also be
provided at that site.

Malaysia



An inability to foresee the currency
crises of the 1990s led to the develop-
ment of “crisis early warning models.”
These models focused on a number of
variables, including the level and cur-
rency composition of foreign debt,
debt maturity, the weakness of the
domestic financial sector, the country’s
fiscal position, its level of interna-

tional reserves, political instability, and
real exchange rate overvaluation.
Edwards specifically investigates the
behavior of the current account in
emerging economies and its role, if
any, in financial crises. He develops a
dynamic model of current account sus-
tainability and bases his empirical
analysis on a massive dataset that cov-

ers over 120 countries during more
than 25 years. He also analyzes impor-
tant controversies related to the cur-
rent account, including the extent to
which current account deficits crowd
out domestic savings. 

Céspedes, Chang, and Velasco
consider optimal interest rate policies
in an open economy model, with bal-
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Currency Crisis Prevention

An NBER conference on Currency
Crisis Prevention organized by
Sebastian Edwards, NBER and
University of California, Los Angeles,
and Jeffrey A. Frankel, NBER and
Harvard University, took place on
January 11–13. This conference is
part of a larger NBER project on
Currency Crises in Emerging Market
Countries. More information about
the other parts of the project is
available at the NBER website at
www.nber.org/crisis.

The discussion focused on these
papers:

Sebastian Edwards, “Does the
Current Account Matter?”

Discussant: Alejandro Werner, Bank
of Mexico

Luis Felipe Céspedes, New York
University; Roberto Chang,
Rutgers University; and Andrés
Velasco, NBER and Harvard
University, “Balance Sheets,
Exchange Rate Regimes, and
Credible Monetary Policy”

Discussant: Nouriel Roubini, NBER
and New York University

Amartya Lahiri, University of
California, Los Angeles, and
Carlos A. Végh, NBER and
University of California, Los
Angeles, “Fighting Currency
Depreciation: Intervention or
Higher Interest Rates?” 

Discussant: Eduardo Borensztein,
International Monetary Fund

Enrique G. Mendoza, NBER and
Duke University, “Credit, Prices, and
Crashes: Business Cycles with a
Sudden Stop” and “Sudden Stop
Economics in an Equilibrium
Framework”

Discussant: Joshua Aizenman, NBER
and Dartmouth College

Giancarlo Corsetti, Yale University;
Paolo A. Pesenti, Federal Reserve
Bank of New York; and Nouriel
Roubini, “The Role of Large Players
in Currency Crises”

Discussant: Jaume Ventura, NBER
and MIT

Linda S. Goldberg, Federal Reserve
Bank of New York, “When Is U.S.
Bank Lending to Emerging Markets
Volatile?” (NBER Working Paper
No. 8209)

Discussant: Simon Johnson, MIT

Roberto Rigobon, NBER and MIT,
“Contagion: How to Measure It?”
(NBER Working Paper No. 8118)

Discussant: Enrique G. Mendoza

Kristin J. Forbes, NBER and MIT,
“How Important Is Trade in the
International Spread of Crises?” 

Discussant: Federico Sturzenegger,
Universidad Torcuato Di Tella

Ethan Kaplan, Harvard University,
and Dani Rodrik, NBER and
Harvard University, “Did the
Malaysian Capital Controls Work?”
(NBER Working Paper No. 8142)

Discussant: Liliana Rojas-Suarez,
Institute for International Economics

Rudiger Dornbusch, NBER and
MIT, “Was Malaysia Different?”

Discussant: Michael P. Dooley,
NBER and University of California,
Santa Cruz

Shang-Jin Wei, NBER and
Brookings Institution, and Yi Wu,
Georgetown University, “Negative
Alchemy? Corruption, Composition
of Capital Flows, and Currency
Crises” (NBER Working Paper
No. 8187)

Discussant: Martin Feldstein, NBER
and Harvard University

Robert Dekle, University of
Southern California, and Kenneth
M. Kletzer, University of California,
Santa Cruz, “Domestic Bank
Regulation and Financial Crises:
Theory and Empirical Evidence
from East Asia”

Discussant: Paolo A. Pesenti

Aaron Tornell, NBER and
University of California, Los
Angeles, “Financial and Monetary
Policies in an Economy with
Balance Sheet Effects”

Discussant: Charles W. Calomiris,
NBER and Columbia University

Anne O. Krueger, NBER and
Stanford University, and Jungho
Yoo, Korean Development
Institute, “Chaebol Capitalism and
the Currency-Financial Crisis in
Korea”

Discussant: Jorge Braga de Macedo,
NBER and OECD



ance sheet effects and overlapping
wage contracts. They conclude that
the optimal “flexible inflation target-
ing” policy under discretion involves
a floating exchange rate and the par-
tial reaction of home interest rates to
external shocks. This policy yields
higher welfare than one of strictly
fixed nominal exchange rates. Other
optimal inflation targeting policies
under discretion also dominate fixed
rates. These results hold in spite of the
credibility advantage of fixing, and in
spite of the presence of dollar liabili-
ties and balance sheet effects.

Central banks typically respond to
pressures on their currencies by a
combination of foreign exchange
market intervention and interest rate
changes. Lahiri and Végh build a
simple model of a small open econ-
omy in order to understand this
observed policy response and to
investigate the optimal mix of these
two policy instruments. Their model
has two crucial features. First, the
presence of nominal wage rigidities
provides an incentive for the policy-
maker to prevent nominal exchange
rate fluctuations. Second, the depen-
dence of some firms on bank finance
implies that higher domestic interest
rates extract an output cost. The out-
put effect of interest rate changes
implies that, in general, policymakers
would choose some combination of
interest rate policy and direct market
intervention to insulate the economy.
Moreover, in the presence of costly
intervention, the optimal policy
response also involves allowing some
currency fluctuation. 

“Sudden stops” of capital inflows
during emerging-markets crises have
triggered unusually large declines in
private expenditures, production,
asset prices, and prices of nontrade-
able goods relative to tradeable
goods. Mendoza suggests that these
occurrences may be features of the
equilibrium dynamics of a flexible-
price economy with imperfect credit
markets. Sudden stops occur when

real or policy-induced shocks make
liquidity constraints suddenly bind-
ing. Sudden stops are not reflected in
long-run business cycle co-move-
ments, but even so, their welfare costs
can be significant. Mendoza offers an
asset-pricing variation of his model as
one explanation of the asset-pricing
implications of sudden stops.

During recent episodes of financial
turmoil, both policymakers and inter-
national institutions have voiced con-
cerns about aggressive and possibly
manipulative practices by high-lever-
aged institutions and large traders.
Corsetti, Pesenti, and Roubini
address these concerns by consider-
ing the role of large players in cur-
rency crises. The presence of a large
trader may increase a country’s vul-
nerability to a crisis. As small investors
become more aggressive in their trad-
ing, a large trader’s impact on the
market depends not only on size, but
also on reputation for quality of infor-
mation. The authors present new
econometric evidence on the corre-
lation between exchange rate move-
ments and the portfolio positions of
big players, and undertake a com-
parative analysis of several recent cri-
sis episodes in Thailand, Hong Kong,
Malaysia, Australia, and South Africa.
This evidence is largely consistent
with the theory and does not contra-
dict the conventional wisdom about
aggressive practices by large traders.
However, the question of whether
and to what extent such practices are
destabilizing requires further analysis.

Using bank-specific data on U.S.
bank claims on individual foreign
countries since the mid-1980s,
Goldberg characterizes the size and
portfolio diversification patterns of
the U.S. banks engaging in foreign
lending. She also explores the deter-
minants of fluctuations in U.S. bank
claims on a broad set of countries.
Goldberg finds that U.S. bank claims
on Latin American and Asian emerg-
ing markets, and on industrialized
countries, are sensitive to U.S. macro-

economic conditions. When the
United States grows rapidly, there is
substitution between claims on indus-
trialized countries and claims on the
United States. The pattern of response
of claims on emerging markets to U.S.
conditions differs across banks of dif-
ferent sizes and across emerging mar-
ket regions. Moreover, Goldberg finds
that unlike U.S. bank claims on indus-
trialized countries, claims on emerg-
ing markets are not highly sensitive to
local country GDP and interest rates.

The empirical literature on conta-
gion has mainly used daily stock mar-
kets, interest rates, and exchange
rates to measure the propagation of
shocks across countries. Rigobon
evaluates some of the techniques that
frequently have been used to mea-
sure contagion. He argues that if the
data suffer from heteroskedasticity
(conditional or not), omitted vari-
ables, and simultaneous equation
problems, then the conclusions
drawn from most of the procedures
could be biased. He therefore sum-
marizes two new procedures devel-
oped to cope with these problems.
One is aimed at testing for the stabil-
ity of parameters, while the other esti-
mates the contemporaneous relation-
ship across countries consistently.
Finally, Rigobon estimates the con-
temporaneous transmission mecha-
nism between emerging stock mar-
kets and bond markets. He finds that
regional variables, as well as trade
linkages, provide one explanation for
the strength of the propagation of
shocks across bond markets, but
these variables are not as important
in stock markets.

Forbes examines the importance
of trade in the international transmis-
sion of financial crises. She explains
that trade can transmit crises via three
distinct, and possibly counteracting,
channels: a competitiveness effect
(when changes in relative prices
affect a country’s ability to compete
abroad); an income effect (when a
crisis affects growth and the demand
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for imports); and, a bargain effect
(when a crisis reduces import prices
and acts as a positive supply shock).
She then develops a series of statis-
tics that measure each of these trade
effects for a sample of 48 countries
during 16 crises between 1994 and
1999. Of particular interest is the com-
petitiveness statistic, which calculates
how each crisis affects exports from
other countries. Her results suggest
that countries that compete with
exports from a crisis country and also
export to the crisis country (that is,
experience both the competitiveness
and income effects) had significantly
lower stock market returns than other
countries. Although trade does not
fully explain stock market returns
during recent crises, these trade
effects are economically important
and have a much larger impact than
other macroeconomic variables.

The Asian financial crisis of 1997–8
wreaked havoc with the economies
of some of the world’s most success-
ful performers. Three of the worst
affected countries (Thailand, South
Korea, and Indonesia) were forced to
call in the International Monetary
Fund (IMF). In return for financial
assistance, these countries committed
to many structural reforms. Malaysia
took a different path, though. Instead
of going to the IMF, Malaysian author-
ities imposed sweeping controls on
capital-account transactions, fixed the
exchange rate at a rate that repre-
sented a 10 percent appreciation rel-
ative to the level at which the ringgit
had been trading, cut interest rates,
and embarked on a policy of refla-
tion. Kaplan and Rodrik ask
whether the Malaysian gamble paid
off. While Malaysia has recovered
nicely since the crisis, so have Korea
and Thailand, two countries that took
the orthodox path. They conclude
that some of the more pessimistic
prognostications about the conse-
quences of capital controls have not
been borne out, though. 

In September 1998, Malaysia
stepped up its restrictions on capital

outflows and mandated the repatria-
tion of offshore holdings in order to
defend the currency and to free mon-
etary policy from high offshore rates
and low rates at home. Dornbusch
asks whether Malaysia’s performance
was different from that of other crisis
countries. Specifically, did the imposi-
tion of capital controls make for a less-
hard landing? Dornbusch believes not.
The controls were imposed late in the
Asian crisis, when the situation in cri-
sis countries had started to improve.
Malaysia looked no different from
the averages of Korea, Thailand,
Indonesia, and the Philippines. How-
ever, Malaysia’s balance sheet situa-
tion was so much worse than that of
the other countries that perhaps, if not
for the controls, the outcome would
have been far worse. Dornbusch
reluctantly concludes that Malaysia is
not a good candidate for examining
the capital controls question; there is
no evidence that controls did short-
term damage, nor that they generated
short-term benefits. However, there is
ample evidence that capital controls
shifted attention away from the lead-
ership struggle.

Crony capitalism and self-fulfilling
expectations by international credi-
tors are often suggested as two rival
explanations for currency crisis. Wei
and Wu examine a possible link
between the two that so far has not
been explored: corruption may affect
a country’s composition of capital
inflows in a way that makes it more
likely to experience a currency crisis
triggered or aided by international
investors’ self-fulfilling expectations.
Using data on bilateral foreign direct
investment (FDI) and bilateral bank
loans, the authors find that corrupt
countries tend to have a particular
composition of capital inflows that is
relatively light in FDI. Earlier studies
have indicated that a country with
such a capital inflow structure is more
likely to run into a subsequent cur-
rency crisis (in part through self-ful-
filling expectations of the interna-
tional creditors). Thus, the authors

illustrate one particular channel
through which crony capitalism can
increase the chance of a currency or
financial crisis.

Dekle and Kletzer develop a
model of the domestic financial inter-
mediation of foreign capital inflows
based on agency costs. In their
model, a crisis evolves endogenously
as the banking system becomes
increasingly vulnerable through the
renegotiation of firm debts. Firm rev-
enues are subject to idiosyncratic
firm-specific technology shocks, but
there are no aggregate shocks. The
model generates dynamic relation-
ships between foreign capital
inflows, domestic investment, firm
debt, and the value of firm and bank
equity. Prior to a crisis, foreign capi-
tal inflows and bank debt rise relative
to investment and domestic produc-
tion. The aggregate portfolio of the
banking sector deteriorates, and the
total value of bank equities declines
progressively in proportion to the
portfolio for goods producers. The
authors compare the model’s impli-
cations for the behavior of the econ-
omy before and after crisis to the
experience of five East Asian coun-
tries. The comparison of three crisis
countries —Korea, Thailand, and
Malaysia — to two near crisis coun-
tries — Taiwan and Singapore —
lend support to the model.

Recent crises frequently have
erupted in emerging markets without
a major external shock and with
seemingly strong macroeconomic
fundamentals. In these episodes, a
small incipient reduction in capital
inflows has been followed by a sig-
nificant real exchange rate deprecia-
tion. Since debt was largely denomi-
nated in foreign currency, the
depreciation induced widespread
bankruptcies and a collapse of new
lending. Tornell presents a concep-
tual framework for evaluating some
of the seemingly destructive financial
and monetary policies implemented
in emerging markets. He emphasizes
that the policies implemented in
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Carlton and Chevalier examine
manufacturers ’ decisions about
whether and how to offer their prod-
ucts for sale over the Internet, focus-
ing on three types of products: fra-

grances, DVD players, and side-by-
side refrigerators. Their evidence sug-
gests that manufacturers who limit
distribution in the physical world also
use various mechanisms to limit dis-

tribution online. In particular, these
manufacturers attempt to prevent the
sale of their products by online retail-
ers who sell at deep discounts.
Furthermore, the authors show that

countries that have experienced
crises reflect neither sheer incompe-
tence nor outright corruption.
Moreover, he argues that some of the
policies adopted were second-best-
optimal given the environment faced
by emerging economies. Crises were
simply bad draws that did not have to
happen; they were the price that had
to be paid to attain faster growth. 

Krueger and Yoo focus on the
Korean experience and trace the roles
of the chaebol, the earlier history of
credit rationing and the buildup of
domestic credit and foreign indebt-
edness prior to the crisis, the opening
of the capital account, and the impact
of exchange rate depreciation on

financial crisis. The authors stress the
role of each of the key variables. For
example, if exchange rate deprecia-
tion were the largest factor leading to
the deterioration of the banks’ port-
folios, then resorting to a genuinely
floating exchange rate or preventing
uncovered liabilities denominated in
foreign exchange would greatly
reduce the likelihood of future crises.
Likewise, if bank lending practices
resulted in a rapidly increasing pro-
portion of nonperforming loans in the
banking system, even if the exchange
rate was not a significant factor, then
improving bank lending practices as
a preventive measure for future crises
becomes much more important. And,

if rigidities in the banking or financial
system resulting from failure to liber-
alize or regulate sufficiently were a
major contributor, then the policy
lessons might focus on the urgent
need for liberalizing and strengthen-
ing banking and financial systems in
emerging markets.

These papers will be collected in a
conference volume, Preventing
Currency Crises in Emerging Markets,
forthcoming from the University of
Chicago Press and edited by Edwards
and Frankel. In advance of publica-
tion, some of the papers will be avail-
able at “Books in Progress” on the
NBER’s web site, www.nber.org.

Conference on E-Commerce
The NBER’s first Conference on E-

Commerce, organized by Research
Associates Severin Borenstein,
University of California, Berkeley,
and Garth Saloner, Stanford
University, was held in Bodega Bay,
California on January 26 and 27. The
following papers were discussed:

Dennis W. Carlton and Judith A.
Chevalier, NBER and University of
Chicago, “Free Riding and Sales
Strategies for the Internet” (NBER
Working Paper No. 8067)

Discussant: David Genesove, NBER
and Hebrew University of
Jerusalem

Robert H. Gertner, NBER and
University of Chicago, and Robert
S. Stillman, Lexecon, Inc., “Vertical
Integration and Internet Strategies
in the Apparel Industry”

Discussant: Barry J. Nalebuff, Yale
University

Steven N. Kaplan, NBER and
University of Chicago, and Luis

Garicano, University of Chicago,
“The Effects of Business-to-Business
E-Commerce on Transaction Costs”
(NBER Working Paper No. 8017)

Discussant: Frank A. Wolak, NBER
and Stanford University

Paul Resnick, University of
Michigan, and Richard J.
Zeckhauser, NBER and Harvard
University, “Trust among Strangers in
Internet Transactions: Empirical
Analysis of eBay’s Reputation System”

Discussant: Garth Saloner

Rama Katkar, Northwestern
University, and David H. Lucking-
Reiley, Vanderbilt University,
“Public versus Secret Reserve Prices
on eBay Auctions: Results of a
Pokémon Field Experiment”

Discussant: Robert H. Porter, NBER
and Northwestern University

Erik Brynjolfsson and Michael D.
Smith, MIT, “Consumer Choice
Behavior at Internet Shopbot”

Discussant: Catherine D. Wolfram,

NBER and University of California,
Berkeley

Florian Zettelmeyer, University of
California, Berkeley; Fiona Scott
Morton, NBER and Yale University;
and Jorge Silva-Risso, J. D. Power
and Associates, “Internet Car
Retailing” (NBER Working Paper
No. 7961)

Discussant: Andrea Shepard, NBER
and Stanford University

Karen B. Clay and Eric D. Wolff,
Carnegie Mellon University, and
Ramayya Krishnan, Earlham
College, “Pricing Strategies on the
Web: Evidence from the Online
Book Industry”

Discussant: Hal R. Varian,
University of California, Berkeley

Austan Goolsbee, NBER and
University of Chicago, “Competition
in the Computer Industry: Online
versus Internet”

Discussant: Scott Stern, NBER and
MIT



manufacturers who distribute their
goods directly through manufacturer
web sites tend to charge very high
prices for the products. 

Gertner and Stillman study how
firms in the apparel industry have
adapted to the Internet. They choose
apparel because it is one of the lead-
ing categories of online sales and
because various types of organiza-
tional form exist within the industry.
For example, firms like The Gap are
vertically integrated, but many other
brands are owned by vendors and
sold mainly through department
stores and other third party retailers.
Using data from 30 firms, the authors
find that vertically integrated specialty
retailers tended to start online sales
sooner, regardless of whether the firm
had pre-existing catalog operations.
They also find that products of verti-
cally integrated specialty retailers and
catalog companies are more available
online than the products of noninte-
grated vendors. 

Kaplan and Garicano study the
changes in transaction costs related to
the introduction of the Internet in
transactions between firms (that is,
business-to-business [B2B] e-com-
merce). They argue that B2B e-com-
merce likely reduces coordination
costs and increases efficiency. The
authors classify these efficiencies into
three broad categories: process
improvements, marketplace benefits,
and indirect improvements. At the
same time, B2B e-commerce affects
incentive costs and possibly informa-
tional asymmetries. Using detailed
data from one Internet-based firm,
and less detailed data for one other
firm, they find that process improve-
ments and marketplace benefits are
potentially large. There is little evi-
dence that informational asymmetries
are more important in the electronic
marketplace than the existing physi-
cal ones, though.

One of the earliest and best-known
Internet reputation systems is run by
eBay, which gathers comments from
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buyers and sellers after each transac-
tion. Resnick and Zeckhauser
examine a large dataset from 1999 that
reveals several interesting features of
this system. For example, feedback
was provided more than half the time,
and it was almost always positive.
Reputation profiles predicted future
performance, but the net feedback
scores that eBay displayed encour-
aged overly positive assessments of
reputations and were far from the best
predictor available. Further, although
sellers with better reputations were
more likely to sell their items, they
enjoyed no boost in price, at least for
the two sets of items that the authors
examined. Finally, there was a high
correlation between buyer and seller
feedback, suggesting that the players
both reciprocate and retaliate.

Sellers in eBay auctions have the
opportunity to choose both a public
minimum bid amount and a secret
reserve price. Katkar and Lucking-
Reilly ask whether the seller is made
better or worse off by setting a secret
reserve above a low minimum bid, as
opposed to making the reserve pub-
lic by using it as the minimum bid. In
a field experiment, they auction 50
matched pairs of Pokémon cards on
eBay, half with secret reserves and
half with equally high public mini-
mum bids. The authors find that
secret reserve prices make sellers
worse off by reducing the probability
of the auction resulting in a sale,
deterring serious bidders from enter-
ing the auction, and lowering the
expected transaction price of the auc-
tion. They also show that some sell-
ers choose to use secret reserve prices
for reasons other than increasing their
expected auction prices.

Internet shopbots allow consumers
almost effortlessly to compare prices
and service levels of dozens of com-
peting retailers. Brynjolfsson and
Smith analyze the choices of 20,227
shopbot consumers who choose
among 33 competing retailer offers
for books over a sample period of 69

days. They find that consumers are
remarkably sensitive to how the total
price for goods is allocated among the
item price, the shipping cost, and tax;
consumers are also quite sensitive to
the ranking of retailer offerings with
respect to price. Even in this setting,
brand is important; in particular, con-
sumers appear to use brand as a
proxy for a retailer’s credibility in
terms of noncontractible aspects of
the product, such as shipping time.

Zettelmeyer, Morton, and Silva-
Risso investigate the effect of Internet
car referral services on dealer pricing
of automobiles in California. Using
data from J. D. Power and Associates
and Autobytel.com, a major online
auto referral service, they compare
online transaction prices to regular
“street” prices. They find that the aver-
age customer of this online service
pays approximately 2 percent less for
a car, which corresponds to about
$450 for the average car. Fifteen per-
cent of the savings is attributable to
making the purchase at a low-price
dealership affiliated with the web ser-
vice. The remaining 85 percent of the
savings seem to be a result of the bar-
gaining power of the referral service
and the lower cost of serving an
online consumer. Consumers who
indicate that they are ready to buy
within two days of going online pay
even lower prices. Consumers who
use the web do better than at least 61
percent of offline consumers, the
authors conclude.

Using data collected between
August 1999 and January 2000 cover-
ing 399 books, including New York
Times bestsellers, Clay, Krishnan,
and Wolff examine pricing by 32
online bookstores. Over the sample
period, they find no change in either
price or price dispersion. The New
York Times bestsellers have the low-
est prices as a fraction of the pub-
lisher’s suggested price, and the ran-
dom books have the highest prices.
The authors observe differentiation
(or attempted differentiation) in selec-
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Ferrie describes a new project that
links individuals from the Mortality
Schedules to the 1850 and 1860
Population Schedules of the federal
censuses. This makes it possible to
assess the link between individual
and household characteristics and the

probability of dying. The results
reveal a strong and negative relation-
ship between household wealth and
mortality in 1860 and a somewhat
weaker negative relationship be-
tween occupational status and mor-
tality in 1850. The findings suggest

that even when the U.S. population
was largely rural and agricultural,
changes in the distribution of income
and wealth would have had a large
impact on mortality rates and life
expectancies.

Lee examines the effects of socio-

tion in certain categories, overall
selection, and price. A few online
stores, usually branches of specialty
physical stores, focus on depth of
offering within a particular category
such as computer books, children’s
books, or religious books. Other full-
line stores focus on overall selection,
carrying 90 percent or more of the
books in the sample. For those offer-

ing low prices, most stores focus on
marginally undercutting Amazon, usu-
ally by 10 cents or less. As of January
2001, some of these stores have gone
out of business or changed their busi-
ness model, though, and the surviv-
ing ones still appear to be at risk.

Using a new data source on com-
puter purchases of almost 30,000 peo-
ple, Goolsbee estimates the relative

price sensitivity of individuals’ choice
of whether to buy a computer online
or in a retail store. Goolsbee finds that
the decision to buy online is sensitive
to the relative price of computers in
retail stores. Conditional on buying a
computer, the elasticity of buying
online with respect to retail store
prices is about 1.5.

Health and Labor Force Participation over the Life Cycle:
Evidence from the Past

The NBER held a conference on
“Health and Labor Force Participation
over the Life Cycle: Evidence from the
Past” in Cambridge on February 2 and
3. Dora L. Costa, NBER and MIT, was
the organizer and chose the follow-
ing papers for discussion:

Joseph P. Ferrie, NBER and
Northwestern University, “The Poor
and the Dead: Socioeconomic
Status and Mortality in the United
States, 1850–60”

Discussant: Richard H. Steckel,
NBER and Ohio State University 
Medical Discussant: Irwin
Rosenburg, Tufts University 

Chulhee Lee, Seoul National
University, “Exposure to Disease,
and Later Health and Mortality:
Evidence from Civil War Medical
Records” 

Discussant: Ann McCants, MIT
Medical Discussant: Nevin
Scrimshaw, NBER and United
Nations University 

Sven E. Wilson, Brigham Young
University, and Clayne L. Pope,

NBER and Brigham Young
University, “The Height of Union
Army Recruits: Family and
Community Influences” 

Discussant: Claudia Goldin, NBER
and Harvard University
Medical Discussant: Irwin Rosenburg

Daniel Scott Smith, University of
Illinois, Chicago, “Seasoning,
Disease Environment, and
Conditions of Exposure: New York
Union Army Regiments and Soldiers” 

Discussant: Michael R. Haines, NBER
and Colgate University
Medical Discussant: Charles Holmes,
Partners HealthCare System

Werner Troesken and Patricia
Beeson, University of Pittsburgh,
“The Significance of Lead Water
Mains in American Cities: Some
Historical Evidence”

Discussant: Rebecca Menes, NBER
and George Mason University
Medical Discussant: Nevin Scrimshaw

Sven E. Wilson, “The Prevalence of
Chronic Respiratory Disease in the
Industrial Era: The United States,

1895–1910” 

Discussant: John Brown, Clark
University
Medical Discussant: Charles Holmes

Mario Sanchez, University of
Chicago, “Geographical Mobility
and the Effect of Migration on the
Life Expectancy of Union Army
Veterans“ 

Discussant: Robert Margo, NBER
and Vanderbilt University

Chen Song, University of Chicago,
and Louis Nguyen, Washington
University, St. Louis, “The Effect of
Hernias on the Labor Participation
of Civil War Veterans”

Discussant: Peter Blanck, University
of Iowa

Tayatat Kanjanapipatkul,
University of Chicago, “The
Pensions and Labor Force
Participation of Civil War Veterans
and Nonveterans”

Discussant: William J. Collins, NBER
and Vanderbilt University
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economic factors and local disease
environments on the medical experi-
ences of Union army recruits while in
service. The results suggest that prior
exposure to unfavorable epidemio-
logical environments reduced the
chances of contracting and dying
from disease while in service. Farmers
and rural residents, who were health-
ier on average prior to enlistment
because of their greater isolation from
other people, were more likely to suc-
cumb to illness and to die from dis-
ease than nonfarmers and urban
dwellers. Native recruits were subject
to a greater risk of suffering illness
than were foreigners, who were
exposed to more infectious diseases
during the course of immigration.
More significantly, recruits from a
county with a higher child death rate
were less likely to contract disease
than those from a low-mortality
county. A closer examination of
cause-specific mortality suggests that
the most important link between the
extent of prior exposure to disease
and later health is the different degree
of immunity against pathogens. An
alternative explanation is that people
who lived in an unhealthy environ-
ment were better aware of how to
avoid contracting disease than those
with little experience of disease. The
relationship between the extent of
exposure to disease prior to enlist-
ment and health while in service was
stronger for the regiments organized
from the Midwest and mid-Atlantic
states and weaker for the regiments
from New England and the South,
presumably reflecting the regional
differences in the severity of military
missions, the extent of urbanization,
and climate.

Wilson and Pope explore the
early-life determinants of adult
stature using a sample of 5,692
Union army recruits who were suc-
cessfully linked to the U.S. Census of
1850 and were still children at that
date. Potential early-life correlates of
height include family-level factors

(father’s wealth, occupation, migra-
tion history, maternal literacy, and
family size) and community-level
factors (population, percent foreign
born, school attendance rate, literacy
rate, mortality rate, and level of man-
ufacturing). The authors use county-
level aggregate data to proxy the
effect of community-level forces;
they find particularly strong negative
effects of population and the level of
manufacturing. They also confirm
previous work that shows the advan-
tages of children growing up on
farms, but they find that parental
wealth has only a very modest effect.
Somewhat surprisingly, the effect of
county population is particularly
strong within the farming class; this
suggests the importance of exposure
to disease rather than access to high-
quality food that comes with popu-
lation density. The results also reveal
significant catch-up growth between
ages 16 and 20, with growth in this
sample occurring at twice the rate
that it occurs today. Thus, children
in the antebellum North not only
attained a smaller stature than mod-
ern populations, but also grew at a
much slower average rate.

Smith analyzes a variety of indi-
vidual and collective influences on
disease mortality for 7,409 New York
State soldiers and 258 regiments or
other military organizations during
the Civil War. He finds that individ-
ual soldiers and units shared the
mortality experience associated with
common place of origin, region of
service during the war, and regiment.
For example, soldiers from rural
areas and men whose regiments
served in the lower Mississippi Valley
or along the Gulf of Mexico had ele-
vated death rates from disease. Men
who became Confederate prisoners
of war suffered extremely high dis-
ease mortality. Smith argues that a
seasoning process — that is, moving
from one location to another
enhancing the risk of death during
the first period of residence in a new

environment — was at work,
because death rates declined with
duration of service in the military.
Background characteristics had the
greatest influence on mortality dur-
ing the initial year in the army.
Finally, “disease environments”
could be quite small. Enlisted men
died from disease at three times the
rate of officers. Since officers lived
apart from the men, this differential
is consistent with an emphasis on
shared circumstances, rather than on
individual factors.

Troesken and Beeson explore
how many U.S. cities used lead
water delivery services during the
late nineteenth and early twentieth
centuries and what factors influ-
enced that choice. Their results indi-
cate that 70 percent of all cities with
populations greater than 30,000 in
1900 used lead service mains exclu-
sively or in combination with some
other type of main. The probability
of using lead water mains was posi-
tively correlated with city size, a
Midwestern location, and public
ownership (publicly owned water
companies used lead more often
than did private water companies).
The authors also explore how the
use of lead service mains affected
morbidity around the turn of the
twentieth century. After deriving data
from a large sample of Union Army
veterans whose health was assessed
when they applied for pensions,
Troesken and Beeson find that
Union army recruits living in cities
that used lead service mains experi-
enced more ailments associated with
low levels of lead exposure, such as
increased dizziness and hearing
problems. They did not suffer from
more serious ailments associated
with high levels of lead exposure,
such as kidney problems, though.

In the late nineteenth and early
twentieth centuries, several trends —
including very rapid urbanization
and industrialization and a tenfold
increase in cigarette production



between 1880 and 1910 — may have
significantly affected the epidemiol-
ogy of chronic respiratory diseases.
Wilson uses actual physician diag-
noses from 1895–1910 to character-
ize the prevalence of chronic
conditions in both the upper and
lower respiratory system, including
asthma and chronic obstructive pul-
monary disease (COPD), which is
indicated as either emphysema or
chronic bronchitis. Taking data from
the medical exams performed on
over 17,000 Union army veterans as
they entered the pension system and
applied for increases in support, he
finds that the age-specific prevalence
of respiratory disease (as measured
by the percent of the sample ever
diagnosed) among the Civil War vet-
erans increased sharply between
1895 and 1910. Prevalence of both
upper and lower respiratory condi-
tions in the Civil War veterans gen-
erally increased with the size of the
veterans’ city. Farmers had higher
rates of illness, probably because of
lower mortality, but also because
they were exposed to a variety of
organic agents that may have caused
respiratory disease. There were
strong regional differences in the
prevalence of upper respiratory dis-
ease (as in modern times), with a
lower prevalence in the New
England and the mid-Atlantic states.
Other than the high rates among
farmers, occupational differences in
disease were not pronounced,
although laborers had consistently
lower rates of COPD and asthma
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than artisans or professionals did.
Sanchez discusses the Union Army

Migration Data set, a panel dataset of
postbellum residential histories for
17,017 Union army veterans. The
data, obtained from information that
the recruit or his family provided to
the Pension Bureau, are fairly repre-
sentative of northern white males of
military age during the Civil War. To
learn how mobile postbellum
Americans were, Sanchez estimates a
rate of mobility across the life cycle.
Integrating this rate over a ten-year
interval, his results compare to those
found using samples linked across
censuses of population. Sanchez then
tests the hypothesis that the migration
experience influenced the life
expectancy of those who moved by
exposing migrants to a stressful envi-
ronment. He confirms that, after con-
trolling by age, occupation, and
urban-rural status of the location of
origin, the hazard risk of dying was
28 percent higher for migrants.

Song and Nguyen study workers’
decisions to retire when confronted
with health problems. Using the
Union Army Census Data by linking
the 1900 Census to the 1910 Census,
and then using a groin hernia as a
proxy for poor health, the authors
find only weak evidence of the influ-
ence of hernias on the labor force
decisions of the Civil War veterans.
Age and monthly pension awards
were both significantly positive pre-
dictors for retirement, though. Strong
regional effects on retirement for vet-
erans in the West and the Midwest rel-

ative to those residing in the
Northeast were estimated, but there
seemed to be no difference in the
propensity to retire between veterans
in the less versus more manually
demanding occupations. These find-
ings suggest that the presence of a
groin hernia did not influence labor
force decisions as much as age,
wealth, and regional factors. 

Kanjanapipatkul examines the
impact of Civil War pensions on the
labor force participation of the war’s
veterans and nonveterans. There is a
substantial difference in the partici-
pation rate among the pensioners,
closely corresponding to the variation
in pension income. Pensions account
for as much as a 15 percent reduction
in the participation rate. The author
also finds a significant impact of
health and occupation, which sup-
ports previous findings about the
declining elasticity of retirement with
respect to pensions. Furthermore, a
comparison of the participation rate
between veterans and nonveterans
reveals a strong regional difference in
retirement behavior. The lower par-
ticipation rate of Union veterans who
received the pensions was not caused
only by the pensions, but also by the
lower participation rates in the north-
ern states.

These papers and discussions will
be published by the University of
Chicago Press in an NBER Conference
Volume. Its availability will be
announced in a future issue of the
NBER Reporter.

�
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The TIAA-CREF Institute’s fifth
annual Paul A. Samuelson Award for
Outstanding Scholarly Writing on
Lifelong Financial Security has been
given to NBER Faculty Research
Associate Nicholas Barberis of the
University of Chicago’s Graduate
School of Business for a study cau-
tioning investors that the long-term
performance of the stock market and
the expected returns from equities
are more uncertain than is generally
believed. His paper, “Investing for
the Long Run When Returns Are
Predictable,” was published in the
Journal of Finance in February 2000.

The Samuelson Award is deter-
mined by an independent panel of
judges and is administered by the

TIAA-CREF Institute, the research and
educational arm of TIAA-CREF. The
Institute’s fields of interest include
pensions and retirement; corporate
governance; investment products and
strategy; higher education financing
and trends; health, life, and long-term
care insurance; and financial literacy.
The award was named after Nobel
Prize winner Paul Samuelson in
honor of his achievements in the field
of economics, as well as for his ser-
vice as a CREF trustee from 1974–85.
It carries a $20,000 prize. 

The judges also awarded
Certificates of Excellence to the
authors of two books: NBER
Research Associates Price V.
Fishback and Shawn E. Kantor,

University of Arizona, for A Prelude
to the Welfare State: The Origins of
Workers’ Compensation, published
by the University of Chicago Press;
and NBER Research Associate John
B. Shoven, Stanford University, and
coauthor Sylvester J. Schieber,
Watson Wyatt Worldwide, for The
Real Deal: The History and Future of
Social Security, published by the
Yale University Press. Each of these
authors received a $1,000 prize.

The awards were presented by
John H. Biggs, TIAA-CREF chairman,
president, and CEO, at a January 5,
2001, reception held at the Allied
Social Science Association’s annual
meeting in New Orleans.

NBER Research Associate R. Glenn
Hubbard, a professor of economics
and finance at Columbia University
and its Graduate School of Business,
was nominated by President Bush to
chair the Council of Economic
Advisers. Hubbard received his Ph. D.
in Economics from Harvard Univer-
sity in 1983, taught at Northwestern
University until 1988, and then joined
the Columbia economics faculty. He
also served as deputy assistant secre-
tary of the U.S.Treasury Department
in 1990–1.

Lawrence Lindsey, President
Bush’s chief adviser on economic
issues during the campaign, was also
an NBER researcher after receiving
his doctorate in economics from
Harvard. He now heads the National
Economic Council.

President Bush has announced his
intention to nominate NBER Research
Associate John B. Taylor, currently the
Mary and Robert Raymond Professor
of Economics at Stanford University,
as Under Secretary of Treasury for
International Affairs. Taylor was a

member of the Council of Economic
Advisers in 1989–91.

The President also has announced
his intention to nominate NBER
Research Associate Mark B. McClellan,
a professor of economics at Stanford
University, as a member of the Council
of Economic Advisers and an adviser
to the National Economic Council for
health care policy.

Other NBER researchers are
expected to be appointed to eco-
nomic posts in the Bush Adminis-
tration in the coming months.

Bureau News

NBER Researchers Head to Washington

TIAA-CREF Awards Go to NBER Researchers



Kraay, Loayza, Serven , and
Ventura ask how countries hold their
financial wealth. They construct a
database of 68 countries’ claims on
foreign and domestic capital and inter-
national borrowing and lending from
1966 to 1997. The authors find that a
small amount of capital will flow from
rich countries to poor countries.
Further, countries’ foreign asset posi-
tions are remarkably persistent and
generally take the form of foreign
loans rather than foreign equity. In the
presence of reasonable diminishing
returns and production risk, the
authors show that the probability that
international crises will occur twice a
century is enough to generate a set of
country portfolios that are roughly
consistent with the data.

Diamond and Rajan examine the
effects of shortages of liquid assets
on a banking system. They charac-
terize the kinds of problems that can
arise and the types of interventions
that might be appropriate. They also
point out the dangers of the wrong
kind of intervention, such as infus-
ing capital when the need is for liq-
uidity, as well as the practical diffi-
culty of telling what is needed in
some situations.

Greenwood, Yorukoglu, and
Seshadri examine the impact of the
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consumer durable goods revolution
that began at the dawn of the last cen-
tury. They argue that this revolution
liberated women from the home.
After developing a model of house-
hold production in which house-
holds must decide whether to adopt
the new technologies and whether a
married woman should work, they
conclude that this model explains the
rise in married female labor-force
participation that occurred in the last
century.

Moskowitz and Vissing-
Jorgensen document that invest-
ment in private equity is extremely
concentrated. Yet despite the very
poor diversification of entrepreneurs’
portfolios, the authors find that the
returns to private equity are similar to
the returns on public equity. Given
the large premium required by
investors in public equity, why do
households willingly invest substan-
tial amounts in a single privately-held
firm with a worse risk-return tradeoff?
The authors conclude that private
nonpecuniary benefits of control
must be large or entrepreneurs must
greatly overestimate their probability
of success.

There are two striking aspects of
the recovery from the Great Depres-
sion in the United States: the recov-

ery was very weak and real wages in
several sectors rose significantly
above trend. Cole and Ohanian
evaluate whether New Deal
cartelization policies designed to
limit competition among firms and
increase labor bargaining power can
explain the persistence of the
Depression. They develop a model
of the intra-industry bargaining
process between labor and firms that
occurred with these policies. They
conclude that New Deal cartelization
policies are an important factor in
accounting for the post-1933
Depression. Further, the key de-
pressing element of New Deal poli-
cies was not collusion per se, but
rather the link between paying high
wages and collusion.

U.S. stock prices have risen much
faster than GNP during the postwar
period. Between 1960 and 2000, the
value of equity relative to GNP more
than doubled. McGrattan and
Prescott use a standard growth
model to show that economic theory
predicts this rise in equity prices.
Changes in taxes, primarily in taxes on
dividends, account for the large
change in equity prices. Theory also
can account for the fact that stock
returns have been much higher than
bond returns over the postwar period.

Economic Fluctuations and Growth
The NBER’s Program on Economic

Fluctuations and Growth, which is
directed by Robert E. Hall of Stanford
University, met on February 3 at the
Federal Reserve Bank of San Fran-
cisco. Ricardo Caballero, NBER and
MIT, and John Cochrane, NBER and
University of Chicago, organized the
meeting and chose these papers for
discussion:

Aart Kraay, Norman Loayza, and
Luis Serven, World Bank, and
Jaume Ventura, NBER and MIT,
“Country Portfolios” (NBER Working
Paper No. 7795)

Discussant: Fernando E. Alvarez,
NBER and University of Chicago

Douglas W. Diamond and
Raghuram G. Rajan, NBER and
University of Chicago, “Liquidity
Shortages and Banking Crises”

Discussant: Nobuhiro Kiyotaki,
NBER and London School of
Economics

Jeremy Greenwood and Mehmet
Yorukoglu, University of Rochester,
and Anath Seshadri, University of
Wisconsin, “Engines of Liberation”

Discussant: Robert J. Gordon, NBER
and Northwestern University

Tobias J. Moskowitz and Annette
Vissing-Jorgensen, University of
Chicago, “The Private Equity Puzzle”

Discussant: Deborah J. Lucas, NBER
and Northwestern University

Harold L. Cole and Lee E.
Ohanian, University of California,
Los Angeles, “New Deal Policies
and the Persistence of the Great
Depression: A General Equilibrium
Analysis”

Discussant: Alan C. Stockman,
NBER and University of Rochester

Ellen R. McGrattan and Edward
C. Prescott, Federal Reserve Bank
of Minneapolis, “Taxes, Regulations,
and Asset Prices”

Discussant: Robert E. Hall
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Chevalier and her coauthors
examine the retail and wholesale
prices of a large supermarket chain in
Chicago over seven and a half years.
They show that prices tend to fall dur-
ing the seasonal demand peak for a
product and that changes in retail
margins explain most of those price
changes. In other word, markups
are counter cyclical. The pattern
observed in this data is consistent
with “loss leader” models of retailer
pricing and advertising competition.
Manufacturer behavior plays a more
limited role in the counter-cyclicality
of prices.

Jin and Leslie examine the effect
on firm behavior of increased prod-
uct information to consumers. They
show that mandatory disclosure of
hygiene grades – required by Los
Angeles County in 1998 – causes
restaurants to increase hygiene qual-
ity by an average of 5.3 percent. They
find little difference between these
results and those obtained with vol-
untary but verifiable disclosure.
Economic incentives drive these
results: average restaurant revenue is
higher because of the introduction of
grade cards, and the increase in rev-
enue is higher for restaurants with
better hygiene quality grades.

Before portability of 800, or toll
free, phone numbers, a customer had
to change numbers to change service
providers. This imposed significant
switching costs on users, who gen-
erally invested heavily to publicize
these numbers. In May 1993, a new
database made 800-numbers port-
able. Viard uses contracts for virtual
private network (VPN) services to
test how AT&T adjusted its prices for
toll-free services in response to porta-
bility. He finds that AT&T reduced
margins for toll-free calls (both
switched and dedicated) under VPN
contracts as the portability date
approached, implying that the
switching costs under non-portabil-
ity made the market less competitive.
Portability also lowered margins for
toll services because of cross-subsi-
dization across services within con-
tracts. Viard’s results suggest that,
despite toll-free services growing
rapidly during this time period,
AT&T’s incentive to charge a higher
price to “ locked-in” consumers
exceeded its incentive to capture
new consumers in the high switching
costs era of non-portability.

Sorensen uses detailed data on
retail pharmacy transactions to make
inferences about the nature and inten-

sity of consumer search for prescrip-
tion drugs. He estimates that for a typ-
ical prescription, approximately 10
percent of consumers price shop.
However, variation in this estimated
search intensity across drugs is sub-
stantial and appears to be consistent
with explanations based on rational
search. For example, price shopping
is more prevalent for maintenance
medications than for one-time pur-
chases, presumably because the ben-
efits of finding a low price are magni-
fied for prescriptions that are
purchased repeatedly. The cost of
conducting an exhaustive price search
is about $15 for the average consumer,
and search costs are substantially
lower among females than males.

Slade examines market power in
U.K. brewing, an industry that has
witnessed a number of recent merg-
ers and has been scrutinized by both
U.K. and EU authorities. She estimates
two classes of demand equations and
approximates marginal costs in three
different ways. Finally, she compares
various notions of industry equilib-
rium. It turns out that the most impor-
tant decision from the point of view
of market-power assessment is the
choice of demand model. Different
classes of demand equations yield

Industrial Organization
The NBER’s Project on Industrial

Organization, directed by Nancy L.
Rose of Stanford University, met at the
Bureau’s California office on February
10. Rose and her co-organizer, Susan
Athey of NBER and MIT, chose the
following papers for discussion:

Judith A. Chevalier and Anil K
Kashyap, NBER and University of
Chicago, and Peter Rossi, Univer-
sity of Chicago, “Why Don’t Prices
Rise During Periods of Peak
Demand? Evidence from Scanner
Data” (NBER Working Paper
No. 7981)

Discussant: Robert Porter, NBER and
Northwestern University

Philip Leslie, University of
California, Los Angeles, and Ginger
Jin, University of Maryland, “The
Effects of Disclosure Regulation:
Evidence from Restaurants”

Discussant: Daniel Kessler, NBER
and Stanford University

Brian Viard, Stanford University,
“Do Switching Costs Make Markets
More or Less Competitive? The Case
of 800-Number Portability”

Discussant: Chris Knittel, Boston
University

Alan T. Sorensen, University of
California, San Diego, “Price
Dispersion and Heterogeneous
Consumer Search for Retail
Prescription Drugs”

Discussant: Florian Zettelmeyer,
University of California, Berkeley

Margaret Slade, University of
British Columbia, “Assessing Market
Power in U.K. Brewing”

Discussant: Steven T. Berry, NBER
and Yale University
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Grace and Phillips investigate the
states’ incentives for providing insur-
ance regulation in an efficient man-
ner. Regulation of the U.S. insurance
industry is unique because it is con-
ducted primarily at the state level
while the majority of insurance sales
are interstate. Consistent with predic-
tions from the federalism literature,
the authors find evidence of trans-
state externalities: states with small
domestic insurance markets are less
efficient producers of insurance reg-
ulation and appear to allow states that
choose to expend the greatest re-

sources to regulate for them. In addi-
tion, states with more profitable
domestic insurers export greater lev-
els of regulation, suggesting that
extraterritorial regulation may erect
barriers to entry. The authors find
increasing economies of scale in the
production of insurance regulation
after they control for these regulatory
externalities. Taken together, their
results suggest that aggregating the
production of regulation to a multi-
state or federal level may resolve a
number of inefficiencies in the cur-
rent system.

Epermanis and Harrington ana-
lyze growth in premiums surround-
ing ratings changes by the A. M. Best
Co. during 1992–6 for a large panel of
property liability insurers. Their
analysis generally provides evidence
of significantly lower revenue growth
in the year of and the year after down-
grades for insurers whose ratings
were downgraded. The evidence of
revenue declines is strongest for firms
that had relatively low ratings (below
A-) prior to being downgraded. The
authors also find that rating upgrades
were accompanied by increased

very different predictions concerning
elasticities and markups; within a
demand-model class, all methods of
assessing market power result in sim-

ilar predictions concerning industry
performance. Both differentiation
among firms in the brewing industry
and their small number endow the

industry with the power to charge
prices in excess of marginal costs, but
Slade finds no evidence of collusion.

Insurance
The NBER’s Insurance Research

Group met in Cambridge on February
16. Kenneth A. Froot, NBER and
Harvard University and Howard C.
Kunreuther, NBER and University of
Pennsylvania, organized this program:

Martin F. Grace and Richard D.
Phillips, Georgia State University,
“The Allocation of Governmental
Regulatory Authority: Federalism
and the Case of Insurance
Regulation”

Discussants: Dwight Jaffee,
University of California, Berkeley,
and John Major, Guy Carpenter
& Co.

Karen Epermanis, University of
Hartford, and Scott E. Harrington,
University of South Carolina,
“Financial Rating Changes and
Market Discipline in Property
Liability Insurance” 

Discussants: James Ament, State
Farm Fire & Casualty Co., and
Paul R. Kleindorfer, University of
Pennsylvania

Jeffrey R. Brown, NBER and
Harvard University, Olivia S. Mitchell,
NBER and University of Pennsyl-
vania, and James M. Poterba, NBER
and MIT, “The Role of Real Annuities
and Indexed Bonds in an Individual
Accounts Retirement Program” 

Discussants: James Garven, Baylor
University, and Richard Meyer,
Harvard University

J. David Cummins, University of
Pennsylvania, and Olivier Mahul,
INRA, “Managing Catastrophic Risk
with Insurance Contracts Subject to
Default Risk” 

Discussant: Richard Derrig,
Automobile Insurers Bureau of
Massachusetts 

Gordon Woo, Risk Management
Solutions, “Territorial Diversification
of Catastrophe Bonds” 

Discussants: Paul Freeman, The
World Bank, and Kenneth A. Froot

Howard C. Kunreuther and
Mark Pauly, University of
Pennsylvania, “Ignoring Disaster:
Don’t Sweat the Big Stuff”

Discussants: Steve Goldberg, USAA
Property & Casualty Insurance
Group, and Sendhil Mullainathan,
NBER and MIT

Robert J. Willis and Lee A. Lillard,
University of Michigan, “Cognition
and Wealth: The Importance of
Probabilistic Thinking”

Discussants: Olivia Mitchell, and
Thomas Russell, Santa Clara
University
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growth in premiums. Overall, mater-
ial market discipline appears to exist
for rated insurers despite guaranty
fund protection and other factors that
dull consumer incentives to seek safe
insurers, and despite insurer incen-
tives for efficient risk management. 

Brown, Mitchell, and Poterba
explore four issues concerning annu-
itization options that retirees might
use in the decumulation phase of an
individual accounts retirement saving
system. First, they investigate the
operation of both real and nominal
individual annuity markets in the
United Kingdom. The widespread
availability of real annuities in the
United Kingdom dispels the argu-
ment that private insurance markets
could not provide real annuities to
retirees. Second, they consider the
current structure of two inflation-
linked insurance products available
in the United States, only one of
which proves to be a real annuity.
Third, the authors evaluate the poten-
tial of assets such as stocks, bonds,
and bills to provide retiree protection
from inflation. Because real equity
returns have been high over the last
seven decades, a retiree who
received income linked to equity
returns would have fared very well
on average. Nevertheless, the authors
cast doubt on the “inflation insur-
ance” aspect of equities, since it is
mainly attributable to stocks’ high
average return and not to stock
returns moving in tandem with infla-
tion. Finally, they assess potential
retiree willingness to pay for real,
nominal, and variable payout equity-
linked annuities. They conclude that
people would value a variable pay-
out equity-linked annuity more
highly than a real annuity because
the additional real returns associated
with common stocks more than com-
pensate for the volatility of prospec-
tive payouts. 

Cummins and Mahul develop a
model of optimal contracting for

financing large, infrequent events in
which the payoffs are subject to both
default risk and basis risk. Full insur-
ance above a deductible is optimal
when both parties have the same per-
ception of the seller’s default risk.
When this perception differs, the opti-
mal insurance design depends on
behavioral concepts that are standard
in the literature of insurance eco-
nomics, such as risk tolerance, and on
actuarial-science concepts, such as
hazard rates. Under some specific
behavioral and actuarial assumptions,
the first-best indemnity schedule
should increase and be concave with
loss. This could help to explain why
in real-world reinsurance markets the
proportion of the loss reinsured
decreases with the size of the loss. 

Woo analyzes the expanding terri-
torial coverage of catastrophe bonds.
With catastrophe bonds being under
investment management as a distinct
asset class, the addition of bonds that
are geographically uncorrelated (or
weakly correlated) with others comes
as a welcome source of portfolio
diversification. Apart from the most
acute concentrations of earthquake
risk in California and Tokyo, bonds
have been issued to cover aggrega-
tions of earthquake risk in less active
seismic zones, such as Monaco.
Severe windstorms in Europe also
have been covered, along with trop-
ical cyclones in the United States and
Japan. Although catastrophe bonds
initially focused on a single peril and
territory, they now have been struc-
tured with independent multiple
event triggers, differing according to
peril and territory. Woo reviews the
territorial development of catastrophe
bonds and explores the geographical
horizon for new issues.

Individuals have difficulty in deal-
ing with low-probability, high-loss
events. Frequently they fail to obtain
insurance against such losses, even
when the insurance terms are very
favorable. Kunreuther and Pauly

suggest that one reason that many
people do not purchase insurance is
that the transaction costs and atten-
tion time of obtaining and process-
ing information on protection is so
high as to not justify this effort. While
some rare events surely can cause
enormous losses when they occur,
the ex ante expected value of such
losses may be small. But there is
more to the problem than just com-
paring gains and losses. What indi-
viduals will choose to do depends on
the assumptions they make about the
functioning of insurance markets, as
well as on their perceptions of the
risk and their decisionmaking
processes. 

Willis and Lillard use a large set
of subjective probability questions
from the Health and Retirement
Survey to construct an index mea-
suring the precision of probabilistic
beliefs. They then relate this index to
household choices about the riski-
ness of their portfolios and the rate
of growth of their net worth. The
authors propose a theory of uncer-
tainty aversion based on repeated
sampling that resolves the Ellsberg
Paradox within a conventional
expected utility model; in this theory,
uncertainty aversion is implied by
risk aversion. They then propose a
link between an individual’s degree
of uncertainty and his propensity to
give “focal” or “exact” answers to sur-
vey questions. After constructing an
index of the precision of probabilis-
tic thinking, they show that it has a
statistically and economically signif-
icant positive effect on the fraction of
risky assets in household portfolios
and on the rate of longitudinal
growth of these assets. These results
suggest that there is systematic vari-
ation in the competence of individu-
als to manage investment accounts;
that variation should be considered
in designing policies to create indi-
vidual retirement accounts in the
Social Security system.
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Rosenbloom and Sundstrom
explore several ways of using indi-
vidual-level data drawn from the
Integrated Public Use Microdata
Samples of the U.S. Population
Censuses (IPUMS) to trace the evo-
lution of migration behavior. They
construct two measures of interstate
migration over the past 150 years.
The first measure considers an indi-
vidual to have moved if he or she is
residing in a state different from his
or her state of birth. The second mea-
sure considers a family to have
moved if it is residing in a state dif-
ferent from the state of birth of one
of its young children. They use these
measures to follow interstate migra-
tion patterns for successive synthetic
birth cohorts of individuals from 1850
through 1990. These allow the
authors to describe life-cycle patterns
of migration and how they have
changed over time. Migration was
always most common among the
young, but this relationship has
grown stronger over time.
Comparing migration behavior
across cohorts, the authors find that
migration propensities have followed
a U-shaped pattern since 1850, falling
until around 1900 and then rising
until around 1970. They also find evi-
dence of substantial differences by
race, sex, and region in migration
behavior.

Margo, Atack, and Bateman use
data from the manuscript census of

manufacturing to estimate the effects
of the length of the working day on
output and wages. They find that the
elasticity of output with respect to
daily hours worked was positive but
less than one, implying diminishing
returns to increases in working
hours. When the annual number of
days worked is held constant, the
average annual wage is related pos-
itively to daily hours worked, but
again the elasticity is less than one.
At ten hours per day, the marginal
benefits to employers of a shorter
working day — lower wage bills —
were approximately offset by the
marginal cost — lower output.

The American economy experi-
enced financial crisis in May of 1837
and October of 1839. The Panic of
1837 has been studied in detail, but
the Crisis of 1839 brought on four
years of deflation and recession.
Wallis examines the role of state gov-
ernment investment in canals, rail-
roads, and banks and the large debts
created to finance those investments,
in the swift economic recovery in
1838, and the long decline that set in
after 1839.

By the time Congress passed the
1964 Civil Rights Act, 98 percent of
non-Southern blacks were already
covered by state-level “fair employ-
ment” laws which prohibited labor
market discrimination. Collins
assesses the impact of fair employ-
ment legislation on black workers’

income, unemployment, labor force
participation, and occupational and
industrial distributions relative to
whites. He finds that in general the fair
employment laws had small or negli-
gible effects on the labor market out-
comes of black men but somewhat
stronger positive effects on the labor
market outcomes of black women.

Haines explains that in the United
States as in many other nations in the
19th and early 20th centuries, there
was a substantial mortality “penalty”
to living in urban places. By around
1940, this penalty had been largely
eliminated, and in many cases it was
healthier to reside in the city than in
the countryside. Despite the lack of
systematic national data before 1933,
it is possible to describe the phe-
nomenon of the urban mortality tran-
sition. Early in the 19th century, the
United States was not particularly
urban (only 6.1 percent in 1800), a cir-
cumstance which led to a relatively
favorable mortality situation. A
national crude death rate of 20-25 per
thousand per year would have been
likely. Some early data indicate that
mortality was substantially higher in
cities, was higher in larger relative to
smaller cities, and was higher in the
South relative to the North. By 1900,
the nation had become about 40 per-
cent urban (and 56 percent by 1940).
It appears that death rates actually
rose (or at least did not decline) over
the middle of the 19th century.

Development of the American Economy
The NBER ’s Program on the

Development of the American
Economy, directed by Claudia Goldin
of Harvard University, met in
Cambridge on March 10. The follow-
ing papers were discussed:

Joshua Rosenbloom, NBER and
University of Kansas, and William
Sundstrom, Santa Clara University,
“Long-Run Patterns of Interstate

Migration in the United States:
Evidence from the IPUMS,
1850–1990”

Jeremy Atack and Robert A.
Margo, NBER and Vanderbilt
University, and Fred Bateman,
University of Georgia, “Productivity
in Manufacturing and the Length of
the Working Day: Evidence from the
1880 Census of Manufactures”

John J. Wallis, University of
Maryland and NBER, “What Caused
the Crisis of 1839?”

William J. Collins, NBER and
Vanderbilt University, “The Labor
Market Impact of State-Level Anti-
Discrimination Laws, 1940–1960”

Michael R. Haines, NBER and
Colgate University, “The Urban
Mortality Transition in the United
States, 1800–1940”
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Pharmaceuticals are a special case
of goods with some unobservable
quality prior to consumption, which
is called an “experience characteris-
tic.” Consumers learn about these
experience characteristics from con-
sumption and from advertising. Park
proposes price indexes for pharma-
ceuticals that are innovation-adjusted
and applies these indexes to the data
for antidepressant drugs during
1980–95. He finds that the key
source of innovation is the entry of
new products, but that the effects of
learning about experience character-
istics also are significant. He finds too
that the average annual growth rate
of the focal price index declines by
almost 9.5 percent, which suggests
that the existing price indexes for
pharmaceuticals may seriously over-
state the rate of inflation in a rapidly
growing market with the entry of
innovative products.

Blow and Crawford suggest a
method of valuing a new good that

does not depend on the relationship
between a household’s economic
welfare and the goods and services it
consumes—only on the existence of
such a relationship. They illustrate
their technique with U.K. household
budget survey data and calculate the
welfare effects of the launch of the
National Lottery in the United King-
dom in November 1994. The authors
show that the increase in economic
welfare associated with the arrival of
the Lottery was greater for better-off
households. They also show how
measures of inflation over this period
are affected by the inclusion of the
new good, and they describe how
the distributional effects of inflation
are more strongly pro-rich when
they allow for the new good.

Pakes considers the use of hedo-
nic techniques to ameliorate new
goods biases in price indexes. He
provides a conceptual comparison
of the hedonic to the traditional
matched-model index, stressing the

selection bias in the latter that arises
from the fact that it does not make
price comparisons for discontinued
goods, and that the prices of discon-
tinued goods tend to fall more than
the average. He then provides a
hedonic price index for desktop PCs
and compares it to a traditional
matched-model index calculated on
the same data (the time period is
1995 to 1999). The hedonic price
index is always negative, with an
average rate of decline of about 15
percent, while the matched-model
index is slightly positive and nega-
tively correlated with the hedonic
index. This negative correlation is
expected because the selection bias
in the traditional matched-model
index is particularly large in years
when many new products entered
and made existing products obso-
lete. Those were precisely the peri-
ods when the hedonic index tells us
that many product improvements
were made.

Increased urbanization, as well as
developments in transport and com-
mercialization and increased move-
ments of people into and throughout
the nation, contributed to this. The
sustained mortality transition only

began about the 1870s. Thereafter the
decline of urban mortality proceeded
faster than in rural places, assisted by
significant public works improve-
ments and advances in public health
and eventually medical science. Much

of the process had been completed
by the 1940s. The urban penalty had
been largely eliminated and mortality
continued to decline despite the con-
tinued growth in the urban share of
the population.

Productivity
The NBER’s Program on Produc-

tivity held its spring meeting in
Cambridge on March 16. Organizers
C. Lanier Benkard, NBER and
Stanford University, and Iain M.
Cockburn, NBER and Boston Univer-
sity, put together this program:

Sangin Park, State University of
New York, Stony Brook,
“Innovation-Adjusted Price 
Indexes for Pharmaceuticals” 

Discussant: Scott Stern, NBER 
and MIT

Laura Blow and Ian Crawford,
Institute for Fiscal Studies, 

“Valuing a New Good”
Discussant: Peter Davis, MIT

Ariel Pakes, NBER and Harvard
University, “Notes on Hedonic Price
Indexes with an Application to PCs”
Discussant: W. Erwin Diewert, NBER
and University of British Columbia

Igal Hendel, NBER and University
of Wisconsin, and Aviv Nevo, NBER
and University of California,
Berkeley, “Sales and Consumer
Inventory” 
Discussant: Victor Aguirregeburia,
Boston University

Kevin Stiroh, Federal Reserve Bank

of New York, “Information
Technology and the U.S.
Productivity Revival: What Do the
Industry Data Say?”

Discussant: Martin Baily, former
Chairman of the President’s Council
of Economic Advisers

Jinyoung Kim, State University of
New York, Buffalo, and Gerald
Marschke, State University of New
York, Albany, “The Labor Market
for Scientists and the Recent Rise in
Patenting”

Discussant: Samuel S. Kortum,
NBER and Boston University
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Hendel and Nevo study intertem-
poral price discrimination in mar-
kets for nondurable but storable
goods, such as groceries, with
highly frequent sales. They consider
a consumer’s dynamic problem of
being able to store a consumption
good and facing uncertain future
prices. To test the model, they use
weekly store-level price and quan-
tity scanner data on laundry deter-
gents, as well as a household-level
dataset. Their preliminary results
suggest that duration from previous
sale has a positive effect on the
aggregate quantity purchased. Two
indirect measures of storage are
positively correlated with a house-
hold’s tendency to buy on sale. One
measure of inventory is negatively
correlated with the quantity pur-
chased (conditional on a purchase)
and with the probability of buying,
conditional on being in a store.

Stiroh examines the link
between information technology
(IT) and the U.S. productivity revival
in the late 1990s. Industry-level data
show a broad productivity resur-

gence that reflects both the produc-
tion and the use of IT. The most IT-
intensive industries experienced sig-
nificantly larger productivity gains
than other industries. A wide variety
of econometric tests show a strong
correlation between IT capital accu-
mulation and labor productivity. To
quantify the aggregate impact of IT
use and IT production, Stiroh pre-
sents a novel decomposition of
aggregate labor productivity. He
shows that virtually all of the aggre-
gate productivity acceleration can
be traced to the industries that
either produce IT or use IT most
intensively, with essentially no con-
tribution from the remaining indus-
tries that are less involved in the IT
revolution.

Kim and Marschke develop and
test a model of the patenting and R
and D decisions of a firm whose
researcher–employees sometimes
move to a competitor. In their
model, a firm facing the prospect of
a scientist leaving risks losing its
innovations to the scientist’s future
employer. But a firm can mitigate

this risk by moving quickly to patent
its scientists’ innovations. Thus, a
firm’s propensity to patent an inno-
vation rises with the likelihood of a
researcher’s departure. Their model
also shows that an increase in the
probability of a scientist leaving is
likely to reduce research expendi-
tures, and therefore to raise the
patent–R and D expenditures ratio.
Using firm-level panel data on
patenting and R and D and industry
estimates of labor mobility, the
authors show that firms in industries
with higher job turnover rates gen-
erate more patents, consistent with
firms using patenting to prevent
employee misappropriation of intel-
lectual property. Also consistent
with their theory are the authors’
findings that job turnover rates are
negatively correlated with firm-level
R and D outlays and positively cor-
related with the patent–R and D
ratio. The evidence indicates that
the increasing mobility of scientists
may be driving part of the rapid rise
in patenting since the mid-1980s.

�
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Finance theory suggests that, in a
world with integrated capital markets,
exposure to foreign markets should
have little influence on asset prices.
Dominguez and Tesar find that in a
pooled sample of eight (non-US)
industrialized and emerging markets,
between 12 and 23 percent of firms
are exposed to exchange rate move-
ments. They also find that: the choice
of exchange rate matters; using the
trade-weighted exchange rate is likely
to understate the extent of exposure.
The extent of exposure is not a result
of a spurious correlation between
random variables with high variances,
though; exposure increases with the
return horizon and within a country
and an industry, exposure coeffi-
cients are roughly evenly split
between positive and negative val-
ues. Averaging across the (absolute
value of the) significant exposure
coefficients in their sample of coun-
tries, the authors estimate the expo-
sure coefficient to be about 0.5. The
extent of exposure is not sensitive to
the sample period, but the set of firms
that is exposed does vary over time.
The sign of the exposure coefficients
changes across subperiods for about
half of the firms in the sample. Thus

exposure does not appear to be
related to firm size, industry affilia-
tion, multinational status, foreign
sales, international assets, or indus-
try-level trade.

Parrado and Velasco derive the
optimal monetary and exchange rate
policy for a small stochastic open
economy with imperfect competition
and short-run price rigidity. They con-
clude that the optimal policy depends
crucially on the source of stochastic
disturbances affecting the economy,
much as in the literature pioneered by
Poole (1970). Optimal monetary pol-
icy reacts to domestic disturbances
but does not respond at all to foreign
shocks. Consequently, under the
optimal policy the exchange rate
floats cleanly, and monetary policy is
aimed exclusively at stabilizing the
home economy.

Recent theories of crisis put
lending booms at the root of finan-
cial collapses. Yet lending booms
may be a natural consequence of
economic development and fluctua-
tions. Gourinchas, Valdés, and
Landerretche investigate whether
lending booms are indeed dangerous,
based on a sample of episodes span-
ning 40 years, especially in Latin

America. They find that lending
booms often are associated with
domestic investment booms,
increases in domestic interest rates, a
worsening of the current account,
declines in reserves, real apprecia-
tion, and declines in output growth.
The “typical” lending boom does not
substantially increase the vulnerabil-
ity of the banking sector or the bal-
ance of payments. Comparing coun-
tries, the authors find that lending
booms in Latin America make the
economy considerably more volatile
and vulnerable to financial and bal-
ance-of-payment crises.

The hypothesis that interest rate
differentials are unbiased predictors
of future exchange rate movements
has been rejected almost universally
in empirical studies using short-hori-
zon data; Chinn and Meredith test
this hypothesis using interest rates on
longer-maturity bonds for the G-7
countries. They find that the coeffi-
cients on interest differentials are of
the correct sign, and almost all are
closer to the predicted value of one
than to zero. These results are robust
to changes in data type and to base
currency (Deutschemark versus U.S.
dollar). 

International Finance and Macroeconomics 
The NBER’s Program on Inter-

national Finance and Economics held
its spring meeting in Cambridge on
March 23. Organizers Richard Lyons
and Andrew Rose, NBER and Univer-
sity of California, Berkeley, organized
this program:
Kathryn Dominguez and Linda
Tesar, NBER and University of
Michigan, “Exchange Rate
Exposure” 

Discussants: Bernard Dumas, NBER
and INSEAD, and Kristin Forbes,
NBER and MIT

Eric Parrado, New York University,
and Andrès Velasco, NBER and
Harvard University, “Optimal

Interest Rate Policy in a Small Open
Economy: The Case for a Clean Float”

Discussants: Paolo Pesenti, Federal
Reserve Bank of New York, and
Jaume Ventura, NBER and MIT

Pierre-Olivier Gourinchas, NBER
and Princeton University, Rodrigo
Valdés, Chilean Ministry of Finance,
and Oscar Landerretche, MIT,
“Lending Booms: Latin America and
the World”

Discussants: Michael Dooley, NBER
and University of California, Santa
Cruz, and Carmen Reinhart, NBER
and University of Maryland

Menzie Chinn, NBER and
University of California at Santa Cruz,

and Guy Meredith, International
Monetary Fund, “Testing Uncovered
Interest Parity at Short and Long
Horizons” 

Discussants: Geert Bekaert, NBER
and Columbia University, and Karen
Lewis, NBER and University of
Pennsylvania

Margarida Duarte, Federal Reserve
Bank of Richmond, and Alan
Stockman, NBER and University of
Rochester, “Rational Speculation
and Exchange Rates”

Discussants: Kenneth Rogoff, 
NBER and Harvard University, and
Olivier Jeanne, International
Monetary Fund
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Duffie, Garleanu, and Pedersen
study the impact on asset prices of
illiquidity associated with search and
bargaining in an economy in which
agents can interact only when they
find each other. Even when market
makers are present, investors’ abili-
ties to meet directly are important.
Prices are higher and bid-ask spreads
lower if investors can find each other
more easily. Prices approach the
Walrasian price if investors’ search
intensity increases or if market mak-
ers, who do not have all the bargain-

ing power, search more intensely.
Endogenizing search intensities yields
natural implications. Finally, the
authors show that information can fail
to be revealed through prices when
searching is difficult.

Veronesi reinterprets standard
axioms in choice theory to introduce
the concepts of “belief dependent”
utility functions and aversion to “state
uncertainty.” Within a standard
pure-exchange economy in which
investors ignore the long-run drift of
consumption growth (“the state”),

such preferences help explain the
various stylized facts of stock returns,
including a high-equity risk premium,
a low risk-free rate, high return
volatility, stock return predictability,
and volatility clustering. Since the
long-run drift of consumption deter-
mines the (average) path of future
consumption, aversion to state uncer-
tainty suggests aversion to the dis-
persion of long-run consumption
paths. This differs from the standard
notion of (local) risk aversion in its
temporal dimension. When the

Models of exchange rates typically
have failed to produce results con-
sistent with the key fact that real and
nominal exchange rates move in
ways not closely connected to cur-
rent (or past) macroeconomic or
trade variables. Models that rely on
the same shocks to drive fluctuations
in macro variables and exchange
rates typically predict counterfactu-
ally strong co-movements between
them. Duarte and Stockman pro-

pose a new approach to exchange
rates and implement it with a new-
open-economy macro model. The
approach focuses on the effects of
speculation and the resulting
changes in risk premiums on for-
eign-exchange markets. Exchange
rates follow a forward-looking, first-
order stochastic difference equation
that includes terms involving risk
premiums. Changes in risk premi-
ums can affect the current exchange

rate without necessarily creating
large changes in current macroeco-
nomic variables. Consequently, the
approach has the potential to
explain the Flood-Rose exchange-
rate “disconnect” puzzle. However,
the baseline model does not yet gen-
erate a sufficient degree of rational
speculation to explain observed vari-
ation of risk premiums and ex-
change rates.

Asset Pricing
The NBER ’s Program on Asset

Pricing met on March 24 on the cam-
pus of the University of California, Los
Angeles. Program Director John H.
Cochrane of the University of
California, Los Angeles, and Monika
Piazzesi, NBER and University of
California, Los Angeles, organized the
meeting and chose the following
papers for discussion:

Darrell Duffie, NBER and
Stanford University, and B. Nicolae
Garleanu and Lasse H. Pedersen,
Stanford University, “Valuation in
Dynamic Bargaining Markets”

Discussant: Tano Santos, University
of Chicago

Pietro Veronesi, NBER and
University of Chicago, “Belief-
Dependent Utilities, Aversion to

State-Uncertainty, and Asset Prices”

Discussant: Lars P. Hansen, NBER
and University of Chicago

Jun Liu and Francis A. Longstaff,
University of California, Los Angeles,
“Losing Money on Arbitrage: Optimal
Dynamic Portfolio Choice in Markets
with Arbitrage Opportunities”

Discussant: Ming Huang, Stanford
University

Owen A. Lamont and Richard H.
Thaler, NBER and University of
Chicago, “Can the Market Add and
Subtract? Mispricing in Tech Stock
Carve-Outs”

Mark Mitchell and Erik Stafford,
Harvard University, and Todd C.
Pulvino, Northwestern University,
“Limited Arbitrage in Equity Markets”

Discussant for both papers:
Bradford Cornell, University of
California, Los Angeles

Jessica A. Wachter, New York
University, “Habit Formation and
Returns on Bonds and Stocks”

Discussant: Christopher I. Telmer,
Carnegie Mellon University

Peter L. Bossaerts, California
Institute of Technology and CEPR;
Charles R. Plott, California
Institute of Technology; and
William R. Zame, University of
California, Los Angeles, “Structural
Econometric Tests of General
Equilibrium Theory on Data from
Large-Scale Experimental Financial
Markets”

Discussant: Wayne E. Ferson, NBER
and University of Washington



model is calibrated to real consump-
tion, it generates unconditional
moments for asset returns that con-
firm the empirical observations. In
addition, when it is estimated using
consumption data, the fitted model
produces posterior distributions on
the drift rate of consumption that are
relatively dispersed, further motivat-
ing the notion of aversion to long-run
risk. In theory, an investor can make
infinite profits by taking unlimited
positions in an arbitrage. In reality,
investors must satisfy margin require-
ments that completely change the
economics of arbitrage. 

Liu and Longstaff derive the opti-
mal investment policy for a risk-
averse investor in a market in which
arbitrage opportunities exist. They
show that it is often optimal to under-
invest in the arbitrage by taking a
smaller position than margin con-
straints allow. In some cases, it is actu-
ally optimal to walk away from a pure
arbitrage opportunity. Even when the
optimal policy is followed, the arbi-
trage strategy may underperform the
riskless asset or have an unimpressive
Sharpe ratio. Furthermore, the arbi-
trage portfolio typically experiences
losses at some point before the final
convergence date. These results have
important implications for the role of
arbitrageurs in financial markets.

Recent equity carve-outs in U.S.
technology stocks appear to violate
a basic premise of financial theory:
identical assets have identical prices.
Lamont and Thaler explore a sam-
ple of company shareholders who
expect to receive shares of another
company. A prominent example
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involves 3Com and Palm. The
authors find that arbitrage does not
eliminate blatant mispricings result-
ing from short sale constraints, so that
one stock is overpriced but expen-
sive or impossible to sell short.
Evidence from options prices shows
that shorting costs are extremely
high, eliminating exploitable arbi-
trage opportunities.

Mitchell, Stafford, and Pulvino
examine the impediments to arbitrage
in 82 situations between 1985 and
2000, where the market value of a
company is less than the sum of its
publicly traded parts. These situations,
often referred to as “negative stub val-
ues,” suggest clear arbitrage opportu-
nities and provide an ideal setting in
which to study the risks and market
frictions that prevent arbitrageurs from
forcing prices to fundamental values.
The authors find that 30 percent of
negative stub deals terminate without
converging. In addition, they estimate
that the returns to a specialized arbi-
trageur would be 50 percent larger if
the path to convergence was smooth
rather than volatile, but the marginal
investor in negative stub values is not
likely to be so specialized. Short-sell-
ing frictions do not appear to be a
major impediment to arbitrage in their
sample. Information transaction costs
appear to be the most serious limit to
arbitrage.

Wachter proposes a model that
captures the ability of the yield spread
to predict excess returns on bonds as
documented in empirical studies. The
model, a generalization of Campbell
and Cochrane (1999), also captures
the predictability of stock returns by

the price-dividend ratio, a high equity
premium, excess volatility, positive
excess returns on bonds, and an
upward-sloping average yield curve.
The model implies a joint process for
interest rates and consumption.
Controlling for contemporaneous
consumption growth, long lags of
consumption predict the interest rate.
Thus the success of the model is
based on a more realistic process for
consumption and the interest rate,
rather than on additional degrees of
freedom in the utility function.

Bossaerts, Plott, and Zame
develop structural tests of asset pric-
ing theory to apply to data from
experimental financial markets. The
tests differ from those used with field
data because they verify the consis-
tency between prices and allocations,
rather than merely testing whether
only prices satisfy equilibrium restric-
tions. The authors test two large-scale
financial market experiments in order
to resolve an apparent price-alloca-
tion paradox in the experiments:
namely, why asset prices can satisfy
theoretical restrictions (CAPM) when
allocations deviate substantially. They
find that allocations seem not to be
any closer to CAPM predictions than
when prices grossly violate CAPM
restrictions. Their theory explains the
paradox in both sets of experiments;
that is, when end-of-period prices are
such that the market portfolio is close
to mean-variance efficient (the CAPM
pricing prediction), the allocations
and their theory explain why. When
end-of-period prices make the mar-
ket portfolio far from mean-variance
optimal, their tests reject.

�



NBER Macroeconomics
Annual 2000

NBER Macroeconomics Annual
2000, edited by Ben S. Bernanke and
Kenneth Rogoff, is available from the
MIT Press this spring. The goals of this
annual conference are to present,
extend, and apply frontier work in
macroeconomics and to stimulate
research on policy issues. The topics
covered in the 2000 conference vol-
ume are human capital externalities
from compulsory schooling laws; the

political business cycle; rethinking
macroeconomic modeling; how
money and banking shocks con-
tributed to the Great Depression;
trade policy and economic growth;
and the six major puzzles in interna-
tional macroeconomics.

Both editors are NBER Research
Associates in the Programs on
Economic Fluctuations and Growth
and Monetary Economics. Bernanke
is also the Howard Harrison and
Gabrielle Snyder Beck Professor of
Economics and Public Affairs at

Princeton University. Kenneth Rogoff
is Professor of Economics at Harvard
University.

The volume is priced at $60.00 for
the clothbound and $30.00 for the
paperback edition. It may be ordered
directly from the MIT Press at 5
Cambridge Center, Cambridge, MA
02142; or, by phone to 617-625-8569
or 1-800-356-0343; or, by email to 
mitpress-orders@mit.edu. The MIT
Press also has a web site:
http://mitpress.mit.edu/journals.tcl.
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study a wide range of unsafe activi-
ties, including teen drinking and dri-
ving, smoking, drug use, unprotected
sex, and criminal activity. They also
consider mental health and perfor-
mance issues such as teenage depres-
sion, suicide, nutritional disorders,
and high school dropout rates. This
important volume provides both a
key data source for public policy
makers and a clear affirmation of the
usefulness of economic analysis to
our understanding of risky behavior.

Gruber is a professor of economics
at MIT and a Research Associate and

Director of the NBER’s Program on
Children.

The following volume may be
ordered directly from the University
of Chicago Press, Order Department,
11030 South Langley Avenue, Chi-
cago, IL 60628-2215; 1-800-621-2736.
Academic discounts of 10 percent for
individual volumes and 20 percent
for standing orders for all NBER
books published by the University of
Chicago Press are available to uni-
versity faculty; orders must be sent
on university stationery.

Risky Behavior among
Youths: An Economic
Analysis

Risky Behavior among Youths: An
Economic Analysis , edited by
Jonathan Gruber, is available from
the University of Chicago Press for
$75.00.

Young people routinely engage in
risky behaviors that affect not only
their immediate well being but also
their long-term health and safety. In
this NBER conference volume, the
authors use economic analysis to

Bureau Books
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Current Working Papers

NBER Working Papers On-Line

A complete list of all NBER Working Papers with searchable abstracts, and the full texts of Working Papers
(issued since November 1994) are available at http://www.nber.org/wwp.html to anyone located at a uni-
versity or other organization that subscribes to the (hard copy) Working Paper series.

If you believe that your organization subscribes, but you cannot access the on-line Working Paper service,
please e-mail the NBER at wwp@nber.org for more information and assistance.

�

Individual copies of NBER Working Papers, Historical Factors in Long-Run Growth Papers, and Technical
Papers are available free of charge to Corporate Associates. For all others, there is a charge of $10.00 per
hardcopy or $5.00 per downloaded paper. (Outside the United States, add $10.00 per order for postage
and handling.) Advance payment is required on all orders. To order, call the Publications Department at
(617) 868-3900 or visit www.nber.org/papers. Please have ready the number(s) of any Working Paper(s) you
wish to order.

Subscriptions to the full NBER Working Paper series include all 500 or more papers published each year.
Subscriptions are free to Corporate Associates. For others within the United States, the standard rate for a full
subscription is $1850; for academic libraries and faculty members, $1070. Higher rates apply for foreign orders.
Partial Working Paper subscriptions, delineated by program, are also available.

For further information, see our Web site, or please write: National Bureau of Economic Research, 1050
Massachusetts Avenue, Cambridge, MA 02138-5398.

�

Titles of all papers issued since February 2001 are presented below. For previous papers, see past issues of
the NBER Reporter. Working Papers are intended to make results of NBER research available to other economists
in preliminary form to encourage discussion and suggestions for revision before final publication. They are not
reviewed by the Board of Directors of the NBER.

NBER Working Papers

8105 Dennis W. Carlton A General Analysis of Exclusionary Conduct and Refusal to Deal — 
Why Aspen and Kodak are Misguided

8106 Kenneth A. Froot The Pricing of Event Risks with Parameter Uncertainty 
Steven E. Posner

8107 Pierre-Olivier Gourinchas The Empirical Importance of Precautionary Saving
Jonathan A. Parker

8108 Price V. Fishback The Impact of New Deal Expenditures on Local Economic Activity:
William C. Horrace An Examination of Retail Sales, 1929-1939
Shawn Kantor

8109 Herschel I. Grossman Annexation or Conquest? The Economics of Empire Building
Juan Mendoza

8110 Kenneth A. Froot The Market for Catastrophe Risk: A Clinical Examination

Paper Author(s) Title
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Paper Author(s) Title

8111 Peter Cappelli External Job Churning and Internal Job Flexibility
David Neumark

8112 Jonathan Haskel The Law of One Price — A Case Study
Holger Wolf

8113 Chang-Tai Hsieh Was the Federal Reserve Fettered? Devaluation Expectations in the 1932 
Christina D. Romer Monetary Expansion

8114 John W. McArthur Institutions and Geography: Comment on Acemoglu, Johnson and 
Jeffrey D. Sachs Robinson (2000)

8115 Peter N. Ireland Money’s Role in the Monetary Business Cycle

8116 Martin D. D. Evans FX Trading and Exchange Rate Dynamics

8117 Edward L. Glaeser Decentralized Employment and the Transformation of the American City
Matthew E. Kahn

8118 Roberto Rigobon Contagion: How to Measure It?

8119 Jeffrey D. Sachs Tropical Underdevelopment

8120 Olivier Blanchard Macroeconomic Effects of Regulation and Deregulation in Goods and 
Francesco Giavazzi Labor Markets

8121 Mihir A. Desai Exchange Rates and Tax-Based Export Promotion
James R. Hines Jr.

8122 Alan A. Auerbach Generalized Cash Flow Taxation
David F. Bradford

8123 Avi Dor Administered Prices and Suboptimal Prevention: Evidence from the 
Medicare Dialysis Program

8124 Timothy J. Hatton Demographic and Economic Pressure on Emigration out of Africa
Jeffrey G. Williamson

8125 Hans-Werner Sinn Two Mezzogiornos
Frank Westermann

8126 Tomas J. Philipson Antitrust and the Not-For-Profit Sector
Richard A. Posner

8127 Yacine Aït-Sahalia Variable Selection for Portfolio Choice
Michael W. Brandt

8128 Kathryn M.E. Dominguez A Re-Examination of Exchange Rate Exposure
Linda L. Tesar

8129 Kathryn M.E. Dominguez Trade and Exposure
Linda L. Tesar

8130 Francesco Caselli Cross-Country Technology Diffusion: The Case of Computers
Wilbur John Coleman II

8131 Andrew B. Abel Will Bequests Attenuate the Predicted Meltdown in Stock Prices When 
Baby Boomers Retire?

8132 Andrew B. Abel An Exploration of the Effects of Pessimism and Doubt on Asset Returns

8133 Elaine Silverman Are For-Profit Hospitals Really Different? Medicare Upcoding and 
Jonathan Skinner Market Structure

8134 Cathy J. Bradley Breast Cancer Survival, Work, and Earnings
Heather Bednarek
David Neumark

8135 Kenneth L. Judd Asymptotic Methods for Asset Market Equilibrium Analysis
Sy-Ming Guu
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8136 Peter N. Ireland The Real Balance Effect

8137 Linda Goldberg Exchange Rates and Wages
Joseph Tracy

8138 Alan J. Auerbach Perfect Taxation with Imperfect Competition
James R. Hines Jr.

8139 Stefania Albanesi How Severe is the Time Inconsistency Problem in Monetary Policy?
V.V. Chari
Lawrence J. Christiano

8140 Dan Devroye Does Inequality in Skills Explain Inequality in Earnings Across 
Richard B. Freeman Advanced Countries?

8141 Ricardo J. Caballero International Liquidity Illusion: On the Risks of Sterilization
Arvind Krishnamurthy

8142 Ethan Kaplan Did the Malaysian Capital Controls Work?
Dani Rodrik

8143 David Genesove Loss Aversion and Seller Behavior: Evidence from the Housing Market
Christopher Mayer

8144 Rosanne Altshuler Repatriation Taxes, Repatriation Strategies, and Multinational
Harry Grubert Financial Policy

8145 David Genesove Rules, Communication, and Collusion: Narrative Evidence from the 
Wallace P. Mullin Sugar Institute Case

8146 Eduardo M.R.A. Engel How to Auction an Essential Facility When Underhand Integration is Possible
Ronald D. Fischer
Alexander Galetovic

8147 Frank R. Lichtenberg The Benefits and Costs of Newer Drugs: Evidence from the 1996 Medical 
Expenditure Panel Survey

8148 Lucian Arye Bebchuk A New Approach to Takeover Law and Regulatory Competition
Allen Ferrell

8149 Paul Beaudry Population Growth, Technological Adoption, and Economic Outcomes: 
David A. Green A Theory of Cross-Country Differences for the Information Era

8150 Wolfgang Keller The Geography and Channels of Diffusion at the World’s Technology Frontier

8151 Joseph Chen Breadth of Ownership and Stock Returns
Harrison Hong
Jeremy C. Stein

8152 David Neumark Age Discrimination Legislation in the United States

8153 Jeffrey Grogger The Effects of Time Limits and Other Policy Changes on Welfare Use, 
Work, and Income Among Female-Headed Families

8154 Torsten Persson Electoral Rules and Corruption
Guido Tabellini
Francesco Trebbi

8155 Richard B. Freeman The Rising Tide Lifts...?

8156 Thomas J. Kane Improving School Accountability Measures
Douglas O. Staiger

8157 Paul Joskow A Quantitative Analysis of Pricing Behavior in California’s Wholesale
Edward Kahn Electricity Market during Summer 2000

8158 Wojciech Kopczuk Dying to Save Taxes: Evidence from Estate Tax Returns on the 
Joel Slemrod Death Elasticity
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8159 Casey B. Mulligan Aggregate Implications of Indivisible Labor

8160 Torben G. Andersen Modeling and Forecasting Realized Volatility
Tim Bollerslev
Francis X. Diebold
Paul Labys

8161 Benjamin E. Hermalin Boards of Directors as an Endogenously Determined Institution: 
Michael S. Weisbach A Survey of the Economic Literature

8162 Sassan Alizadeh High- and Low-Frequency Exchange Rate Volatility Dynamics: 
Michael W. Brandt Range-Based Estimation of Stochastic Volatility Models
Francis X. Diebold

8163 Laurence J. Kotlikoff Generational Policy

8164 William A. Reese, Jr. Protection of Minority Shareholder Interests, Cross-listings in the 
Michael S. Weisbach United States, and Subsequent Equity Offerings

8165 Joseph Gyourko The Spatial Distribution of Housing Related Tax Benefits in the United States
Todd Sinai

8166 Boyan Jovanovic Vintage Organization Capital
Peter L. Rousseau

8167 Qiang Dai Expectation Puzzles, Time-varying Risk Premia, and Dynamic Models of 
Kenneth J. Singleton the Term Structure

8168 Joseph P. Newhouse Medical Care Price Indices: Problems and Opportunities / The 
Chung-Hua Lectures

8169 Lisandro Abrego How Reasonable Are Assumptions Used in Theoretical Models?: 
Raymond Riezman Computational Evidence on the Likelihood of Trade Pattern Changes
John Whalley

8170 Jagadeesh Gokhale Life-Cycle Saving, Limits on Contributions to DC Pension Plans, and 
Laurence J. Kotlikoff Lifetime Tax Benefits
Mark J. Warshawsky

8171 Assaf Razin Country Risk and Capital Flow Reversals
Efraim Sadka

8172 Ravi Jagannathan The Declining U.S. Equity Premium
Ellen R. McGrattan
Anna Scherbina

8173 Stephen J. Brown Hedge Funds With Style
William N. Goetzmann

8174 Bennett T. McCallum Monetary Policy Analysis in Models Without Money

8175 Bennett T. McCallum Monetary Policy for an Open Economy: An Alternative Framework with 
Edward Nelson Optimizing Agents and Sticky Prices

8176 Robert C. Feenstra High-Frequency Substitution and the Measurement of Price Indexes
Matthew D. Shapiro

8177 Raghuram G. Rajan The Influence of the Financial Revolution on the Nature of Firms
Luigi Zingales

8178 Raghuram G. Rajan The Great Reversals: The Politics of Financial Development in the 
Luigi Zingales 20th Century

8179 Francine Lafontaine International Franchising: Evidence from U.S. and
Joanne Oxley Canadian Franchisors in Mexico

8180 James H. Stock Forecasting Output and Inflation: The Role of Asset Prices
Mark W. Watson
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8181 Alan J. Auerbach Taxation and Economic Efficiency
James R. Hines Jr.

8182 Russell Cooper Exhuming Q: Market Power versus Capital Market Imperfections
Joao Ejarque

8183 Rama Katkar Public versus Secret Reserve Prices in eBay Auctions: Results from a 
David Lucking-Reiley Pokémon Field Experiment

8184 Edward L. Glaeser A Case for Quantity Regulation
Andrei Shleifer

8185 Dahlia K. Remler What Can the Take-up of Other Programs Teach us About How to Improve 
Jason E. Rachlin Take-up of Health Insurance Programs?
Sherry A. Glied

8186 Kevin H. O’Rourke After Columbus: Explaining the Global Trade Boom, 1500-1800
Jeffrey G. Williamson

8187 Shang-Jin Wei Negative Alchemy? Corruption, Composition of Capital Flows, and 
Yi Wu Currency Crises

8188 Yael S. Hadass Terms of Trade Shocks and Economic Performance 1870-1940
Jeffrey G. Williamson

8189 Roger H. Gordon Expenditure Competition
John D. Wilson

8190 Nicholas Barberis Mental Accounting, Loss Aversion, and Individual Stock Returns
Ming Huang

8191 Frank A. Wolak Identification and Estimation of Cost Functions Using Observed Bid Data: 
An Application to Electricity Markets

8192 Edward E. Leamer The Life Cycle of U.S. Economic Expansions

8193 Roger H. Gordon Home Bias in Portfolios and Taxation of Asset Income 
Vitor Gaspar

8194 Kristin J. Forbes Are Trade Linkages Important Determinants of Country Vulnerability to Crises?

8195 Wouter J. Den Haan The Comovements between Real Activity and Prices in the G7
Steven Sumner

8196 Joel Slemrod Integrating Expenditure and Tax Decisions: The Marginal Cost of Funds 
Shlomo Yitzhaki and the Marginal Benefit of Projects

8197 Gustavo E. Bamberger An Empirical Investigation of the Competitive Effects of Domestic 
Dennis W. Carlton Airline Alliances
Lynette R. Neumann

8198 Alberto Alesina Inequality and Happiness: Are Europeans and Americans Different?
Rafael Di Tella
Robert MacCulloch

8199 Robert I. Lerman Child Support: Interaction Between Private and Public Transfers
Elaine Sorensen

8200 Francine D. Blau Understanding International Differences in the Gender Pay Gap
Lawrence M. Kahn

8201 Leslie Eldenburg Hospital Governance, Performance Objectives, and Organizational Form
Benjamin E. Hermalin
Michael S. Weisbach
Marta Wosinska
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8202 Steven N. Kaplan Venture Capitalists as Principals: Contracting, Screening, and Monitoring
Per Strömberg

8203 Alan J. Auerbach Taxation and Corporate Financial Policy

8204 Ann Dryden Witte What We Spend and What We Get: Public and Private Provision of 
Robert Witt Crime Prevention

8205 William G. Gale Rethinking the Estate and Gift Tax: Overview
Joel Slemrod

8206 Yoshiaki Azuma Educational Inequality
Herschel I. Grossman

8207 Andrew Ang Stock Return Predictability: Is it There?
Geert Bekaert

8208 Edgar O. Olsen Housing Programs for Low-Income Households

8209 Linda S. Goldberg When Is U.S. Bank Lending to Emerging Markets Volatile?

8210 Francine D. Blau Do Cognitive Test Scores Explain Higher U.S. Wage Inequality?
Lawrence M. Kahn

8211 Marianne Bertrand Does Entry Regulation Hinder Job Creation?
Francis Kramarz Evidence from the French Retail Industry

8212 Frank A. Wolak An Empirical Analysis of the Impact of Hedge Contracts on 
Bidding Behavior

8213 Robert H. Patrick Estimating the Customer-Level Demand for Electricity Under 
Frank A. Wolak Real-Time Market Prices

8214 Torsten Persson Do Political Institutions Shape Economic Policy?

8215 David Neumark The Effects of Race and Sex Discrimination Laws
Wendy A. Stock

8216 Cory S. Capps The Silent Majority Fallacy of the Elzinga-Hogarty Criteria: 
David Dranove A Critique and New Approach to Analyzing Hospital Mergers
Shane Greenstein
Mark Satterthwaite

8217 Enrique G. Mendoza The International Macroeconomics of Taxation and the Case Against 
European Tax Harmonization

8218 Jordi Galí European Inflation Dynamics
Mark Gertler
J. David López-Salido

8219 Olivier Blanchard The Perverse Effects of Partial Labor Market Reform: 
Augustin Landier Fixed Duration Contracts in France

8220 Bengt Holmstrom Corporate Governance and Merger Activity in the United States: 
Steve N. Kaplan Making Sense of the 1980s and 1990s

8221 John Y. Campbell Valuation Ratios and the Long-Run Stock Market Outlook: An Update
Robert J. Shiller

8222 René M. Stulz Culture, Openness, and Finance
Rohan Williamson

8223 James M. Poterba Taxation and Portfolio Structure: Issues and Implications

8224 Edward J. Kane Financial Safety Nets: Reconstructing and Modeling a Policymaking Metaphor

8225 Bennett T. McCallum Inflation Targeting and the Liquidity Trap

8226 Bennett T. McCallum Should Monetary Policy Respond Strongly to Output Gaps?
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8227 Amil Petrin Quantifying the Benefits of New Products: The Case of the Minivan

8228 Peter H. Lindert Does Globalization Make the World More Unequal?
Jeffrey G. Williamson

8229 Alan L. Gustman Retirement and Wealth
Thomas L. Steinmeier

8230 Giancarlo Corsetti International Dimensions of Optimal Monetary Policy 
Paolo Pesenti

8231 Ellen Meara Why is Health Related to Socioeconomic Status?

8232 Sukkoo Kim Markets and Multiunit Firms from an American Historical Perspective

8233 Christopher D. Carroll Precautionary Saving and the Marginal Propensity To Consume out of 
Permanent Income

8234 Todd W. Allen Individual Learning About Consumption
Christopher D. Carroll

8235 Lucian Arye Bebchuk Pre-Contractual Reliance
Omri Ben-Shahar

8236 Victor R. Fuchs The Financial Problems of the Elderly: A Holistic Approach

8237 Annamaria Lusardi Saving Puzzles and Saving Policies in the United States
Jonathan Skinner
Steven Venti

8238 Thomas C. Buchmueller Union Effects on Health Insurance Provision and Coverage in the 
John DiNardo United States
Robert G. Valletta

8239 Claudia Goldin The Human Capital Century and American Leadership: Virtues of the Past

8240 Tuomo Vuolteenaho What Drives Firm-Level Stock Returns?

8241 Orazio P. Attanasio Differential Mortality in the U.K.
Carl Emmerson

8242 Randolph B. Cohen The Value Spread
Christopher Polk
Tuomo Vuolteenaho

8243 Martin N. Baily Do We Have A New E-conomy?
Robert Lawrence

8244 Peter K. Schott One Size Fits All? Heckscher-Ohlin Specialization in Global Production

8245 Geert Bekaert Does Financial Liberalization Spur Growth?
Campbell R. Harvey
Christian Lundblad

8246 Monika Piazzesi An Econometric Model of the Yield Curve with Macroeconomic Jump Effects

8247 Darius Lakdawalla Are the Young Becoming More Disabled?
Dana Goldman
Jay Bhattacharya

8248 Frank A. Wolak The Impact of Market Rules and Market Structure on the Price Determination 
Robert H. Patrick Process in the England and Wales Electricity Market

8249 Pierre-Olivier Gourinchas Lending Booms: Latin America and the World
Rodrigo Valdés
Oscar Landerretche
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8250 Michael Kremer Searching for Prosperity
Alexei Onatski
James Stock

8251 Dan Elfenbein Links and Hyperlinks: An Empirical Analysis of Internet Portal Alliances, 
Josh Lerner 1995-1999

8252 Felix Oberholzer-Gee Electoral Acceleration: The Effect of Minority Population on Minority 
Joel Waldfogel Voter Turnout

8253 Richard Dickens Whither Poverty in Great Britain and the United States? The Determinants of 
David T. Ellwood Changing Poverty and Whether Work Will Work

8254 Eckhard Janeba Global Corporations and Local Politics: A Theory of Voter Backlash

8255 Lars E. O. Svensson Indicator Variables for Optimal Policy under Asymmetric Information
Michael Woodford

8256 Richard Schmalensee Payment Systems and Interchange Fees

8257 Michael Kremer A Biological Model of Unions
Benjamin A. Olken

8258 Laurence J. Kotlikoff Finding a Way out of America’s Demographic Dilemma
Kent Smetters
Jan Walliser

8259 Kent Smetters The Equivalence of the Social Security’s Trust Fund Portfolio Allocation 
and Capital Income Tax Policy

8260 Melvin Stephens Jr. Worker Displacement and the Added Worker Effect

8261 Douglas Holtz-Eakin Distortion Costs of Taxing Wealth Accumulation: Income versus Estate Taxes
Donald Marples

8262 Kent Smetters The Exchange Theory of Teenage Smoking and the Counterproductiveness
Jennifer Gravelle of Moderate Regulation

8263 Darius Lakdawalla The Declining Quality of Teachers

Technical Working Papers
266 Lawrence J. Christiano The Conventional Treatment of Seasonality in Business Cycle Analysis: 

Richard M. Todd Does it Create Distortions?

267 Joseph G. Altonji Panel Data Estimators for Nonseparable Models With Endogenous Regressors
Rosa L. Matzkin

268 Estelle Cantillon A Graphical Analysis of Some Basic Results in Social Choice
Antonio Rangel

269 Thomas Knox Empirical Bayes Forecasts of One Time Series Using Many Predictors
James H. Stock
Mark W. Watson

270 William N. Goetzmann The Bias of the RSR Estimator and the Accuracy of Some Alternatives
Liang Peng

Historical Working Papers
133 John Joseph Wallis What Caused the Crisis of 1839?


