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Abstract

This paper proposes a nonparametric test of the non-convexity of a smooth regression function based on least squares or hybrid splines. By a simple formulation of the convexity hypothesis in the class of all polynomial cubic splines, we build a test which has an asymptotic size equal to the nominal level. It is shown that the test is consistent and is robust to non-normality. The behavior of the test under the local alternatives is studied.
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1 INTRODUCTION

This paper proposes a test of non-convexity of an unknown regression function in a nonparametric regression model. Interest in this problem which has been addressed for example in Schlett (1980) and Yatchew (1992), arises in particular from econometric models. Economic theory predicts the convexity of functions like for example cost functions, production functions, Engel curves... Such tests provide a way of confronting theory with real data sets.

We consider the following regression model where we are given $n$ realizations $y_{ij}$ of real random variables

$$y_{ij} = f(x_i) + \varepsilon_{ij}, \ i = 1, ..., r, \ j = 1, ..., n_i \quad \text{with} \quad x_i \in (0, 1), \ i = 1, ..., r.$$ 

At each deterministic design point $x_i, (i = 1, ..., r), n_i$ measurements are taken. The probability measure assigning mass $\mu_i = n_i/n$ to the point $x_i(\sum \mu_i = 1)$ is referred to as the design and will be denoted by $\mu_n$. We assume that the random errors $\varepsilon_{ij}$ are uncorrelated and identically distributed with mean zero. Their variance $\sigma^2$ will be assumed known. Finally $f$ is an unknown smooth regression function.

We use a cubic spline function to approximate the function $f$, not only because of the common use of cubic splines in approximation problems, but also because they allow to formulate these convexity hypothesis in a very simple way. Indeed, if $g$ is a cubic spline then, its second derivative is a linear function between any pair of adjacent knots $\eta_i$ and $\eta_{i+1}$, and it follows that $g$ is a convex function in the interval $\eta_i \leq x \leq \eta_{i+1}$ if and only if $g''(\eta_i)$ and $g''(\eta_{i+1})$ are both non negative. This property was used by Dierckx (1980) to define a convex estimator.

After some preliminaries, we rapidly sketch in the next section, the cubic spline estimator. In section 3, we describe our test of non-convexity of the regression function and the rest of the section is devoted to a discussion and demonstration of its properties. Section 4 presents an application to a real data set.

2 NOTATIONS AND PRELIMINARIES

2.1 The Cubic Spline Estimator

Let $p$ be a positive continuous density on $(0,1)$. We assume that

$$\min_{0 \leq x \leq 1} p(x) > 0.$$ 

Let $\eta_0 = 0 < \eta_1 < ... < \eta_{k+1} = 1$ be a subdivision of the interval $(0,1)$ by $k$ distincts points defined by

$$\int_0^{\eta_i} p(x) \, dx = i/(k+1), \ i = 0, ..., k + 1.$$ 

(2.1)
Let $\delta_k = \max_{0 \leq i \leq k} (\eta_{i+1} - \eta_i)$, we see that

$$\delta_k \leq \min_i (\eta_{i+1} - \eta_i) \leq \max_x p(x) / \min_x p(x). \quad (2.2)$$

For each fixed set of knots of the form (2.1), we define $S(k,d)$ as the collection of all polynomial splines of order $d$ (degree $\leq d-1$) having for knots $\eta_1 < ... < \eta_k$. The class $S(k,d)$ of such splines is a linear space of functions of dimension $(k+d)$. A basis for this linear space is provided by the B-splines (see Schumaker (1981)). Let $\{N_1, ..., N_{k+d}\}$ the set of normalized B-splines associated to the following non-decreasing sequence $\{t_1, ..., t_{k+2d}\}$:

$$\begin{cases}
    t_1 \leq t_2 \leq ... \leq t_d = 0 \\
    t_{2d+k} \geq t_{2d+k-1} \geq ... \geq t_{d+k+1} = 1 \\
    t_{d+l} = \eta_l \quad \text{for} \quad l = 1, ..., k
\end{cases}$$

The reader is referred to Schumaker (1981) for a discussion of these B-splines.

In what follows, we shall only work with the class of cubic splines: $S(k,4)$. A cubic spline on the interval $(0,1)$ is said to be a natural cubic spline if its second and third derivatives are zero at 0 and 1. They imply that a natural cubic spline is linear on the two extreme intervals $(0, \eta_1)$ and $(\eta_k, 1)$. It will be convenient to introduce the following notations:

$$N(x) = (N_1(x), ..., N_{k+4}(x))' \in \mathbb{R}^{k+4}.$$  

$$F = (N(x_1), ..., N(x_r)); (k+4) \times r \quad \text{matrix.}$$

We will denote by $\hat{f}_n$ the least squares spline estimator of $f$:

$$\hat{f}_n(x) = \sum_{p=1}^{k+4} \theta_p N_p(x). \quad (2.3)$$

where

$$\hat{\Theta} = (\hat{\theta}_1, ..., \hat{\theta}_{k+4})' = \arg \min_{\Theta \in \mathbb{R}^{k+4}} \sum_{i=1}^{r} \sum_{j=1}^{m_i} (y_{ij} - \sum_{p=1}^{k+4} \theta_p N_p(x_i))^2.$$

Let

$$\bar{y}_i = \frac{1}{n_i} \sum_{j=1}^{m_i} y_{ij}, \bar{\varepsilon}_i = \frac{1}{n_i} \sum_{j=1}^{m_i} \varepsilon_{ij}, \quad (2.4)$$

$$\bar{Y} = (\bar{y}_1, ..., \bar{y}_r)' \bar{\varepsilon} = (\bar{\varepsilon}_1, ..., \bar{\varepsilon}_r)', f_\Delta = (f(x_1), ..., f(x_r))'.$$

Let $D(\mu^n)$ be the $r \times r$ diagonal matrix with diagonal elements $\mu_1, ..., \mu_r$, then, basic least squares arguments prove that:

$$\hat{\Theta} = M^{-1}(\mu^n) F D(\mu^n) \bar{Y} \quad \text{with} \quad M(\mu^n) = \sum_{i=1}^{r} N(x_i) N'(x_i) \mu_i = F D(\mu^n) F'.$$
Asymptotic properties of this estimator have been established in Argarwal and Studden (1980). We will introduce the hybrid cubic spline estimator of \( f \) denoted by \( \hat{f}_n \) as in Kelly and Rice (1990). It is defined to be the cubic spline minimizing the penalized least squares criterion i.e:

\[
\hat{f}_n = \sum_{p=1}^{k+4} \hat{\theta}_p N_p(x) \tag{2.5}
\]

where

\[
\hat{\Theta} = \arg \min_{\Theta \in \mathbb{R}^{k+4}} \sum_{i=1}^{r} \sum_{j=1}^{n_i} \left( y_{ij} - \sum_{p=1}^{k+4} \theta_p N_p(x_i) \right)^2 + \lambda \int_{0}^{1} \left( \sum_{p=1}^{k+4} \theta_p N''_p(x) \right)^2 \, dx \tag{2.6}
\]

with a smoothing parameter \( \lambda > 0 \). This estimator is therefore a hybrid of smoothing splines and least squares splines in the sense that the amount of smoothing is controlled by both a penalty term through the choice of \( \lambda \) as in smoothing splines and by the number of knots, \( k \), as in least squares splines.

As above with \( \hat{\Theta} \), we can specify \( \hat{\Theta} \). For this we need to introduce the following matrix \( W \) defined by

\[
W_{ij} = \int_{0}^{1} N_i''(x) N_j''(x) \, dx, \quad i, j = 1, \ldots, k+4.
\]

\( W \) is a band matrix. Indeed, \( N_i(x) = 0 \) if \( x \notin (t_i, t_{i+4}) \) (see Argarwal and Studden (1980)). Hence \( W_{ij} = 0 \) if \( |i - j| \geq 4 \).

It is easy to see that if \( g = \sum_{p=1}^{k+4} \theta_p N_p(x) \) then

\[
\int_{0}^{1} (g''(x))^2 \, dx = \Theta' W \Theta. \tag{2.7}
\]

Now, we are ready for the main result of this section.

**Lemma 1** If \( \hat{\Theta} \) satisfies (2.6) then

\[
\hat{\Theta} = \Gamma^{-1}(\mu^n) F' D(\mu^n) \bar{Y} \quad \text{with} \quad \Gamma(\mu^n) = M(\mu^n) + \lambda W.
\]

**Proof**

Let \( g = \sum_{p=1}^{k+4} \theta_p N_p(x) \) be a cubic spline.

Let

\[
L(g) = \sum_{i=1}^{r} \sum_{j=1}^{n_i} \left( y_{ij} - \sum_{p=1}^{k+4} \theta_p N_p(x_i) \right)^2 + \lambda \int_{0}^{1} \left( \sum_{p=1}^{k+4} \theta_p N''_p(x) \right)^2 \, dx.
\]

It is immediate that the residual sum of squares about \( g \) can be rewritten

\[
\sum_{i=1}^{r} \sum_{j=1}^{n_i} (y_{ij} - g(x_i))^2 = (\bar{Y} - F' \Theta)' D(\mu^n) (\bar{Y} - F' \Theta).
\]
Using (2.7) we obtain

\[ L(g) = (\tilde{Y} - F'\Theta)'D(\mu^n)(\tilde{Y} - F'\Theta) + \lambda\Theta'W\Theta. \]  

(2.8)

Since \( \lambda W \) is non-negative definite, the matrix \( M(\mu^n) + \lambda W \) is strictly positive-definite. It therefore follows that (2.8) has a unique minimum, obtained by setting

\[ g = \tilde{f}_n \quad \text{with} \quad \tilde{\Theta} = \Gamma^{-1}(\mu^n)FD(\mu^n)\tilde{Y}. \]

\[ \Box \]

2.2 Smoothness Conditions

We will assume some regularity conditions on \( f \). For \( m \in \mathbb{N} \) and \( M, L > 0 \), let

\[ \mathcal{F}_{m,M} = \{ f \in C^{m+1}(0, 1) : \sup_{0 \leq x \leq 1} | f^{(m+1)}(x) | \leq M \}, \]

\[ \mathcal{G}_{m,M,L} = \{ f \in \mathcal{F}_{m,M} : \sup_{0 \leq x \leq 1} | f | \leq L \}. \]

The following lemma is an immediate consequence of theorem 2.59 of Schumaker(1981).

**Lemma 2** For \( f \in C^m \) then,

\[ \omega_m(f, t) \leq t^m \sup_{0 \leq x \leq 1} | f^{(m)}(x) | \quad \text{as} \quad t \to 0 \]

where \( \omega_m(f, \delta) \) denotes the \( m^{th} \) modulus of smoothness of \( f \) in \( L_\infty \).

When \( m=1 \), the \( m^{th} \) modulus of smoothness is traditionally referred to as the modulus of continuity.

3 TEST OF NON-CONVEXITY

3.1 Convexity and Strict Convexity in \( \mathcal{S}(k,4) \)

Let us first characterize convexity in the class \( \mathcal{S}(k,4) \). For a function \( g \) in the class \( \mathcal{S}(k,4) \), we can write:

\[ g(x) = \sum_{p=1}^{k+4} \theta_p N_p(x) \quad \text{with} \quad \Theta = (\theta_1, ..., \theta_{k+4})' \in \mathbb{R}^{k+4} \]

Then:

\[ g''(\eta_l) = \sum_{p=1}^{k+4} \theta_p N''_p(\eta_l) = \sum_{p=1}^{k+4} \theta_p d_{p,l}, \]

where the coefficients \( d_{p,l} \) are easily calculated from the knots (see Dierckx (1980)).
Let $B_i = (0, 0, ..., 0, -d_{i+1,t}, -d_{i+2,t}, -d_{i+3,t}, 0, ..., 0)' \in \mathbb{R}^{k+4}$ and $\Theta = (\theta_1, ..., \theta_{k+4})'$, then

$$g''(\eta_i) = -(B'_i \Theta).$$

We have already mentioned in the introduction that $g$ is a convex function if and only if $g''(\eta_i)$ is non-negative for all $l=0,...,k+1$ or equivalently $B'_i \Theta \leq 0$ for all $l=0,...,k+1$.

Characterizing similarly strictly convex functions does not seem possible but the following lemma gives a necessary condition.

**Lemma 3** Let $g(x) = \sum_{p=1}^{k+4} \theta_p N_p(x)$, let $C_i = B_i + B_{i+1}$, $l = 0, ..., k$ then if $g$ is strictly convex we have for all $l = 0, ..., k - C'_i \Theta > 0$.

**Proof**

Let us assume that $g$ is strictly convex. Since $g \in \mathcal{S}(k,4)$, then $g''$ is a linear function between any pair of adjacent knots $\eta_i$ and $\eta_{i+1}$. Therefore, we can write

$$g''(x) = a_i x + b_i \quad \text{for all} \quad x \in (\eta_i, \eta_{i+1}).$$

Moreover $g''(x) \geq 0$ or equivalently $a_i x + b_i \geq 0$, $i = 0, ..., k$. Hence $g$ is strictly convex if and only if

$$\begin{cases} 
  \text{if } a_i > 0 \text{ then } a_i \eta_i + b_i = g''(\eta_i) \geq 0 \\
  \text{if } a_i < 0 \text{ then } a_i \eta_{i+1} + b_i = g''(\eta_{i+1}) \geq 0 \\
  \text{if } a_i = 0 \text{ then } b_i > 0
\end{cases}$$

But $a_i = \frac{g''(\eta_{i+1}) - g''(\eta_i)}{\eta_{i+1} - \eta_i}$ and $b_i = g''(\eta_i) - \frac{g''(\eta_{i+1}) - g''(\eta_i)}{\eta_{i+1} - \eta_i}$; therefore $g$ is strictly convex if and only if

$$\begin{cases} 
  \text{if } g''(\eta_{i+1}) > g''(\eta_i) \text{ then } g''(\eta_i) \geq 0 \\
  \text{if } g''(\eta_{i+1}) < g''(\eta_i) \text{ then } g''(\eta_{i+1}) \geq 0 \\
  \text{if } g''(\eta_{i+1}) = g''(\eta_i) \text{ then } g''(\eta_i) > 0
\end{cases}$$

Hence, if $g$ is strictly convex then $-(B'_i + B'_{i+1}) \Theta > 0$. □

It is easy to see that there are no redundant vectors in $\{C_0, ..., C_k\}$ i.e there is no $C_j$ such that

$$\{\Theta : -C'_l \Theta > 0, l = 0, ..., k\} = \{\Theta : -C'_l \Theta > 0, l = 0, ..., k, l \neq j\} \quad (3.1).$$
3.2 Definition of the Test

We intend to construct a test $H_0$ of: “$f$ is not strictly convex” against $H_1$ : “$f$ is strictly convex.” Lemma 3 does not characterize strict convexity, however we have the following property. Define $C_k$ to be the class of functions $g \in C^2(0, 1)$ satisfying the set of conditions $g''(\eta_l) + g''(\eta_{l+1}) > 0, l = 0, ..., k$ associated to $k$ knot points. If $k$ tends to infinity, the union of all knot points defined by (2.1) is dense in $(0, 1)$. It follows that a function $g$ in $C^2(0, 1)$ belongs to $\bigcap_{k=1}^{\infty} C_k$ if and only if $g$ is strictly convex.

It is therefore natural to weaken $H_1$ replacing it by $H'_1 : f \in C_k$, for some large $k$. It is then possible to construct a test for $H'_1$ against $H'_1$, using a likelihood ratio test (LRT) procedure studied by Berger (1989). Berger showed that if $X$ is a $p$ variate (in our case $p = k + 4$ ) normal random vector with unknown mean $\Theta$ and nonsingular covariance matrix $\Sigma$ and if $C_0, ..., C_k$ satisfy (3.1), then the size-$\alpha$ LRT with null hypothesis “$- C_l' \Omega \leq 0$ for some $l = 0, ..., k$” versus the alternative hypothesis “$- C_l' \Phi > 0$ for all $l = 0, ..., k$” is the test with rejects the null hypothesis if

$$- \frac{C_l' X}{(C_l' \Sigma C_l)^{1/2}} \geq q_\alpha \quad \text{for all} \quad l = 0, ..., k,$$

where $q_\alpha$ is the upper $100\alpha$ percentile of the standard normal distribution.

On the other hand, Beatson (1982) shows that for a smooth and convex function $f \in C^m(0, 1)(0 \leq m \leq 3)$, the uniform distance between $f$ and the set $S^{**}(k, 4)$ of convex functions of $S(k, 4)$ tends to zero when the mesh size $\delta_k$ tends to zero (see lemma 6 below).

Therefore, for $f \in C^m(0, 1)(0 \leq m \leq 3)$, in order to test $H_0$ against $H_1$ since $\frac{\sqrt{m}}{n} M^{-1}(\mu^n)$ and $\frac{\sqrt{m}}{n} M(\mu^n) M^{-1}(\mu^n)$ are respectively the covariance matrices of $\hat{\Theta}$ and $\hat{\Phi}$, it is natural to define a test (T) by rejecting $H_0$ when

$$- \frac{\sqrt{n} C_l' \hat{\Theta}}{\sigma(C_l' M^{-1}(\mu^n) C_l)^{1/2}} \geq q_\alpha \quad \text{for all} \quad l = 0, ..., k,$$

for the least squares estimator of $f$. Now, for the hybrid cubic spline estimator of $f$ we define a test (T') by rejecting $H_0$ when

$$- \frac{\sqrt{n} C_l' \hat{\Theta}}{\sigma(C_l' \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C_l)^{1/2}} \geq q_\alpha \quad \text{for all} \quad l = 0, ..., k.$$

3.3 Asymptotic Properties

To derive asymptotic properties of (T) and (T'), we assume next that $\mu^n$ converges to a design measure $\mu$, where $\mu$ is an absolutely continuous measure. We denote by $H_n$ and $H$ the cumulative distribution function of $\mu^n$ and $\mu$ respectively. The
number of knots and the smoothing parameter will be functions of the sample size $k = k_n$ and $\lambda = \lambda_n$. The critical regions of $(T)$ and $(T')$ are respectively:

$$
\Omega_n = \left\{ -\frac{\sqrt{n}C'_i \hat{\Theta}}{\sigma(C'_i M^{-1}(\mu^n) C_i)^{1/2}} \geq q_\alpha \quad \text{for all} \quad l = 0, \ldots, k_n \right\}
$$

and

$$
\Omega'_n = \left\{ -\frac{\sqrt{n}C'_i \hat{\Theta}}{\sigma(C'_i M^{-1}(\mu^n) M(\mu^n) C_i)^{1/2}} \geq q_\alpha \quad \text{for all} \quad l = 0, \ldots, k_n \right\}.
$$

In the following theorems, we give a result about the size and the power of $(T)$ and we approximate the distribution of the statistic by a gaussian distribution with mean which converges to infinity. A measure of the distance between two distributions is given by the following modification of the Mallovs distance (This measure was used by Hardle and Mammen (1993))

$$
d(\mu, \nu) = \inf_{X,Y} \{ IE \| X - Y \|^2 \wedge 1 : \mathcal{L}(X) = \mu, \mathcal{L}(Y) = \nu \}.
$$

Convergence in this metric is equivalent to weak convergence (see Hardle and Mammen (1993)).
Consider the following additional notations:

$$
f^{(m)}_{p^i} = \left( \frac{f^{''}(\eta_0) + f^{''}(\eta_1)}{\sigma(C'_0 M^{-1}(\mu^n) C_0)^{1/2}}, \ldots, \frac{f^{''}(\eta_k) + f^{''}(\eta_{k+1})}{\sigma(C'_k M^{-1}(\mu^n) C_k)^{1/2}} \right)
$$

and

$$
f^{(m)}_{p,\lambda^i} = \left( \frac{f^{''}(\eta_0) + f^{''}(\eta_1)}{\sigma(C'_0 M^{-1}(\mu^n) M(\mu^n) C_0)^{1/2}}, \ldots, \frac{f^{''}(\eta_k) + f^{''}(\eta_{k+1})}{\sigma(C'_k M^{-1}(\mu^n) M(\mu^n) C_k)^{1/2}} \right).
$$

Let

$$
T_n^i(f) = -\frac{\sqrt{n}C'_i \hat{\Theta}}{\sigma(C'_i M^{-1}(\mu^n) C_i)^{1/2}} \quad l = 0, \ldots, k_n
$$

and

$$
T_n(f) = (T_n^0(f), \ldots, T_n^{k_n}(f))^t.
$$

$T_n^i(f)$ and $T_n^i(f)$ are given by similar definitions.

**Theorem 1** Let $f \in \mathcal{F}_{m,M}$ with $m \geq 2$. Let us consider the hypothesis $H_0$ : “$f$ is not strictly convex” and $H_1$ : “$f$ is strictly convex.”

Then, under the following assumptions

(i) $\epsilon_{ij}$ $i = 1, \ldots, r ; j = 1, \ldots, n_i$, i.i.d with mean zero and variance $\sigma^2 < +\infty$. 

8
\[(i) n_i \longrightarrow +\infty \quad i = 1, \ldots, r .\]

\[(iii) \sup_{0 \leq r \leq 1} |H_n(x) - H(x)| = o(k_n^{-1}), \quad \text{as} \quad k_n \longrightarrow +\infty\]

\[(iv) \lim_{n \to +\infty} r^{1/2} n^{1/2} \delta_{k_n}^{(m+1)/4} \left( \sup_{1 \leq i \leq r} \mu_i \right)^{1/2} = 0\]

the test \((T)\) which rejects \(H_0\) if

\[-\frac{\sqrt{n}C'\hat{\Theta}}{\sigma(C'M^{-1}(\mu^n)C_l)^{1/2}} \geq q_o \quad \text{for all} \quad l = 0, \ldots, k_n\]

has asymptotically size \(\alpha\). More precisely,

\[\lim_{n \to +\infty} \sup_{f \in H_0} \mathcal{P}_f(\Omega_n) = \alpha.\]

We now give a result on the power of the test \((T)\).

**Theorem 2** Let us assume that \(m \geq 2\).

Under the assumptions of theorem 1 if

\[(v) \lim_{n \to +\infty} n^{1/2} \xi_{5/2} = +\infty\]

then for \(f \in H_1\) and \(f'' > 0\)

\[\lim_{n \to +\infty} \mathcal{P}_f(\Omega_n) = 1.\]

Now it would be interesting to know how the test behaves under the local alternatives. We consider a sequence of a local alternatives:

\[f_n(x) = g(x) + h_n \gamma(x) \quad (\#)\]

where the know function \(\gamma(.)\) lies in \(\mathcal{F}_{m,M}\) and \(g\) lies in the null hypothesis. The following theorem gives the power of our test against local misspecification \((\#)\).

**Theorem 3** Let us assume that \(m \geq 3\). Under the assumptions \((i), (iii)\) and \((v)\) if

\[\varepsilon_{ij} \sim \mathcal{N}(0, \sigma^2),\]

\[\lim_{n \to +\infty} r^{1/2} n^{1/2} \delta_{k_n}^{3/4} \left( \sup_{1 \leq i \leq r} \mu_i \right)^{1/2} = 0\]
and 

\[ h_n = (n^{\delta_n})^{-1/2} \]

then 

\[ d(\mathcal{L}(T_n(g + h_n\gamma)), \mathcal{N}(\sqrt{n}g_i^\mu + \delta_k^{n/2}g_i^\mu, V(\mu^n)) \to 0. \]

where 

\[ V(\mu^n) = C'M^{-1}(\mu^n)C \]

and 

\[ C = \left( \frac{C_0}{(C_0M^{-1}(\mu^n)C_0)^{1/2}}, \ldots, \frac{C_k}{(C_kM^{-1}(\mu^n)C_k)^{1/2}} \right). \]

We have similar theorems for the test \((T')\) in the smooth class of functions \(G_{m,M,L}\).

**Theorem 4** Let \( f \in G_{m,M,L} \) with \( m \geq 2 \).

Under the assumptions of theorem 1 and if

\[ (iv') \lim_{n \to +\infty} r^{1/2}n^{1/2}\delta_k^{n/2}n(\sup_{1 \leq i \leq r} \mu_i)^{1/2} = 0, \]

then the test \((T')\) has asymptotically size smaller than \( \alpha \).

**Theorem 5** Under the assumptions of theorems 2 and 4 we have for all \( f \) in \( H_1 \) such that \( f'' > 0 \)

\[ \lim_{n \to +\infty} \mathcal{P}_f(\Omega_n^f) = 1. \]

**Theorem 6** Under the assumptions of theorems 3 and 4, if

\[ \lim_{n \to +\infty} r^{1/2}\delta_k^{n/2}n(\sup_{1 \leq i \leq r} \mu_i)^{1/2} = 0 \]

then 

\[ d(\mathcal{L}(T_n'(g + h_n\gamma)), \mathcal{N}(\sqrt{n}g_i'' + \delta_k^{5/2}g_i'', V^1(\mu^n)) \to 0. \]

where 

\[ V^1(\mu^n) = B\Gamma^{-1}(\mu^n)M(\mu^n)\Gamma^{-1}(\mu^n)B \]

and 

\[ B = \left( \frac{C_0}{(C_0\Gamma^{-1}(\mu^n)M(\mu^n)\Gamma^{-1}(\mu^n)C_0)^{1/2}}, \ldots, \frac{C_k}{(C_k\Gamma^{-1}(\mu^n)M(\mu^n)\Gamma^{-1}(\mu^n)C_k)^{1/2}} \right). \]
Remarks

- Assumption (iii) is the same as in Aggarwal and Studden (1980).

- It is easy to see that assumption (iv) implies that
  \[
  \lim_{n \to +\infty} k_n = +\infty
  \]

- For a uniform design, i.e. \(\mu_i = 1/r, i = 1, \ldots, r\) then (iv) becomes
  \[
  \lim_{n \to +\infty} n^{1/2} \delta_{k_n}^{(m+1)\Lambda^4} = 0
  \]
  This is the case for example when there are \(n\) distinct points for \(n\) measurements \((r=n)\).

- If in particular \(\lambda_n\) satisfies
  \[
  \lim_{n \to +\infty} \lambda_n \delta_{k_n}^{-7/2-(m+1)\Lambda^4} = 0,
  \]
  then (iv') is satisfied.

- Finally, note that the test procedure requires the knowledge of the variance \(\sigma^2\). However, the results in this article can be considered approximately true if \(\sigma\) is unknown but, in order to compute the statistic, we need a consistent estimate of \(\sigma\). This can be obtained in the case of the least squares estimator, using \(\hat{\sigma}_n = \frac{1}{n-(k+4)} \sum_{i=1}^r (\hat{y}_i - \hat{f}_n(x_i))^2\) where \(\hat{y}_i\) and \(\hat{f}_n\) are defined by (2.3) and (2.4) and \(\hat{\sigma}_{n,\lambda_n}\) (for a fixed \(\lambda_n\)) has a similarly definition or alternatively, any consistent estimator based on nonparametric regression techniques.

For the proof of theorems 1 to 6 we need some preliminaries lemmas. Lemma 4 from Schumaker (1981) gives a sup norm error bound when approximating a function in \(C^m(0,1)\) \((0 \leq m \leq 3)\) with a cubic spline.

**Lemma 4** Let \(0 \leq m \leq 3\). There is a constant \(c\) such that for all \(f \in C^m(0,1)\), there is a function \(S\) in \(S(k_n,4)\) such that:
\[
\sup_{0 \leq x \leq 1} |f^{(r)}(x) - S^{(r)}(x)| \leq c\delta_{k_n}^{m-r} \omega_{4-m}(f^{(m)}, \delta_{k_n}) \quad \text{for all} \quad r = 0, \ldots, m.
\]
Using this property and lemma 2, we easily get the following:

**Lemma 5** Let \(m \geq 0\). There is a constant \(c\) such that for all \(f \in F_{m,M}\), there is a function \(S\) in \(S(k_n,4)\) such that:
\[
\sup_{0 \leq x \leq 1} |f^{(r)}(x) - S^{(r)}(x)| \leq c\delta_{k_n}^{(m+1)\Lambda^4-r} \quad \text{for all} \quad r = 0, \ldots, m \wedge 3.
\]
Lemma 6 from Beatson (1982) gives a similar sup norm error bound when approximating a convex function of $C^m(0,1)$ $(0 \leq m \leq 3)$ with a convex cubic spline.

**Lemma 6** There is a constant $c$ such that if $f \in C^m(0,1) (0 \leq m \leq 3)$ is convex, then there is a convex function $S$ in $S(k_n,4)$ such that:

$$\sup_{0 \leq x \leq 1} |f(x) - S(x)| \leq c\delta^{\alpha_n}_n \omega(f^{(m)}, \delta^{\beta_n}_n).$$

The following lemma is obtained by a straightforward manipulation of results of Agarwal and Studden (1980).

**Lemma 7** Under the assumptions of theorem 1,

1) $\| M^{-1}(\mu^n) \| = \| (FD(\mu^n)F')^{-1} \| = \mathcal{O}(\delta^{-1}_n)$, as $n \to +\infty$

2) $\| M(\mu^n) \| = \mathcal{O}(\delta_k)$, as $n \to +\infty$

where $\| A \| = \max_x \| Ax \| / \| x \|$ with $\| x \| = (x'x)^{1/2}$.

**Proof:** Equality 1) follows from lemma 6.6 of Agarwal and Studden (1980). Now, recall that

$$M(\mu^n) = \sum_{i=1}^n N(x_i)N'(x_i)\mu_i.$$ 

We can write:

$$M(\mu^n) = \int N(x)N'(x)d\mu^n(x).$$

Let

$$M(\mu) = \int N(x)N'(x)d\mu(x).$$

Agarwal and Studden (1980) prove that $M(\mu) = \mathcal{O}(\delta_k)$ as $n \to +\infty$ in lemma 6.3.

As in equality 6.22 of Agarwal and Studden (1980) pp. 1319, we can write

$$M^{-1}(\mu^n) = [I - U_n]^{-1}M^{-1}(\mu)$$

where $I$ is the $(k+4) \times (k+4)$ identity matrix and a $U_n$ matrix such that $\| U_n \| = o(1)$. Hence

$$\| M(\mu^n) \| \leq \| M(\mu) \| \| I - U_n \|.$$ 

Now, since $M(\mu) = \mathcal{O}(\delta_k)$, $n \to +\infty$ we have the result. □

The following important result will be used in the proof of theorems 4 to 6.

**Lemma 8** Under the assumptions of theorem 3

$$\| M^{-1}(\mu^n)W \| = \mathcal{O}(\delta^{-4}_k), \quad \text{as} \quad n \to +\infty.$$
**Proof:** We have

\[ \| M^{-1}(\mu^n)W \| \leq \| M^{-1} \| \| W \|. \]

Using a classical inequality (see Ciarlet and Thomas (1982)) we obtain

\[ \| W \| \leq \| W \|_\infty \]

where

\[ \| A \|_\infty = \max_i \sum_j | a_{ij} | . \]

Hence, since \( \| M^{-1} \| = O(\delta_{kn}^{-1}) \) the lemma follows if we prove that

\[ \| W \|_\infty = O(\delta_{kn}^{-3}). \]

In fact, because \( W \) is a band matrix, it suffice to prove that \( | W_{ij} | = O(\delta_{kn}^{-3}). \)

Using formula (6.19) (page 1318) of Argarwal and Studden (1980) we see that for all \( i = 1, ..., k_n + 4 \) and for \( j = 1, 2 \)

\[ \sup_{x \in (0,1)} | N_i^{(j)}(x) | = O(k_n^{j}) \]

and since the sequence of knots is quasi-uniforme, we obtain

\[ \sup_{x \in (0,1)} | N_i^{(j)}(x) | = O(\delta_{kn}^{-j}). \quad (***) \]

On the other hand

\[ W_{ij} = \int_0^1 N_i^{(j)}(x)N_j^{(j)}(x)dx = N_i^{(j)}(1)N_j^{(j)}(1) - N_i^{(j)}(0)N_j^{(j)}(0) - \int_0^1 N_i^{(j)}(x)N_j^{(j)}(x)dx. \]

Hence, using (***), we see that

\[ | N_i^{(j)}(1)N_j^{(j)}(1) - N_i^{(j)}(0)N_j^{(j)}(0) | = O(\delta_{kn}^{-3}). \]

Now, we can write

\[ \int_0^1 N_i^{(j)}(x)N_j^{(j)}(x)dx = \sum_{p=0}^{p=k} \int_{\eta_p}^{\eta_p+1} N_i^{(j)}(x)N_j^{(j)}(x)dx \]

and using the proof of lemma 3, we obtain (since for \( x \in (\eta_p, \eta_{p+1}) \), \( N_j^{(j)}(x) = \frac{N_j^{(j)}(\eta_p+1) - N_j^{(j)}(\eta_p)}{\eta_{p+1} - \eta_p} \))

\[ | \int_{\eta_p}^{\eta_{p+1}} N_i^{(j)}(x)N_j^{(j)}(x)dx | \leq \sup_{x \in (0,1)} | N_i^{(j)}(x) | \| N_j^{(j)}(\eta_p+1) - N_j^{(j)}(\eta_p) | . \]

Using notation of section (3.1), we can write \( N_j^{(j)}(\eta_{p+1}) = d_{j,p+1} \) and \( N_j^{(j)}(\eta_p) = d_{j,p}. \)

Hence the lemma follows from the (***), and the fact that \( d_{j,p} = 0 \) if \( | p - j | \geq 4 \) else \( d_{j,p} = O(\delta_{kn}^{-1}).\) \( \square \)
Proof of Theorem 1
Recall that

$$\hat{\Theta} = M^{-1}(\mu^n) F \mathcal{D}(\mu^n) \hat{Y} = M^{-1}(\mu^n) F \mathcal{D}(\mu^n)(f_{\Delta} + \varepsilon)$$

hence, \( \hat{\Theta} \) has the same asymptotic distribution than

$$\mathcal{N}(M^{-1}(\mu^n) F \mathcal{D}(\mu^n) f_{\Delta} , \frac{\sigma^2}{n} M^{-1}(\mu^n)).$$

In what follows, we denoted this by

$$\hat{\Theta} \sim \mathcal{N}_{\Delta}(M^{-1}(\mu^n) F \mathcal{D}(\mu^n) f_{\Delta} , \frac{\sigma^2}{n} M^{-1}(\mu^n)).$$

Let \( f \in \mathcal{F}_{m,M}(m \geq 1) \). By Lemma 5, there is a \( S \) in \( \mathcal{S}(k_n,4) \), such that:

$$\sup_{0 \leq r \leq 1} \left| f^{(r)}(x) - S^{(r)}(x) \right| \leq c_0\delta_k^{[(m+1)\wedge 4]-r} \quad \text{for all} \quad r = 0, ..., m \wedge 3. \quad (3.2)$$

\( S \in \mathcal{S}(k_n,4) \) hence, there exists \( \Theta^0 \in \mathbb{R}^{k+4} \) such that \( S(x) = N'(x)\Theta^0 \).

Let

$$S_{\Delta} = (S(x_1), ..., S(x_r))^\prime = (N'(x_1)\Theta^0, ..., N'(x_r)\Theta^0)^\prime = F^\prime \Theta^0.$$

Then,

$$M^{-1}(\mu^n) F \mathcal{D}(\mu^n) S_{\Delta} = M^{-1}(\mu^n) F \mathcal{D}(\mu^n) F^\prime \Theta^0 = \Theta^0.$$

Hence

$$II \hat{\Theta} = \Theta^0 + M^{-1}(\mu^n) F \mathcal{D}(\mu^n)(f_{\Delta} - S_{\Delta}) = \Theta^0 + b_n \quad \text{say}$$

Now, let us assume that \( f \) is not strictly convex, then there exists an interval \( I \subseteq (0,1) \) such that for all \( x \in I, f''(x) \leq 0 \) (\( f \) is concave in \( I \)).

Therefore there exists \( l_n \) with \( 0 \leq l_n \leq k_n \) such that

$$C_{l_n} \Theta^0 = -(S''(\eta_{l_n}) + S''(\eta_{l_n+1})) \geq 0. \quad (3.3)$$

Indeed, if for all \( x \in I, f''(x) < 0 \), then using (3.2) we see that for \( n \) sufficiently large, there exists an interval \( J \subseteq I \) such that for all \( x \in J, S''(x) \leq 0 \) and we can take \( \eta_{l_n} \) and \( \eta_{l_n+1} \) in \( J \).

Now, if for all \( x \in I, f''(x) = 0 \), then, using formula 6.44 of theorem 6.20 in Schumaker (1981) we see that there is an interval \( J \subseteq I \) such that for all \( x \in J, S''(x) = 0 \).

Now, let \( R_i = \left\{ \frac{\sqrt{\pi C_1^2 \hat{Y}}}{\delta C_1 M^{-1}(\mu^n) C_1 / 2} \geq q_0 \right\} \) then, \( \Omega_n = \bigcap_{i=0}^{k_n} R_i \) and therefore,

$$\mathcal{P}_f(\Omega_n) \leq \inf_{0 \leq i \leq k_n} \mathcal{P}_f(R_i) \leq \mathcal{P}_f(R_{l_n}).$$
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Hence, \[ P_f(\Omega_n) \leq P_f\left( \frac{-\sqrt{n}C'_n \hat{\Theta}}{\sigma(C'_n M^{-1}(\mu^n)C_n)^{1/2}} \right) \geq q_\alpha \]
\[ \leq P_f(\mathcal{N}_d(0,1) \geq q_\alpha + \frac{\sqrt{n}C'_n \Theta_0}{\sigma(C'_n M^{-1}(\mu^n)C_n)^{1/2}} + \frac{\sqrt{n}C'_n b_n}{\sigma(C'_n M^{-1}(\mu^n)C_n)^{1/2}}. \]

Then, by (3.3) we have
\[ P_f(\Omega_n) \leq P_f(\mathcal{N}_d(0,1) \geq q_\alpha + \frac{\sqrt{n}C'_n b_n}{\sigma(C'_n M^{-1}(\mu^n)C_n)^{1/2}}) \]

The proof consists of bounding the absolute value of \( \frac{\sqrt{n}C'_n b_n}{\sigma(C'_n M^{-1}(\mu^n)C_n)^{1/2}} \).

We have \( C'_n b_n \leq \|C_n\| \|b_n\| \) and
\[ \|b_n\| \leq \|M^{-1}(\mu^n)\| || F D(\mu^n) \|| || f_\Delta - S_\Delta \|. \]

Since
\[ || F D^{1/2}(\mu^n) ||^2 = || F D(\mu^n) F' ||, \]
we have:
\[ || F D(\mu^n) || \leq || F D^{1/2}(\mu^n) || || D^{1/2}(\mu^n) || \leq || M(\mu^n) ||^{1/2} (\sup_{1 \leq i \leq r} \mu_i)^{1/2} \]
\[ \|f_\Delta - S_\Delta\| = \left( \sum_{i=1}^r (f(x_i) - S(x_i))^2 \right)^{1/2} \]
\[ \leq r^{1/2} \sup_{0 \leq x \leq 1} |f(x) - S(x)| \leq r^{1/2} c_0 \delta_{k_n}^{(m+1)/4}. \]

Now,
\[ (C'_n M^{-1}(\mu^n)C_n)/\|C_n\| \|^2 \geq \min_X (X'M^{-1}(\mu^n)X)/\|X\|^2 = (1/\|M^{1/2}(\mu^n)\|)^2 \]
\[ \geq 1/\|M(\mu^n)\|. \]

Hence, \( \|C_n\|/(C'_n M^{-1}(\mu^n)C_n)^{1/2} \leq \|M(\mu^n)\|^{1/2} \). Therefore,
\[ ||C_n|| \|b_n\|/(C'_n M^{-1}(\mu^n)C_n)^{1/2} \leq ||b_n|| \|M(\mu^n)\|^{1/2}. \] (3.4)

Hence
\[ \sup_{f \in H_0} \frac{\sqrt{n} |C'_n b_n|}{\sigma(C'_n M^{-1}(\mu^n)C_n)^{1/2}} \leq \frac{\sqrt{n}}{\sigma} r^{1/2} c_0 \delta_{k_n}^{(m+1)/4} (\sup_{1 \leq i \leq r} \mu_i)^{1/2} \] (3.5)

for some constant \( c_0 \).
Therefore, using (3.5) we have
\[ \sup_{j \in H_0} \mathcal{P}_f(\Omega_n) \leq \mathcal{P}(\mathcal{N}_x(0, 1)) \geq \frac{1}{\sigma} \frac{\sqrt{n}}{r^{1/2}} c_0 \delta_k^{(m+1)\lambda^4} \left( \sup_{1 \leq i \leq r} \mu_i \right)^{1/2}. \]

Hence, by assumption (iii)
\[ \lim_{n \to +\infty} \sup_{j \in H_0} \mathcal{P}_f(\Omega_n) \leq \alpha. \]

On the other hand,
\[ \sup_{j \in H_0} \mathcal{P}_f(\Omega_n) \geq \sup_{j \in H_0 \cap S(k_n, 4)} \mathcal{P}_f(\Omega_n). \]

But, if \( f \in H_0 \cap S(k_n, 4) \), there is \( \Theta \in \mathbb{R}^{k_n+4} \) such that
\[ f(x) = \Theta' N(x). \]

Hence \( f \in H_0 \cap S(k_n, 4) \) if and only if \( \Theta \in \mathcal{K} \) where
\[ \mathcal{K} = \{ x \in \mathbb{R}^{k_n+4} : \exists l, \quad 0 \leq l \leq k_n : -C'lx \leq 0 \}. \]

Berger (1989) prove that
\[ \sup_{v \in \mathcal{K}, v = \mathbb{R}^d} \mathcal{P}_v(\Omega_n) = \alpha \]

therefore
\[ \lim_{n \to +\infty} \sup_{j \in H_0} \mathcal{P}_f(\Omega_n) = \alpha. \square \]

**Proof of Theorem 2**

We want to show that for all \( f \) in \( H_1 \) with \( f'' > 0 \) that
\[ \lim_{n \to +\infty} \mathcal{P}_f(\Omega_n) = 1. \]

Let \( f \in \mathcal{F}_{m,M}(m \geq 2) \). Let us assume that \( f \) is strictly convex, then by lemma 6, there is a \( S \) in \( \mathcal{S}(k_n, 4) \) convex such that:
\[ \sup_{0 \leq r \leq 1} | f(x) - S(x) | \leq c_0 \delta_k^{(m+1)\lambda^4}, \quad (3.6) \]

As above in (3.5), it is easy to see that
\[ \left| \frac{\sqrt{n}C'_{i1}M^{-1}(\mu^n)F_{\Delta_1\Delta_1}S - S_\Delta}{\sigma(C'_{i1}M^{-1}(\mu^n)C_1)^{1/2}} \right| \leq \frac{\sqrt{n}}{\sigma} r^{1/2} c_0 \delta_k^{(m+1)\lambda^4} \left( \sup_{1 \leq i \leq r} \mu_i \right)^{1/2}. \]
Therefore, under the assumption (iv), we see that:

$$\lim_{n \to +\infty} \sup \frac{\sqrt{n}C'(M^{-1}(\mu^n))FD(\mu^n)(f_\Delta - S_\Delta)}{\sigma(C'(M^{-1}(\mu^n))C_i)^{1/2}} = 0$$ (3.7)

On the other hand, for all \( l = 0, ..., k_n \),

$$\frac{1}{||M(\mu^n)||} \leq C'(M^{-1}(\mu^n))C_i/||C_i||^2 \leq ||M^{-1}(\mu^n)||.$$

Hence,

$$\frac{||M(\mu^n)||^{1/2}}{||C_i||} \geq \frac{1}{(C'(M^{-1}(\mu^n))C_i)^{1/2}} \geq \frac{1}{||C_i|| ||M^{-1}(\mu^n)||^{1/2}}.$$ (3.8)

Now, since the sequence of knots is quasi-uniform (see (2.2)), it is easy to see that there are constants \( a_1 > 0 \) and \( a_2 > 0 \) such that

$$a_1 \delta_{k_n}^{-2} \leq ||C_i|| \leq a_2 \delta_{k_n}^{-2}.$$

Hence

$$\frac{\sqrt{n}C'(\Theta^0)}{\sigma(C'(M^{-1}(\mu^n))C_i)^{1/2}} = -\frac{\sqrt{n}(S''(\eta_i) + S''(\eta_{i+1}))}{\sigma(C'(M^{-1}(\mu^n))C_i)^{1/2}} \leq -a \sqrt{n} \delta_{k_n}^{5/2}(S''(\eta_i) + S''(\eta_{i+1}))(3.9)$$

for some constant \( a > 0 \).

If \( f \) is strictly convex we see that by (3.2) \( S \) is convex for \( n \) sufficiently large. Hence \( C'(\Theta^0) \leq 0 \) for all \( l = 0, ..., k_n \). Therefore, using (3.9) we see that

$$\frac{\sqrt{n}C'(\Theta^0)}{\sigma(C'(M^{-1}(\mu^n))C_i)^{1/2}} \leq -a \sqrt{n} \delta_{k_n}^{5/2} \inf_{0 \leq l \leq 1} f''(x).$$

Hence,

$$\{N_{\Delta}(0, 1) \geq q_0 - c_3 \sqrt{n} \delta_{k_n}^{5/2} + \frac{\sqrt{n}r^{1/2}c_0 \delta_{k_n}^{(m+1)/4}}{(\sup_{1 \leq i \leq r} \mu_i)^{1/2}} \subseteq R_l \text{ for all } l = 0, ..., k_n$$

where \( c_3 = a \inf_{0 \leq l \leq 1} f''(x). \) Moreover, under the assumptions (iv) and (v) we see that

$$\lim_{n \to +\infty} \mathcal{P}_J(N_{\Delta}(0, 1) \geq q_0 - c_3 \sqrt{n} \delta_{k_n}^{5/2} + \frac{\sqrt{n}r^{1/2}c_0 \delta_{k_n}^{(m+1)/4}}{(\sup_{1 \leq i \leq r} \mu_i)^{1/2}} = 1.$$

Hence, hence for all \( f \in H_1 \) and such that \( f'' > 0 \) then

$$\lim_{n \to +\infty} \mathcal{P}_J(\Omega_n) = 1. \quad \square$$
Proof of Theorems 3

We have \( f_n = g + h_n \gamma \) therefore we can write
\[
\hat{\Theta} = M^{-1}(\mu^n) F\mathcal{D}(\mu^n)(g_\Delta + \varepsilon) + h_n M^{-1}(\mu^n) F\mathcal{D}(\mu^n)\gamma_\Delta.
\]

Now, we proceed as in the proof of theorem 1. For \( l = 0, \ldots, k_n \) we can write
\[
\|\hat{F}T_n^l(g + h_n \gamma) - \sqrt{\hat{\Theta}} (\mu^n) \|_{C_l} = \frac{\sqrt{\hat{\Theta}} (\mu^n)}{\sigma(C_l M^{-1}(\mu^n)C_l)^{1/2}}
\]
\[
+ h_n \frac{\sqrt{\hat{\Theta}} (\mu^n)}{\sigma(C_l M^{-1}(\mu^n)C_l)^{1/2}}.
\]

Arguing as above in (3.5) and using (3.2) and (3.8) we can see that
\[
\|\hat{F}T_n^l(g + h_n \gamma) - \sqrt{\hat{\Theta}} (\mu^n) \|_{C_l} = \mathcal{O}(\sqrt{\hat{\Theta}} (\mu^n)_{k_n}^{3/2}) + \mathcal{O}(\sup_{1 \leq i \leq r} (\mu_i)^{1/2}) + \mathcal{O}(r^{1/2} \delta_{k_n}^{3/2} (\sup_{1 \leq i \leq r} \mu_i)^{1/2} + \delta_{k_n}^2).
\]

Now, let
\[
Y_n = T_n(g + h_n \gamma) - \hat{F}T_n(g + h_n \gamma) + \sqrt{\hat{\Theta}} (\mu^n) + \delta_{k_n}^{-5/2} \gamma_\Delta
\]
Under the assumptions of theorem 3, we see that
\[
Y_n \sim \mathcal{N}(\sqrt{\hat{\Theta}} (\mu^n) + \delta_{k_n}^{-5/2} \gamma_\Delta, V(\mu^n))
\]
and
\[
\|\hat{F} T_n(g + h_n \gamma) - Y_n \|^2 \rightarrow 0.
\]

hence
\[
d(T_n(g + h_n \gamma), \mathcal{N}(\sqrt{\hat{\Theta}} (\mu^n) + \delta_{k_n}^{-5/2} \gamma_\Delta, V(\mu^n)) \rightarrow 0. \]

Proof of Theorems 4 to 6

Let us recall that
\[
\hat{\Theta} = \Gamma^{-1}(\mu^n) F\mathcal{D}(\mu^n) \hat{\gamma} = (M(\mu^n) + \lambda_n W)^{-1} F\mathcal{D}(\mu^n) \hat{\gamma}.
\]

Therefore
\[
\|\hat{F} \hat{\Theta} = (M(\mu^n) + \lambda_n W)^{-1} F\mathcal{D}(\mu^n) f_\Delta.
\]
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\[
= \{(M(\mu^n) + \lambda_n GQR^{-1}Q'G)^{-1} F\mathcal{D}(\mu^n) f_\delta - M^{-1}(\mu^n) F\mathcal{D}(\mu^n) f_\delta\} + \mathcal{I}\dot{\Theta}.
\]

Let
\[
\lambda_n = (M(\mu^n) + \lambda_n W)^{-1} F\mathcal{D}(\mu^n) f_\delta - M^{-1}(\mu^n) F\mathcal{D}(\mu^n) f_\delta.
\]

Hence, as above in the proof of theorem 1, we can write
\[
\mathcal{I}\dot{\Theta} = a_n + b_n + \Theta^0.
\]

Then, for all \( f \in \mathcal{G}_{m, M, L} \) we have
\[
\mathcal{P}_f(\Omega_n^\prime) = \mathcal{P}_f(\mathcal{N}(0, 1) \geq q_\alpha + \frac{\sqrt{n} \left| C'_n b_n \right|}{\sigma(C'_n \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C^-_n)^{1/2}} + \frac{\sqrt{n} \left| C'_n a_n \right|}{\sigma(C'_n \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C^-_n)^{1/2}}.
\]

Therefore as in the proofs of theorems 1 to 3, theorems 4, 5 and 6 will be established when we show that
\[
\lim_{n \to +\infty} \sup_{f \in \mathcal{B}_0} \frac{\sqrt{n} \left| C'_n b_n \right|}{\sigma(C'_n \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C^-_n)^{1/2}} = 0, \tag{3.10}
\]
and
\[
\lim_{n \to +\infty} \sup_{f \in \mathcal{B}_0} \frac{\sqrt{n} \left| C'_n a_n \right|}{\sigma(C'_n \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C^-_n)^{1/2}} = 0. \tag{3.111}
\]

As above in (3.4) it can be shown that
\[
\| C_l \| b_n \| / \langle (C'_l \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C^-_l)^{1/2}
\leq \| b_n \| \| \Gamma(\mu^n) \| \| M^{-1}(\mu^n) \|^{1/2}, \tag{3.12}
\]
and
\[
\| C_l \| a_n \| / \langle (C'_l \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C^-_l)^{1/2}
\leq \| a_n \| \| \Gamma(\mu^n) \| \| M^{-1}(\mu^n) \|^{1/2}. \tag{3.13}
\]

Therefore, the proof consist of bounding \( \| \Gamma(\mu^n) \| \) and \( \| a_n \| \). Under the assumptions of theorem 4 using lemma 8 we see that \( \| \lambda_n M^{-1}(\mu^n) W \| < 1 \) for \( n \) sufficiently large. We can then invert \((I + \lambda_n M^{-1}(\mu^n) W)\) using a power series expansion,
\[
(I + \lambda_n M^{-1}(\mu^n) W)^{-1} = I - \lambda_n M^{-1}(\mu^n) W + (\lambda_n M^{-1}(\mu^n) W)^2 + ... = I + U \tag{say.}
\]
Using the matrix norm properties, we can show that
\[ \| U \| \leq \| \lambda_n M^{-1}(\mu^n) W \| / (1 - \| \lambda_n M^{-1}(\mu^n) W \|) = \mathcal{O}(\lambda_n \delta_n^{-4}) \] by lemma 8.

We have
\[ \Gamma^{-1}(\mu^n) = (I + U)M^{-1}(\mu^n), \]
and therefore
\[ \Gamma(\mu^n) = M(\mu^n)(I + U)^{-1}. \]

Standard arguments (e.g. Ciarlet and Thomas (1982)) show that
\[ \| (I + U)^{-1} \| \leq 1 / (1 - \| U \|). \]

Hence
\[ \| \Gamma(\mu^n) \| \leq c \| M(\mu^n) \|, \quad (3.14) \]
for some constant c. Now, using (3.12) we see that there is a constant c_1 such that
\[ \| C_i \| / \| b_n \| / (C_i^T \Gamma^{-1}(\mu^n) M(\mu^n) \Gamma^{-1}(\mu^n) C_i)^{1/2} \leq c_1 \| b_n \| \| M(\mu^n) \|^{1/2}, \]
and (3.10) follows from the assumptions (iv) of theorem 1. Now, since \( \Gamma^{-1}(\mu^n) = (I + U)M^{-1}(\mu^n) \), we see that \( a_n = U M^{-1}(\mu^n) F \mathcal{D}(\mu^n) f_\Delta \). Hence it can be shown as in the proof of theorem 1
\[ \| a_n \| \leq \| U \| \| M^{-1}(\mu^n) \| \| F \mathcal{D}(\mu^n) \| \| f_\Delta \| = \mathcal{O}(\lambda_n \delta_n^{-4} r^{1/2} L(\sup_{1 \leq i \leq r} \mu_i)^{1/2}). \]

Now, (3.11) follows from (3.13), (3.14) and assumption (iv') of theorem 4. □

4 APPLICATION TO A REAL DATA SET

We have experimented our method on a real data set obtained from the investigation “Formation Qualification Professionnelle” realized by INSEE in 1993. Simioni (1995) used this data set in a nonparametric regression model to estimate the logarithm of wage as a function of a set of characteristic variables such as age in the firm, experience, ... Human capital theory predicts the concavity of the logarithm of wage as a function of the experience (see Berndt (1991)). In this data set, this curve displays however a low curvature and it is therefore interesting to test its concavity.

The sample size i.e the number of wage-earners is very large \( n = 7948 \). The deterministic points \( x_i, i = 1, ..., r \) are represented by the experience (the number of year since the first job). Table (4.1) from Simioni (1995) gives some characteristics on the empirical distribution of the variables wage and experience.
A least squares and a hybrid cubic splines estimators are fitted to the data with $k_n$ equidistant knots, $\lambda_n = 0$ corresponds to the least squares estimator. The number $k_n$ takes the values 3, 9, 15, 21, 27 and $k_{n,\lambda_n}^{cv}$, where $k_{n,\lambda_n}^{cv}$ is the number of knots selected by cross-validation (when $k_n$ varies in $\{3, 4, ..., 27\}$) for fixed $\lambda_n$. Computations were done for a smoothing parameter $\lambda_n$ equal to $0, 5.10^{-3}, 5.10^{-3.5}, 5.10^{-4}, 5.10^{-4.5}, 5.10^{-5}$. Figure (1) shows the data set with the estimate corresponding to $\lambda_n = 5.10^{-4}$ and $k_n = k_{n,\lambda_n}^{cv} = 4$.

To compute tests statistics (T) and (T'), we used respectively consistent estimates $\hat{\sigma}_n$ and $\hat{\sigma}_{n,\lambda_n}$ of $\sigma$ as in section 3.3. Table (4.2) displays a “1” when the test rejects $H_0$.

The results of this table show that the test confirms economic theory for choices of the smoothing parameters $k_n$ and $\lambda_n$ corresponding to smooth estimates (i.e. for $\lambda_n$ small enough and $k_n$ not too large). This is not surprising since rough estimates will produce artificial changes in curvature. Therefore a good choice of these parameters is essential. In practice, one could choose simultaneously the two parameters $k_n$ and $\lambda_n$.

5 CONCLUSION

A small simulation study in Diack (1996) shows that the finite sample behavior of the test is quite satisfactory. It also reinforces our belief that the hybrid spline test is more reliable.

A test of non-monotonicity can be readily constructed paralleling the above non-convexity test with quadratic splines instead of cubic splines. Indeed, Beatson (1982) also shows that for a monotone function $f \in C^m(0,1)$ ($1 \leq m \leq 2$), the uniform distance between $f$ and the set $\mathcal{S}^*(k,3)$ of monotones functions of $\mathcal{S}(k,3)$ tends to zero when the mesh size $\delta_{k_n}$ tends to zero.

It would be nice to extend this framework to multivariate regression models. It seems, however, that some new techniques should be used since there are important differences between the one- and higher-dimensional case. For example, the extension of piecewise nonparametric modeling to higher dimensions is difficult in practice. This additional step is still under study.
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Table 4.1
<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Standard-deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wage</td>
<td>9437.97</td>
<td>5458.56</td>
<td>3766.67</td>
<td>77583.33</td>
</tr>
<tr>
<td>Experience</td>
<td>19.80</td>
<td>11.10</td>
<td>0.00</td>
<td>49.00</td>
</tr>
</tbody>
</table>

Table 4.2

<table>
<thead>
<tr>
<th>$\lambda_n$</th>
<th>$k_n = 3$</th>
<th>$k_n = 9$</th>
<th>$k_n = 15$</th>
<th>$k_n = 21$</th>
<th>$k_n = 27$</th>
<th>$k_n^{\text{dual}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$5 \times 10^{-3}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$5 \times 10^{-3.5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$5 \times 10^{-4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$5 \times 10^{-4.5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$5 \times 10^{-5}$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$\lambda_n = 5 \times 10^{-4}$, $k_n = 4$

**Figure 1:** Hybrid cubic spline estimator.