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Abstract

The literature on systems cointegration tests is reviewed and the various sets of assumptions for the asymptotic validity of the tests are compared within a general unifying framework. The comparison includes likelihood ratio tests, Lagrange multiplier and Wald type tests, lag augmentation tests, tests based on canonical correlations, the Stock-Watson tests and Bierens' nonparametric tests. Asymptotic results regarding the power of these tests and previous small sample simulation studies are discussed. Further issues and proposals in the context of systems cointegration tests are also considered briefly. New simulations are presented to compare the tests under uniform conditions. Special emphasis is given to the sensitivity of the test performance with respect to the trending properties of the DGP.
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1 Introduction

Since the invention of cointegration by Granger (1981) and Engle & Granger (1987) one branch of the associated literature has been concerned with finding the number of cointegrating relations in a system of time series variables. Even for a single equation analysis it may be important to know the number of cointegrating relations among the variables involved so that the issue is an important one even in that context. Early tests for the number of cointegration relations are due to Johansen (1988) and Stock & Watson (1988). These early tests are derived under special assumptions which are not always realistic in applied work. Moreover, these tests are based on asymptotic considerations and it was found in simulation studies that their small sample properties may not be very satisfactory in some situations of interest from the point of view of applied work.

Therefore, it is not surprising that there has been a substantial growth in the literature on systems cointegration tests with many proposals for improvements of existing tests and suggestions of alternative procedures. By now a wide range of procedures is available which work under various sets of assumptions. Although there are small sample comparisons of some of these tests it may be useful to review the alternative sets of assumptions under which these testing procedures are supposed to work and to compare them in a general unifying framework. We will attempt to do so in the present study.

The study has the following structure. In the next section the general framework is described in which the various tests can be analyzed and compared. Likelihood ratio, Lagrange multiplier and Wald type testing procedures are reviewed in Section 3. We also discuss the different sets of assumptions for the asymptotic validity of these tests. Several further issues and modifications of this group of tests are discussed. An important property of many of these tests is their dependence on deterministic terms in the data generation process. Therefore we have structured the presentation according to the properties of deterministic terms. An applied researcher who wishes to get information on the tests suitable for his or her purposes should decide on the deterministic terms first, e.g., is a deterministic trend term necessary? Once that decision has been made it is possible to go to the appropriate section and check out the suitable tests. In Section 4 some other tests are considered. These include tests based on limiting $\chi^2$ distributions and the Stock & Watson tests, tests based on canonical correlations as well as Bierens’ nonparametric tests and choosing the cointegrating
rank by model selection criteria. Some further proposals are also discussed. In Section 5 we first review previous simulation studies which explore and compare the size and power properties of some of the tests in small samples and then we present own simulations to compare the full range of tests on a common footing. Section 6 concludes.

Since the subject of this review is still a lively research area many of the articles cited in the following are not even published yet. Also, there may be important papers related to the topic of which we are not aware. We apologize to the authors for the omission. Some tests and ideas came to our attention only after finishing the simulations and therefore we have not been able to include them in our small sample comparison. Again we apologize to those who proposed them.

Notation

The following general notation is used. $y_t$ denotes an observable $n$-dimensional vector of time series variables. The normal distribution with mean (vector) $\mu$ and variance (covariance matrix) $\Sigma$ is denoted by $N(\mu, \Sigma)$. A set of independently identically distributed random variables or vectors is said to be $i.i.d$. The symbol $B_k = (B_1, \ldots, B_k)'$ denotes a $k$-dimensional standard Brownian motion. Moreover, $\xrightarrow{p}$ and $\xrightarrow{d}$ signify convergence in probability and distribution, respectively, and a.s. is short for almost surely. $O(\cdot)$, $o(\cdot)$, $O_p(\cdot)$ and $o_p(\cdot)$ are the usual symbols for the order of convergence and convergence in probability, respectively, of a sequence.

The lag and differencing operators are denoted by $L$ and $\Delta$, respectively, that is, $Ly_t = y_{t-1}$ and $\Delta y_t = y_t - y_{t-1}$. The symbol $I(d)$ is used to denote a process which is integrated of order $d$, that is, it is stationary (or asymptotically stationary or trend stationary) after differencing $d$ times while it is still nonstationary after differencing just $d - 1$ times.

The symbols $\lambda_{\text{max}}(A)$, $\text{rk}(A)$ and $\text{tr}(A)$ signify the maximal eigenvalue, the rank and the trace of the matrix $A$, respectively. If $A$ is an $(n \times m)$ matrix of full column rank $(n > m)$ we denote its orthogonal complement by $A_\perp$. In other words, $A_\perp$ is an $(n \times (n - m))$ matrix of full column rank and such that $A'A_\perp = 0$. The orthogonal complement of a nonsingular square matrix is zero and the orthogonal complement of zero is an identity matrix of suitable dimension. For an $(m \times n)$ matrix $A$ and an $(m \times s)$ matrix $B$, $[A : B]$ is the $(m \times (n + s))$ matrix whose first $n$ columns are the columns of $A$ and whose last $s$ columns are the columns
of $B$. The $(n \times n)$ identity matrix is denoted by $I_n$.

LS, GLS and ML are short for least squares, generalized least squares and maximum likelihood, respectively. LR and LM abbreviate likelihood ratio and Lagrange multiplier, respectively, and RR means reduced rank. EC is a short form for error correction and DGP stands for data generation process. A vector autoregressive process is abbreviated as VAR process or as VAR($p$) process if $p$ is the lag order. A vector autoregressive moving average process is briefly called VARMA process. As a general convention, a sum is defined to be zero if the lower bound of the summation index exceeds the upper bound.
2 The Testing Framework

The general framework in which the tests for the cointegrating rank are considered in the following assumes an observable $n$-dimensional time series $y_t = (y_{1t}, \ldots, y_{nt})'$, $t = 1, \ldots, T$, generated as

$$y_t = \mu_0 + \mu_1 t + x_t, \quad t = 1, 2, \ldots, \tag{2.1}$$

where $\mu_0 \ (n \times 1)$ and $\mu_1 \ (n \times 1)$ are parameters which may, of course, be zero. The first of these parameter vectors will sometimes be referred to as the mean term or mean parameter and $\mu_1$ will be called trend term or trend parameter. The quantity $x_t$ is an unobservable process with zero mean. The different tests make different assumptions regarding $\mu_0, \mu_1$, and $x_t$. For instance, some tests assume that $x_t$ is a general integrated process whereas others require that it follows a $p$th order VAR process. We will discuss the differences in the assumptions in the following. In all the tests we assume that the components of $x_t$ are at most $I(1)$, that is, $\Delta x_t = x_t - x_{t-1}$ is stationary. This implies that $y_t$ is also at most $I(1)$. Of course, there may be cointegration among the variables of $x_t$. In other words, there may be stationary ($I(0)$) linear combinations of the elements of $x_t$. In fact, $x_t$ may be $I(0)$ altogether. If $x_t$ is cointegrated some linear combinations of $y_t$ are trend stationary and $y_t$ is also said to be cointegrated.

For some tests we assume that $x_t$ has a finite order EC representation

$$\Delta x_t = \Pi x_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta x_{t-j} + \varepsilon_t, \quad t = 1, 2, \ldots, \tag{2.2}$$

where $\Pi$ and the $\Gamma_j$ are $(n \times n)$ matrices of unknown parameters, $\varepsilon_t \sim (0, \Omega)$ is white noise and the initial values $x_t$, $t \leq 0$, are assumed to be zero for convenience. Alternatively, it may be assumed that they are fixed constants or that they are stochastic with some fixed distribution. It is important, however, that the initial conditions do not depend on the sample size. As mentioned in the introduction, a sum is zero if the lower bound for the summation index exceeds its upper bound, e.g., if $p = 1$ in (2.2).

The number of linearly independent cointegration vectors of $y_t$ (that is, the dimension of the cointegration space) is called the cointegrating rank of $y_t$. It will be denoted by $r$ in the following. The tests we consider in this review are designed for checking either the pair of hypotheses

$$H_0(r_0) : r = r_0 \quad \text{vs.} \quad H_1(r_0) : r > r_0 \tag{2.3}$$
or the pair

\[ H_0(r_0) : r = r_0 \quad \text{vs.} \quad \hat{H}_1(r_0) : r = r_0 + 1. \]  

(2.4)

If \( H_0(r_0) \) in (2.3) or (2.4) is true and \( x_t \) has the representation (2.2), the matrix \( \Pi \) in the EC form is zero if \( r_0 = 0 \) or, if \( r_0 > 0 \), it can be written as a product \( \Pi = \alpha \beta^\prime \), where \( \alpha \) and \( \beta \) are \((n \times r_0)\) matrices of rank \( r_0 \). Thus, we may write the null hypothesis as \( H_0(r_0) : \Pi = \alpha \beta \) with \( \alpha, \beta \) \((n \times r_0)\) and \( \text{rk}(\alpha) = \text{rk}(\beta) = r_0 \). The matrix \( \beta \) is the cointegration matrix whereas \( \alpha \) is sometimes referred to as loading matrix. For later purposes it is useful to note that the matrix \( \alpha_1^\prime (I_n - \sum_{j=1}^{r_0} \Gamma_j) \beta_1 \) is nonsingular under the present assumptions because we require that all series are at most \( I(1) \) (see Johansen (1995, p. 49)).

If \( \text{rk}(\Pi) = r > r_0 \), there exist \((n \times r)\) matrices \([\alpha : \alpha_1]\) and \([\beta : \beta_1]\) of rank \( r \), such that

\[ \Pi = [\alpha : \alpha_1] \begin{bmatrix} \beta^\prime \\ \beta_1^\prime \end{bmatrix} = \alpha \beta^\prime + \alpha_1 \beta_1^\prime. \]

Hence, the alternative hypothesis in (2.3) can be written as

\[ H_1(r_0) : \Pi = \alpha \beta^\prime + \alpha_1 \beta_1^\prime \]

and analogously for \( \hat{H}_1(r_0) \) in (2.4). The tests considered in the following are consistent against fixed alternatives of the type (2.5), that is, if \( \alpha_1, \beta_1 \) are fixed \((n \times (r - r_0))\) matrices of rank \( r - r_0 > 0 \), the probability of rejecting \( H_0(r_0) \) approaches 1 if the sample size \( T \) goes to infinity.

For some tests local power studies have been performed where the alternative hypotheses depend on the sample size, e.g.,

\[ H_T(r_0) : \Pi = \alpha \beta^\prime + \frac{1}{T^\delta} \alpha_1 \beta_1^\prime, \]

(2.6)

where \( \delta \) is a suitable positive constant which is chosen such that the asymptotic rejection probability is between the size of the test and 1. For \( \delta = 0 \), we just have the alternative in (2.5) and, hence, the rejection probability of the tests tends to 1 as the sample size goes to infinity. On the other hand, if \( \delta \) is chosen too large, the alternative will not be sufficiently different from the null hypothesis for large \( T \) and, hence, the tests cannot discriminate between the two hypotheses so that the power is equal to the size. Obviously, among two tests having asymptotic power greater than the size against a local alternative \( H_T(r_0) \) the one with the greater \( \delta \) is to be preferred from an asymptotic point of view. We will now discuss a number of alternative tests in this framework.
3  Likelihood Ratio,  Lagrange Multiplier and Wald Type Tests

In a series of papers Johansen (1988, 1991a, 1992, 1994) has proposed likelihood ratio (LR) tests for (2.3) and (2.4) under the assumption that $x_t$ is a Gaussian VAR($p$) process,

$$x_t = A_1 x_{t-1} + \cdots + A_p x_{t-p} + \varepsilon_t,$$

(3.1)

where the $A_j$ are $(n \times n)$ coefficient matrices and $\varepsilon_t$ is Gaussian white noise, that is, $\varepsilon_t \sim iid N(0, \Omega)$. The process can be written in EC form as in (2.2) by subtracting $x_{t-1}$ on both sides of (3.1) and rearranging terms so that $\Pi = -(I_n - A_1 - \cdots - A_p)$ and $\Gamma_j = -(A_{j+1} + \cdots + A_p)$ for $j = 1, \ldots, p - 1$. For this DGP we will now consider suitable tests under different assumptions for the mean and trend parameters $\mu_0$ and $\mu_1$.

3.1 Zero Mean and Trend Parameters

3.1.1 The DGP

Suppose first that the DGP in (2.1) has zero mean and zero trend term, i.e. $\mu_0 = \mu_1 = 0$, so that $y_t = x_t$. Although this case is not very realistic from a practical point of view and some tests have obtained their motivation only from deterministic trend terms or other deterministic components, it is useful to consider the case without deterministic terms first because this makes it particularly easy to present the different testing concepts. Also, for comparison purposes, it will turn out to be useful to know the properties of the tests under these restrictive assumptions.

3.1.2 The Tests

For a sample $y_1, \ldots, y_T$ the LR test statistics may be computed as follows. Define $z_i' = (\Delta y_{i-1}^1, \ldots, \Delta y_{i-p+1}^1)$ and

$$M_T = (T - p)^{-1} \left[ \sum_{t=p+1}^{T} y_{t-1} y_{t-1}' - \sum_{t=p+1}^{T} y_{t-1} z_{t-1}' \left( \sum_{t=p+1}^{T} z_t z_t' \right)^{-1} \sum_{t=p+1}^{T} z_t y_{t-1} \right]$$

(3.2)
and let $\hat{\Pi}$ be the least squares (LS) estimator of the matrix $\Pi$ in the model (2.2). Moreover, denote the corresponding LS residuals by $\hat{\varepsilon}_t$ and define

$$
\hat{\Omega} = (T - p)^{-1} \sum_{t=p+1}^{T} \hat{\varepsilon}_t \hat{\varepsilon}_t'
$$

(3.3)

Denoting by $\hat{\lambda}_1^0 \geq \cdots \geq \hat{\lambda}_n^0$ the ordered generalized eigenvalues obtained as solutions of

$$
\det(\hat{\Pi}_T \hat{\Pi}' - \lambda \hat{\Omega}) = 0,
$$

(3.4)

Johansen’s LR trace statistic for testing the pair of hypotheses in (2.3) is given by

$$
LR_{\text{trace}}^0(r_0) = (T - p) \sum_{j=r_0+1}^{n} \log(1 + \hat{\lambda}_j^0)
$$

(3.5)

and the so-called maximum eigenvalue statistic for testing (2.4) is given by

$$
LR_{\text{max}}^0(r_0) = (T - p) \log(1 + \hat{\lambda}_{r_0+1}^0).
$$

(3.6)

Note that these statistics are identical to those given by Johansen although they are presented in a slightly different way. Under $H_0(r_0)$, the statistics have the following limiting distributions: $LR_{\text{trace}}^0(r_0) \xrightarrow{d} \text{tr}(\mathcal{D})$ and $LR_{\text{max}}^0(r_0) \xrightarrow{d} \lambda_{\text{max}}(\mathcal{D})$, where

$$
\mathcal{D} = \left( \int_0^1 B_{n-r_0} dB_{n-r_0}' s \right) \left( \int_0^1 B_{n-r_0} dB_{n-r_0}' s \right)^{-1} \left( \int_0^1 B_{n-r_0} dB_{n-r_0}' s \right).
$$

(3.7)

Hence, the limiting distributions are nonstandard and depend on the dimension of the process and the cointegrating rank $r_0$. Critical values are tabulated in Johansen (1988, Table 1; 1995, Table 15.1) and Osterwald-Lenum (1992, Table 0). It may be worth noting that the asymptotic distribution remains valid if the $\varepsilon_t$ are not Gaussian, but have other suitable distributions.

A number of modifications of these tests have been proposed to account for small sample distortions of the test size. For instance, Reinsel & Ahn (1992) and Yap & Reinsel (1995) proposed small sample corrections of the LR trace statistics. Specifically, they consider the statistics

$$
LR_{RA}^0(r_0) = (T - (n + 1)p) \sum_{j=r_0+1}^{n} \log(1 + \hat{\lambda}_j^0)
$$

(3.8)

and

$$
LR_{YR}^0(r_0) = (T - (n + 1)p + r_0 - 1) \sum_{j=r_0+1}^{n} \log(1 + \hat{\lambda}_j^0),
$$

(3.9)
respectively. Yap & Reinsel (1995) also modify the test statistics so as to allow for moving average (MA) residuals of the VAR DGP, that is, they consider VARMA processes. In a slightly different context (see Section 3.2 for details), Saikkonen & Luukkonen (1997) allow the VAR order to be infinite. In that case, if again a finite order VAR is fitted to the data, the asymptotic distribution of the test statistics is shown to remain unchanged provided the order is assumed to approach infinity with the sample size at an appropriate rate. Specifically it is assumed that the order of the fitted process is $o(T^{1/3})$.

Because for $\lambda_j^0$ close to zero we have $\hat{\lambda}_j^0 \approx \log(1+\hat{\lambda}_j^0)$, it can be shown that the LR statistics have Wald counterparts, e.g. $W_{\text{trace}}^0(r_0) = (T - p) \sum_{j=r_0+1}^{n} \hat{\lambda}_j^0$ and $W_{\text{max}}^0(r_0) = (T - p) \hat{\lambda}_{r_0+1}^0$ with identical asymptotic null distributions as $LR_{\text{trace}}^0(r_0)$ and $LR_{\text{max}}^0(r_0)$, respectively. Gonzalo & Pitarakis (1997b) also consider the Hotelling-Lawley version of the trace statistic,

$$HL_{\text{trace}}^0(r_0) = (T - p) \sum_{j=r_0+1}^{n} \hat{\lambda}_j^0/(1 - \hat{\lambda}_j^0)$$

which is asymptotically equivalent to $W_{\text{trace}}^0(r_0)$ and $LR_{\text{trace}}^0(r_0)$ because $\hat{\lambda}_j^0 \approx \hat{\lambda}_j^0/(1 - \hat{\lambda}_j^0)$ for $\hat{\lambda}_j^0$ near zero. Of course, a corresponding maximum eigenvalue statistic may also be set up.

For VAR processes with a deterministic linear trend Lütkepohl & Saikkonen (1997b) use ideas associated with the Lagrange multiplier (LM) principle to construct tests for the cointegrating rank. In the present context these tests may be derived by recalling that if the cointegrating rank is $r$, then the matrix $\Pi$ in the EC form (2.2) can be decomposed as $\Pi = \alpha \beta'$, where $\alpha$ and $\beta$ are $(n \times r)$. Hence, using that $\beta(\beta' \beta)^{-1} \beta' + \beta_{\perp} (\beta_{\perp}' \beta_{\perp})^{-1} \beta_{\perp}' = I_n$, (2.2) can be written as

$$\Delta x_t = \kappa u_{t-1} + \rho u_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta x_{t-j} + \varepsilon_t, \quad t = p + 1, p + 2, \ldots, \quad (3.10)$$

where $u_t = \beta x_t$, $v_t = \beta_{\perp} x_t$, $\kappa = \Pi \beta (\beta' \beta)^{-1}$ and $\rho = \Pi \beta_{\perp} (\beta_{\perp}' \beta_{\perp})^{-1}$. If $H_0(r_0)$ holds so that $r = r_0 = \text{rk}(\Pi)$, we have $\rho = 0$. On the other hand, under the alternative, some columns of $\beta_{\perp}$ will be cointegrating vectors so that $\rho \neq 0$. Thus, a test procedure for the hypothesis $H_0(r_0)$ may be based on testing the restriction $\rho = 0$ in a feasible version of (3.10) by noting that under the present assumptions $x_t = y_t$. Because, under the null hypothesis, $\kappa$ is equal to $\alpha$, Lütkepohl & Saikkonen (1997b) propose to premultiply (3.10) by $\alpha_{\perp}'$ and test the
hypothesis $H_0: \rho^* = 0$ in a feasible version of
\[ \alpha' \Delta x_t = \rho^* v_{t-1} + \sum_{j=1}^{p-1} \Gamma_j^* \Delta x_{t-j} + \eta_t, \quad t = p + 1, p + 2, \ldots, \] (3.11)
where $\Gamma_j^* = \alpha_j^* \Gamma_j$ and $\eta_t = \alpha_t^* \varepsilon_t$. For this purpose Lütkepohl & Saikkonen (1997b) suggest to obtain estimators $\tilde{v}, \tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}, \tilde{\Gamma}, \tilde{\Omega}$ by applying RR regression techniques to (2.2). Then a feasible version of $v_t$ is $\tilde{v}_t = \tilde{\beta}' t$. This results in a test statistic
\[ LM_{(1)}^0(r_0) = (T - p) \text{tr} \left\{ \hat{\rho}^* \hat{M}_{v v} \Delta X \hat{\rho}^{*'} (\hat{\alpha}' \hat{\Omega} \hat{\alpha}')^{-1} \right\}, \] (3.12)
where $\hat{\rho}^*$ is the LS estimator of $\rho^*$ from (3.11) with $v_t$ replaced by $\tilde{v}_t$, $\hat{\alpha}' \hat{\Omega} \hat{\alpha}$ is the residual covariance estimator of the error term in (3.11) and
\[ \hat{M}_{v v} \Delta X = (T - p)^{-1} \left[ \sum_{t=p+1}^{T} \tilde{v}_{t-1} \tilde{v}'_{t-1} - \sum_{t=p+1}^{T} \tilde{v}_{t-1} \Delta X_{t-1}' \left( \sum_{t=p+1}^{T} \Delta X_{t-1} \Delta X_{t-1}' \right)^{-1} \sum_{t=p+1}^{T} \Delta X_{t-1} \tilde{v}'_{t-1} \right] \] (3.13)
with $\Delta X_{t-1} = [\Delta x_{t-1}, \ldots, \Delta x_{t-p+1}]$. The asymptotic distribution of the test statistic is the same as that of the LR statistic.

Alternatively, $\rho^*$ may be estimated from
\[ \alpha' \Delta x_t = \kappa^* \tilde{u}_{t-1} + \rho^* \tilde{v}_{t-1} + \sum_{j=1}^{p-1} \Gamma_j^* \Delta x_{t-j} + \tilde{\eta}_t, \quad t = p + 1, p + 2, \ldots, \] (3.14)
where $\kappa^* = \alpha^* \kappa$ is estimated unrestrictedly together with the other parameters and $\tilde{u}_t = \tilde{\beta}' t$. Denoting the corresponding estimator of $\rho^*$ by $\hat{\rho}^*$ results in a test statistic
\[ LM_{(2)}^0(r_0) = (T - p) \text{tr} \left\{ \hat{\rho}^* \hat{M}_{v v} \Delta X \hat{\rho}^{*'} (\hat{\alpha}' \hat{\Omega} \hat{\alpha}')^{-1} \right\}, \] (3.15)
which has the same asymptotic distribution as $LM_{(1)}^0(r_0)$ under the null hypothesis. Here
\[ \hat{M}_{v v} \Delta X = (T - p)^{-1} \left[ \sum_{t=p+1}^{T} \tilde{v}_{t-1} \tilde{v}'_{t-1} - \sum_{t=p+1}^{T} \tilde{v}_{t-1} \Delta \tilde{X}_{t-1}' \left( \sum_{t=p+1}^{T} \Delta \tilde{X}_{t-1} \Delta \tilde{X}_{t-1}' \right)^{-1} \sum_{t=p+1}^{T} \Delta \tilde{X}_{t-1} \tilde{v}'_{t-1} \right] \] (3.16)
with $\Delta \tilde{X}_{t-1} = [\tilde{u}'_{t-1}, \Delta x_{t-1}, \ldots, \Delta x_{t-p+1}]$. It is well-known that LR and LM tests are asymptotically equivalent. Therefore, it is not difficult to show that $LM_{(1)}^0(r_0)$ and $LM_{(2)}^0(r_0)$ have the same limiting null distribution as $LR_{\text{trace}}^0(r_0)$ (Lütkepohl & Saikkonen (1997b)). Note also that the $LR_{\text{trace}}^0$ statistic can be derived alternatively from the auxiliary regression model (3.14) (see Saikkonen & Lütkepohl (1999)). In the following we will discuss the local power of the tests.
3.1.3 Local Power

Assuming a VAR order of \( p = 1 \), Johansen (1991b, 1995, Chapter 14) has derived the asymptotic distribution of \( LR^0_{\text{trace}} \) under local alternatives \( H_T(r_0) \) as given in (2.6) with \( \delta = 1 \). We use the following notation to state his result. The symbol \( W(u) \) is used to denote a Brownian motion with covariance matrix \( \Omega \) and \( K(u) \) denotes the Ornstein-Uhlenbeck process defined by the integral equation

\[
K(u) = \alpha' \ W(u) + \alpha' \alpha_1 \beta_1 (\alpha' \beta_1)^{-1} \int_0^u K(s) \, ds \quad (0 \leq u \leq 1)
\]

or, equivalently, the stochastic differential equation

\[
dK(u) = \alpha' \ dW(u) + \alpha' \alpha_1 \beta_1 (\alpha' \beta_1)^{-1} K(u) \, du \quad (0 \leq u \leq 1)
\]

(see e.g. Johansen (1995, Chapter 14)). Furthermore, \( N(s) \) is the Ornstein-Uhlenbeck process defined by \( N(s) = (\alpha' \Omega \alpha_1)^{-1/2} K(s) \) or, equivalently,

\[
N(s) = B_{n-r_0}(s) + ab' \int_0^s N(u) \, du,
\]

where \( B_{n-r_0}(s) \) is again an \((n-r_0)\)-dimensional standard Brownian motion and the quantities \( a \) and \( b \) are given by \( a = (\alpha' \Omega \alpha_1)^{-1/2} \alpha' \alpha_1 \) and \( b = (\alpha' \Omega \alpha_1)^{1/2} (\beta_1 \alpha_1)^{-1/2} \beta_1 \) [cf. Johansen (1995, pp. 207-208)]. In the following the argument of the Ornstein-Uhlenbeck processes is occasionally dropped when no confusion is possible. With these notational conventions Johansen (1991b, 1995) shows that, under local alternatives \( H_T(r_0) : \Pi = \alpha \beta' + \frac{1}{\delta} \alpha_1 \beta_1 \), that is, in (2.6) we have \( \delta = 1 \),

\[
LR^0_{\text{trace}}(r_0) \xrightarrow{d} \text{tr} \left\{ \left( \int_0^1 NN' \right)' \left( \int_0^1 NN' \, ds \right)^{-1} \left( \int_0^1 NN' \right) \right\}.
\]

Hence, the asymptotic distribution under local alternatives is obtained from the one under the null hypothesis by replacing the Brownian motions in the latter by Ornstein-Uhlenbeck processes. The same result is easily seen to hold for \( W^0_{\text{trace}}(r_0) \), \( LM^0_{(1)}(r_0) \) and \( LM^0_{(2)}(r_0) \). Thus all these tests are asymptotically equivalent under local alternatives. The asymptotic distribution in (3.19) will be used later for comparison purposes. In the next section we consider the case of a nonzero mean.
3.2 Nonzero Mean and no Trend Term

3.2.1 The DGP

We now assume that $\mu_0$ is possibly nonzero and there is still no trend, that is, $\mu_1 = 0$. Again we assume that $x_t$ is a finite order VAR($p$) process with EC representation (2.2). Then $y_t$ is a VAR($p$) process with EC representation

$$\Delta y_t = \nu_0 + \Pi y_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t, \quad t = p+1, p+2, \ldots, \quad (3.20)$$

where $\nu_0 = -\Pi \mu_0$. Hence, the model can be written alternatively in the form

$$\Delta y_t = \Pi^* y_{t-1}^* + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t, \quad t = p+1, p+2, \ldots, \quad (3.21)$$

where $\Pi^* = \Pi[I_n : \mu_0]$ and $y_{t-1}^* = [y_{t-1}^* : 1]'$. The relevant ML estimators and hence the LR statistics may be obtained easily from these representations using RR regression techniques as in Section 3.1.

3.2.2 The Tests

One possible approach is to obtain the LS estimators $\hat{\Pi}$ and $\hat{\Omega}$ from (3.20). An LR test version which ignores the restrictions on the intercept is obtained by plugging $z_t' = (1, \Delta y_{t-1}, \ldots, \Delta y_{t-p+1})$ into (3.2), using the resulting matrix $M_T^{00}$, say, in (3.4) and considering the corresponding generalized eigenvalues $\hat{\lambda}_1^{00} \geq \cdots \geq \hat{\lambda}_n^{00}$. The resulting test statistics will be denoted by $LR_{trac}^{00}(r_0)$ and $LR_{max}^{00}(r_0)$, where the superscript $i$ stands for the intercept term and 0 indicates that the trend parameters are zero. The asymptotic null distributions are $LR_{trac}^{00}(r_0) \xrightarrow{d} \text{tr} (\hat{D})$ and $LR_{max}^{00}(r_0) \xrightarrow{d} \lambda_{max} (\hat{D})$, where

$$\hat{D} = \left( \int_0^1 \hat{B} dB'_{n-r_0} \right)' \left( \int_0^1 \hat{B} \hat{B}' ds \right)^{-1} \left( \int_0^1 \hat{B} dB'_{n-r_0} \right)$$

with $\hat{B}(s) = B_{n-r_0}(s) - \int_0^1 B_{n-r_0}(u)du$ (see Johansen (1991a)). The corresponding critical values are, for example, given in Johansen & Juselius (1990, Table A.2).

In this formulation of the LR tests the intercept term in (3.20) is estimated unrestrictedly. In principle a model of this type with unconstrained intercept $\nu_0$ can also generate a linear trend in the variables. Thus, this possibility is not ruled out in estimating the parameters. In other words, the zero trend restriction is not properly taken into account. To enforce
that restriction in estimating the parameters the model form (3.21) may be used. That is, we may compute LS estimators \( \hat{\Pi}^* \) and \( \hat{\Omega}^* \) from (3.21) and consider the ordered generalized eigenvalues \( \hat{\lambda}_1^* \geq \cdots \geq \hat{\lambda}_n^* \) obtained from \( \det(\hat{\Pi}^* M_T^* \hat{\Pi}^* - \lambda \hat{\Omega}^*) = 0 \), where \( M_T^* \) is defined as \( M_T \) in (3.2) with \( y_{t-1} \) replaced by \( y_{t-1}^* \) and \( z_t^* = (\Delta y_{t-1}, \ldots, \Delta y_{t-p+1}) \) as before. Now statistics similar to (3.5) and (3.6) may be defined as

\[
LR_{\text{trace}}^*(r_0) = (T - p) \sum_{j=r_0+1}^{n} \log(1 + \hat{\lambda}_j^*)
\]

and

\[
LR_{\text{max}}^*(r_0) = (T - p) \log(1 + \hat{\lambda}_{r_0+1}^*),
\]

respectively. The asymptotic null distributions are \( LR_{\text{trace}}^*(r_0) \overset{d}{\to} \text{tr}(D^*) \) and \( LR_{\text{max}}^*(r_0) \overset{d}{\to} \lambda_{\text{max}}(D^*) \), where

\[
D^* = \left( \int_0^1 B^* dB_{n-r_0} \right)' \left( \int_0^1 B^* B^{*'} ds \right)^{-1} \left( \int_0^1 B^* dB_{n-r_0} \right)
\]

and \( B^*(s) = [B_{n-r_0}(s): 1]' \) (see Johansen (1995)). These distributions are obviously different from the previous ones. Critical values are, for instance, given in Johansen & Juselius (1990, Table A.3), Johansen (1995, Table 15.2) and Osterwald-Lenum (1992, Table 1).

Saikkonen & Luukkonen (1997) suggest yet another possibility to proceed in the present case without a trend in the DGP. They consider the EC representation

\[
\Delta y_t = \Pi(y_{t-1} - \mu_0) + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t, \quad t = p + 1, p + 2, \ldots, \tag{3.22}
\]

and propose to estimate the mean parameter \( \mu_0 \) in a first step, substitute the estimator, \( \hat{\mu}_0 \) say, in (3.22) and then proceed as in computing the \( LR^0 \) statistics with \( y_{t-1} \) replaced by \( y_{t-1} - \hat{\mu}_0 \).

In order to obtain an appropriate estimator for \( \mu_0 \) the VAR form \( y_t = \nu_0 + A_1 x_{t-1} + \cdots + A_p x_{t-p} + \varepsilon_t \) is initially estimated by LS. The estimators of \( \nu_0 \) and the \( A_j \) will be denoted by \( \hat{\nu}_0 \) and \( \hat{A}_j \), respectively. Then the following quantities are computed:

\[
\hat{d}_t = y_t - \sum_{j=1}^{p} \hat{A}_j y_{t-j} \quad \text{and} \quad \hat{C}_t = I_n - \sum_{j=1}^{t-1} \hat{A}_j, \quad t = 1, \ldots, T,
\]

with \( y_t = 0 \) for \( t \leq 0 \), \( \hat{C}_1 = I_n \) and \( \hat{A}_j = 0 \) for \( j > p \). The estimator of \( \mu_0 \) is then obtained as

\[
\hat{\mu}_0 = \left( \sum_{t=1}^{T} \hat{C}_t \hat{\Omega}^{-1} \hat{C}_t \right)^{-1} \sum_{t=1}^{T} \hat{C}_t \hat{\Omega}^{-1} \hat{d}_t.
\]
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Here $\hat{\Omega}$ is the estimator for the residual covariance matrix based on the LS estimator of the VAR($p$) process in levels. Note that the estimator $\hat{\mu}_0$ may be regarded as a GLS estimator for $\mu_0$ and it can be motivated as an approximate Gaussian ML estimator if $x_t = 0$, $t \leq 0$.

The test statistics are determined by considering the model

$$\Delta y_t = \Pi (y_{t-1} - \hat{\mu}_0) + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t^*, \quad t = p + 1, p + 2, \ldots \quad (3.23)$$

That is, they are based on the generalized eigenvalues $\hat{\lambda}_1^{SL} \geq \cdots \geq \hat{\lambda}_n^{SL}$, say, from $\text{det}(\Pi M_T^{SL} \Pi' - \lambda \hat{\Omega}) = 0$, where $\Pi$ and $\hat{\Omega}$ are obtained from LS estimation of (3.23) and $M_T^{SL}$ is defined as in (3.2) with $y_{t-1}$ replaced by $y_{t-1} - \hat{\mu}_0$ and $z_t^* = (\Delta y_{t-1}^*, \ldots, \Delta y_{t-p+1}^*)$ as before. The trace statistic for testing the pair of hypotheses (2.3) then becomes

$$LR_{\text{trace}}^{SL} (r_0) = (T - p) \sum_{j=r_0+1}^{n} \log(1 + \hat{\lambda}_j^{SL}) \quad (3.24)$$

and the statistic for testing (2.4) is

$$LR_{\text{max}}^{SL} (r_0) = (T - p) \log(1 + \hat{\lambda}_{r_0+1}^{SL}).$$

These test statistics have the same asymptotic null distributions as $LR_{\text{trace}}^0 (r_0)$ and $LR_{\text{max}}^0 (r_0)$, respectively. Hence, the same tables may be used for critical values.

Saikkonen & Luukkonen (1997) actually work under more general assumptions than the narrow finite order VAR($p$) framework considered in the foregoing. They allow the DGP to be of infinite order VAR type and show that their modified tests remain asymptotically valid under these more general assumptions if a finite order VAR is fitted to the data and the order is assumed to go to infinity with the sample size at the rate $o(T^{1/3})$. Saikkonen (1992) shows that this result even holds if the short-term dynamics are not taken into account in the scaling matrix $M_T$. Because the resulting test was found to have poor small sample properties if the short-term dynamics are neglected, we will not give the details of this modification here.

For completeness we mention that tests corresponding to $LR_{Y, R}^0 (r_0)$, $LR_{R, A}^0 (r_0)$, $W_{\text{trace}}^0 (r_0)$ and $W_{\text{max}}^0 (r_0)$ may be set up in the obvious way for the tests considered so far in this subsection. These tests are again asymptotically equivalent to the corresponding LR tests. Moreover, we can use the LM forms of the test statistics in (3.12) and (3.15) if we simply replace $x_t$ by $\hat{x}_t = y_t - \hat{\mu}_0$. These forms of the LM statistics will be denoted by $LM_{ma(1)} (r_0)$ and $LM_{ma(2)} (r_0)$, respectively. Again their asymptotic properties are identical to those of $LR_{\text{trace}}^0 (r_0)$.
3.2.3 Local Power

Since we have a number of different tests now which are applicable under the same set of assumptions, power considerations and small sample behaviour should be used as a basis for deciding on which test to use in a particular situation. Therefore it is useful to consider the local power of the different tests. Saikkonen & Lütkepohl (1999) have derived the local power of the trace statistics in a VAR(1) setting for alternatives $H_T(r_0) : \Pi = \alpha \beta' + \frac{1}{T} \alpha_1 \beta_1'$. Using the notation from Section 3.1.3, they give the following results:

$$LR_{\text{trace}}^{i0}(r_0) \stackrel{d}{\longrightarrow} \text{tr} \left\{ \left( \int_0^1 \tilde{N} dN' \right) \left( \int_0^1 \tilde{N} \tilde{N}' ds \right)^{-1} \left( \int_0^1 \tilde{N} dN' \right) \right\},$$

where $\tilde{N}(s) = N(s) - \int_0^1 N(u)du$,

$$LR_{\text{trace}}^*(r_0) \stackrel{d}{\longrightarrow} \text{tr} \left\{ \left( \int_0^1 N^* dN' \right) \left( \int_0^1 N^* N' ds \right)^{-1} \left( \int_0^1 N^* dN' \right) \right\},$$

where $N^*(s) = [N(s) : 1]'$ and

$$LR_{\text{trace}}^{SL}(r_0) \stackrel{d}{\longrightarrow} \text{tr} \left\{ \left( \int_0^1 NdN' \right) \left( \int_0^1 NN' ds \right)^{-1} \left( \int_0^1 NdN' \right) \right\}.$$ 

The corresponding Wald and LM statistics have the same local power properties, of course. Saikkonen & Lütkepohl (1999) make the following observations based on these asymptotic results. None of the limiting distributions depends on the dimension and cointegrating rank of the process directly but just on $n - r_0$, the number of common trends under the null hypothesis. Moreover, it follows from (3.18) and (3.19) that the limiting distributions depend on $\alpha, \beta, \Omega, \alpha_1$ and $\beta_1$ only through $a = (\alpha_1' \Omega \alpha_1)^{-1/2} \alpha_1' \alpha_1$ and $b = (\alpha_1' \Omega \alpha_1)^{1/2}(\beta_1' \alpha_1)^{-1} \beta_1'$. This implies, for instance, for the case $r - r_0 = 1$, where $\alpha_1$ and $\beta_1$ are $(n \times 1)$ vectors, that the limiting distributions only depend on the two parameters

$$l^2 = a'ab'b \quad \text{and} \quad d^2 = (b'a)^2/(a'ab'b). \quad (3.25)$$

A different parameterization is used in Johansen (1995) and Saikkonen & Lütkepohl (1999). The present one is used here because it simplifies the interpretation of the results. Note that $l^2 = 0$ if and only if the null hypothesis holds. Hence, $l = \sqrt{l^2}$ may be thought of as the distance of the local alternative from the null hypothesis. Moreover, $0 < d^2 \leq 1$, where $d^2 = 0$ implies a process with $I(2)$ components which is excluded by our assumptions. The quantity $d = \sqrt{d^2}$ may be interpreted as the direction of the local alternative. We will use
the quantities $l$ and $d$ later in presenting simulations for comparing the local power of the tests.

The local power of none of the test statistics depends on the actual value of the mean term. Moreover, note that the limiting distribution of $LR^S_{\text{trace}}(r_0)$ is the same as that of $LR^0_{\text{trace}}(r_0)$ given in (3.19). This result means that prior knowledge of a zero mean is not helpful for improving the asymptotic local power of the test for the cointegrating rank. In other words, the same local power can be achieved with and without such prior knowledge. For the univariate case, a similar result was also obtained by Elliott, Rothenberg & Stock (1996). These authors also show that other asymptotic distributions result if the initial values are dependent on the sample size, e.g., by making them dependent on the local alternative. In that respect our zero initial value assumption is a simplification with substance.

Since the local power functions of the tests involve nonstandard distributions the relative efficiencies of the various tests are not obvious. Therefore, we present some simulation results similar to those in Saikkonen & Lütkepohl (1999) in Figure 1. The results are based on the values of $l$ and $d$ given in the figure. Details on how the simulations were performed may be found in Saikkonen & Lütkepohl (1999), where different parameter values are used but otherwise the simulations are done in the same way.

A few interesting features can be seen from Figure 1. First of all, it is striking how much local power can be gained from estimating the mean term in the “right way” relative to just including an intercept term in the RR regression as in $LR^*_{\text{trace}}(r_0)$ and $LR^0_{\text{trace}}(r_0)$. For some combinations of $l$ and $d$ the rejection probabilities of $LR^S_{\text{trace}}(r_0)$ are seen to be about twice as large as those of $LR^*_{\text{trace}}(r_0)$ and $LR^0_{\text{trace}}(r_0)$.

It is also interesting to see that, for a large part of the parameter space considered in our study, $LR^*_{\text{trace}}(r_0)$ has smaller local power than $LR^0_{\text{trace}}(r_0)$. Recall that $LR^*_{\text{trace}}(r_0)$ uses the additional correct restriction that the intercept term may be confined to the cointegration relations whereas such a restriction is not used in $LR^0_{\text{trace}}(r_0)$. Obviously, in this case imposing the extra restriction in $LR^*_{\text{trace}}(r_0)$ may result in a loss of asymptotic local power although the restriction holds for the DGP. This result is in line with simulations by Horvath & Watson (1995) who compare the local power of $LR^0_{\text{trace}}(r_0)$ and $LR^*_{\text{trace}}(r_0)$ in a more restrictive setting and find the same result. In fact, in Horvath & Watson’s study $LR^*_{\text{trace}}(r_0)$ was always inferior to $LR^0_{\text{trace}}(r_0)$. In Figure 1 it is seen that in part of our parameter space
Figure 1: Local Power of LR tests
the opposite may be true. Of course, from the point of view of local power maximization, neither $LR_{\text{trace}}(r_0)$ nor $LR^0_{\text{trace}}(r_0)$ should be used. Clearly, $LR^S_{\text{trace}}(r_0)$ is the better choice under the present assumptions.

Another issue of practical importance is the dependence of the power on $n - r_0$, the number of stochastic trends under $H_0(r_0)$. In Figure 1 it can also be seen that increasing $n - r_0$ results in a loss of power for all the tests. This behaviour was also observed by Johansen (1995) in studying the local power of $LR^S_{\text{trace}}(r_0)$.

### 3.3 Unrestricted Mean and Trend Term

#### 3.3.1 The DGP

We now consider the situation where both $\mu_0$ and $\mu_1$ may be nonzero. In that case the DGP has an EC representation

$$\Delta y_t = \nu_0 + \nu_1 t + \Pi y_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t, \quad t = p + 1, p + 2, \ldots,$$

(3.26)

where $\nu_0 = -\Pi \mu_0 + \left(\sum_{j=1}^{p} j A_j \right) \mu_1$ and $\nu_1 = -\Pi \mu_1$. Note that, for instance, Johansen (1995) starts from this model and thereby allows $y_t$ to have a quadratic trend because, without constraints on $\nu_0$ and $\nu_1$, the model can generate quadratic trends. Of course, our DGP (2.1) can have at most linear deterministic trends. Since higher order deterministic trends seem to be less important in applied work we will continue to use (2.1) as our basic model and thereby rule out quadratic trends.

If the trend is at most linear, using $\Pi = \alpha \beta'$, (3.26) can be written alternatively as

$$\Delta y_t = \nu + \alpha (\beta y_{t-1} - \tau (t - 1)) + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t$$

$$= \nu + \Pi^+ y_{t-1}^+ + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t, \quad t = p + 1, p + 2, \ldots,$$

(3.27)

where $\nu = -\Pi \mu_0 + (I_n - \Pi_{1} - \cdots - \Pi_{p-1}) \mu_1$, $\tau = \beta' \mu_1$, $\Pi^+ = \alpha [\beta' : \tau] = \Pi [I_n : \mu_1]$ and $y_{t-1}^+ = [y_{t-1} : t-1]$. The relevant ML estimators and hence the LR statistics may be obtained easily from these representations using RR regression.

#### 3.3.2 The Tests

An obvious idea is to base an LR type test on the representation (3.26) by estimating $\nu_0$ and $\nu_1$ unrestrictedly. The resulting tests were proposed by Perron & Campbell (1993).
They use \( z_t = (1, t, \Delta y_{t-1}, \ldots, \Delta y_{t-p+1}) \) in (3.2). The test statistics are then computed as in (3.5) and (3.6) and will be denoted by \( LR_{trace}^{PC} \) and \( LR_{max}^{PC} \), respectively. The limiting null distributions are again nonstandard and differ from those of the previous tests. Specifically we have \( LR_{trace}^{PC}(r_0) \overset{d}{\rightarrow} \text{tr}(D^{PC}) \) and \( LR_{max}^{PC}(r_0) \overset{d}{\rightarrow} \lambda_{max}(D^{PC}) \), where

\[
D^{PC} = \left( \int_0^1 B^{PC} dB_{n-r_0} \right)' \left( \int_0^1 B^{PC} B^{PC'} ds \right)^{-1} \left( \int_0^1 B^{PC} dB_{n-r_0} \right)
\]

and \( B^{PC} \) is a trend adjusted version of \( B_{n-r_0} \). Critical values for these tests are given in Perron & Campbell (1993, Table 1) (see also Rahbek (1994, Table 1)). It should be noted that the null distribution is unchanged if in fact there is no trend and intercept term in the true DGP \( (\nu_0 = \nu_1 = 0) \). Again Gaussian assumptions are not necessary for the \( \varepsilon_t \) as long as their distributions are sufficiently well-behaved.

The foregoing test does not take into account the restrictions for \( \nu_0 \) and \( \nu_1 \) which result from excluding quadratic trends in the DGP. This restriction may be enforced by using (3.27) as a basis for estimation. The resulting estimators and weighting matrix \( M_T^+ \), say, are then substituted in the determinantal equation (3.4) and, denoting the generalized eigenvalues obtained in this way by \( \hat{\lambda}_1^+ \geq \cdots \geq \hat{\lambda}_n^+ \), we get test statistics

\[
LR_{trace}^{+}(r_0) = (T - p) \sum_{j=r_0+1}^n \log(1 + \hat{\lambda}_j^+)
\]

and

\[
LR_{max}^{+}(r_0) = (T - p) \log(1 + \hat{\lambda}_{r_0+1}^+).
\]

The limiting null distributions are \( LR_{trace}^{+}(r_0) \overset{d}{\rightarrow} \text{tr}(D^+) \) and \( LR_{max}^{+}(r_0) \overset{d}{\rightarrow} \lambda_{max}(D^+) \), where

\[
D^+ = \left( \int_0^1 B^+ dB_{n-r_0} \right)' \left( \int_0^1 B^+ B^+ ds \right)^{-1} \left( \int_0^1 B^+ dB_{n-r_0} \right)
\]

and \( B^+(s) = (\hat{B}(s)', s - \frac{1}{2})' \) where \( \hat{B}(s) = B_{n-r_0}(s) - \int_0^1 B_{n-r_0}(u)du \) is \((n - r_0)\)-dimensional (see Johansen (1994, 1995)). Critical values for these distributions are given in Johansen (1994, Table V; 1995, Table 15.4).

Yet another set of tests may be obtained by trend adjusting the data first and then computing LR or LM type tests on the basis of the trend adjusted data. Some alternative methods for trend estimation were proposed by Lütkepohl & Saikkonen (1997b) and Saikkonen & Lütkepohl (1997). Their unifying characteristic is that they are all based on parameter estimators computed under the null hypothesis. Using this additional restriction
is hoped to result in more powerful tests. We will briefly describe the methods for estimating \( \mu_0 \) and \( \mu_1 \) in the following assuming that estimators \( \hat{\nu}, \hat{\alpha}, \hat{\beta}, \hat{\tau}, \hat{\Gamma}_j \) are available from a RR regression of (3.27).

In developing the first set of estimators Lütkepohl \& Saikkonen (1997b) define

\[
\delta = \beta' \mu_0, \quad \delta_* = \beta_{\perp} \mu_0, \quad \tau = \beta' \mu_1, \quad \tau_* = \beta_{\perp} \mu_1
\]

and note that

\[
\mu_0 = \beta (\beta' \beta)^{-1} \delta + \beta_{\perp} (\beta_{\perp}' \beta_{\perp})^{-1} \delta_* \tag{3.28}
\]

and

\[
\mu_1 = \beta (\beta' \beta)^{-1} \tau + \beta_{\perp} (\beta_{\perp}' \beta_{\perp})^{-1} \tau_* \tag{3.29}
\]

They construct different suitable estimators \( \hat{\delta}, \hat{\delta}_*, \hat{\tau} \) and \( \hat{\tau}_* \) and use them together with the previously obtained estimators \( \hat{\beta} \) and \( \hat{\beta}_{\perp} \) in (3.28) and (3.29) to compute estimators \( \hat{\mu}_0^{(1)} \) and \( \hat{\mu}_1^{(1)} \), say, of \( \mu_0 \) and \( \mu_1 \), respectively. Details may be found in Lütkepohl \& Saikkonen (1997b). Trend adjusted data are computed as \( \hat{y}_t^{(1)} = y_t - \hat{\mu}_0^{(1)} - \hat{\mu}_1^{(1)} t \). These may be used to construct test statistics like in Section 3.1.1 where zero mean and trend terms are assumed. The resulting test statistics will be denoted by \( LR_{trace(ta)}(r_0) \), \( LR_{max(ta)}(r_0) \), \( LM_{ ta(1)}(r_0) \) and \( LM_{ ta(2)}(r_0) \).

They have the following asymptotic distributions under the null hypothesis: \( LR_{trace(ta)}(r_0), LM_{ta(1)}(r_0), LM_{ta(2)}(r_0) \xrightarrow{d} \text{tr}(D_*) \) and \( LR_{max(ta)}(r_0) \xrightarrow{d} \lambda_{\max}(D_*) \), where

\[
D_* = \left( \int_0^1 B_*(s)dB_*(s)^\prime \right) \left( \int_0^1 B_*(s)B_*(s)^\prime ds \right)^{-1} \left( \int_0^1 B_*(s)dB_*(s)^\prime \right)^\prime \tag{3.30}
\]

and \( B_*(s) = B_{n-r_0}(s) - sB_{n-r_0}(1) \) is an \((n-r_0)\)-dimensional Brownian bridge and \( dB_*(s) = dB_{n-r_0}(s) - dsB_{n-r_0}(1) \). Obviously, this distribution is free of unknown nuisance parameters and does not depend on the actual trending properties of the process. Critical values are given in Lütkepohl \& Saikkonen (1997b, Table 1) and Saikkonen \& Lütkepohl (1997, Table 1).

Another estimator of the mean and trend parameters proposed by Saikkonen \& Lütkepohl (1997) is based on a GLS approach applied to the model \( y_t = \mu_0 + \mu_1 t + x_t \). Using the RR

\footnote{\( LM_{ ta(1)}(r_0) \) and \( LM_{ ta(2)}(r_0) \) correspond to \( LM(r_0) \) and \( LM_*(r_0) \), respectively, in Lütkepohl \& Saikkonen (1997b).}
estimators from (3.27) we get estimators

\[
\begin{align*}
\tilde{A}_1 &= I_n + \tilde{\alpha}_1 \tilde{\beta} + \tilde{\Gamma}_1, \\
\tilde{A}_j &= \tilde{\Gamma}_j - \tilde{\Gamma}_{j-1}, \quad j = 2, \ldots, p - 1, \\
\tilde{A}_p &= -\tilde{\Gamma}_{p-1}
\end{align*}
\]

of the levels VAR coefficients and define \( \tilde{A}(L) = I_n - \tilde{A}_1 L - \cdots - \tilde{A}_p L^p \). Moreover, define \( \tilde{G}_t = \tilde{A}(L) a_t \) and \( \tilde{H}_t = \tilde{A}(L) b_t \), with

\[
a_t = \begin{cases} 
1 & \text{for } t \geq 1 \\
0 & \text{for } t \leq 0 
\end{cases}, \quad 
b_t = \begin{cases} 
t & \text{for } t \geq 1 \\
0 & \text{for } t \leq 0 
\end{cases}
\]

and estimate \( \mu_0 \) and \( \mu_1 \) by multivariate LS from the regression model

\[
\tilde{Q} \tilde{A}(L) y_t = \tilde{Q} \tilde{G}_t \mu_0 + \tilde{Q} \tilde{H}_t \mu_1 + \eta^*_t, \quad t = p + 1, \ldots, T,
\]

(3.31)

where

\[
\tilde{Q} = \begin{bmatrix}
(\tilde{\alpha}_1' \tilde{\Omega}^{-1} \tilde{\alpha}_1)^{-1/2} \tilde{\alpha}_1' \tilde{\Omega}^{-1} \\
(\tilde{\alpha}_1' \tilde{\Omega}_l \tilde{\alpha}_l)^{-1/2} \tilde{\alpha}_l'
\end{bmatrix}
\]

is a weight matrix which ensures that the error term roughly has a unit covariance matrix. Note that \( \tilde{Q} \tilde{Q} = \tilde{\Omega}^{-1} \). Thus, estimating the transformed model (3.31) by LS amounts to GLS estimation of the untransformed model \( y_t = \mu_0 + \mu_1 t + x_t \). We will denote the resulting estimators of \( \mu_0 \) and \( \mu_1 \) by \( \tilde{\mu}_0^{\text{GLS}} \) and \( \tilde{\mu}_1^{\text{GLS}} \), respectively. These estimators can also be motivated as approximate Gaussian ML estimators under the assumption of zero initial values. The resulting test statistics will be based on trend adjusted data \( \tilde{x}_t = y_t - \tilde{\mu}_0^{\text{GLS}} - \tilde{\mu}_1^{\text{GLS}} t \). Using these data in the same way as in Section 3.1.2 gives test statistics which will be denoted by \( LR_{\text{trend}(t_0)}^{\text{GLS}}(r_0) \), \( LR_{\text{max}(t_0)}^{\text{GLS}}(r_0) \), \( LM_{t_0}^{\text{GLS}}(r_0) \) and \( LM_{t_0}^{\text{GLS}(2)}(r_0) \). They have the same limiting distributions under \( H_0 \) as the corresponding \( LR_{(t_0)}(r_0) \), \( W_{(t_0)}(r_0) \) and \( LM_{t_0}^{(1)}(r_0) \) statistics. Of course, Wald versions or modifications similar to those proposed by Reinsel & Ahn (1992) or Yap & Reinsel (1995) may be used here as well without affecting the asymptotic properties. We will now compare the local power of these tests.

### 3.3.3 Local Power

Using again a VAR(1) framework, Saikkonen & Lütkepohl (1997, 1997a) and Lütkepohl & Saikkonen (1997b) derive the asymptotic power of these tests under the local alternatives in
(2.6) with $\delta = 1$, that is, $H_T(r_0) : \Pi = \alpha \beta' + \frac{1}{r} \alpha_1 \beta_1$, where, as usual, $\alpha$ and $\beta$ are fixed $(n \times r_0)$ matrices of rank $r_0$ and $\alpha_1$ and $\beta_1$ are fixed $(n \times (r - r_0))$ matrices of rank $r - r_0$ and such that the matrices $[\alpha : \alpha_1]$ and $[\beta : \beta_1]$ have full column rank $r$. Using the notation from Section 3.1.3 we have

$$LR_{\text{trace}}^{PC}(r_0) \overset{d}{\to} \text{tr} \left\{ \left( \int_0^1 \mathbf{N}^{PC} \, d\mathbf{N'} \right)' \left( \int_0^1 \mathbf{N}^{PC} \, \mathbf{N}^{PC} \, ds \right)^{-1} \left( \int_0^1 \mathbf{N}^{PC} \, d\mathbf{N'} \right) \right\},$$

where $\mathbf{N}^{PC}(s)$ is a trend adjusted version of $\mathbf{N}(s)$, that is, $\mathbf{N}(s)$ is corrected for mean and linear trend. Moreover,

$$LR_{\text{trace}}^{+}(r_0) \overset{d}{\to} \text{tr} \left\{ \left( \int_0^1 \mathbf{N}^+ \, d\mathbf{N'} \right)' \left( \int_0^1 \mathbf{N}^+ \, \mathbf{N}^+ \, ds \right)^{-1} \left( \int_0^1 \mathbf{N}^+ \, d\mathbf{N'} \right) \right\},$$

where $\mathbf{N}^+(s) = [\mathbf{N}(s)': s - \frac{1}{2}]'$. Furthermore,

$$LR_{\text{trace}(t_0)}(r_0), LM_{t_0}(1)(r_0), LM_{t_0}(2)(r_0), LR_{\text{trace}(t_0)}^{GLS}(r_0), LM_{t_0}(1)^{GLS}(r_0), LM_{t_0}(2)^{GLS}(r_0) \overset{d}{\to} \text{tr} \left\{ \left( \int_0^1 \mathbf{N}^*(s) \, d\mathbf{N}^*(s) \right)' \left( \int_0^1 \mathbf{N}^*(s) \, \mathbf{N}^*(s) \, ds \right)^{-1} \left( \int_0^1 \mathbf{N}^*(s) \, d\mathbf{N}^*(s) \right) \right\},$$

where $\mathbf{N}^*(s) = \mathbf{N}(s) - s \mathbf{N}(1)$ and $d\mathbf{N}^*(s) = d\mathbf{N}(s) - ds \mathbf{N}(1)$. Thus, all the tests based on prior trend adjustment of the data are asymptotically equivalent. It may be worth emphasizing again that these asymptotic distributions are obtained under our assumption that the initial values do not depend on the sample size $T$. As mentioned earlier, it follows from Elliott et al. (1996) that different asymptotic distributions result if the initial values depend on the sample size.

In the present framework, the local power again depends on $n - r_0$ only and not on the dimension $n$ and $r_0$ separately. Moreover, it does not depend on the actual values of the mean and trend parameters $\mu_0$ and $\mu_1$. These results are analogous to those for tests based on processes without trend. As in Section 3.2.3, it can be seen that the limiting distributions depend on $\alpha$, $\beta$, $\Omega$, $\alpha_1$ and $\beta_1$ through $a = (\alpha_1' \Omega \alpha_1)^{-1/2} \alpha_1' \alpha_1$ and $b = (\alpha_1' \Omega \alpha_1)^{1/2} (\beta_1' \alpha_1)^{-1} \beta_1'$ only. It follows from Johansen (1995, Corollary 14.5) that for the case $r - r_0 = 1$, where $\alpha_1$ and $\beta_1$ are just vectors, the limiting distribution only depends on $l^2 = a' \alpha \beta b$ if $n - r_0 = 1$ and on $l^2$ and $d^2 = (b'a)^2/(a' \alpha b)$ for $n - r_0 > 1$. Again $l$ may be viewed as the distance from the null space and values of $d$ close to zero indicate processes close to being $I(2)$.

Lütkepohl & Saikkonen (1997b) simulate the local power based on the asymptotic distributions given in the foregoing. We have also done so using a different parameterization of the local power curves and considering a wider range of parameter values. Some of the results
Figure 2: Local Power of LR- and LM-type tests
are given in Figure 2 together with local power functions of tests which will be discussed in Section 3.4. The following results emerge from the simulations. Because the test based on $L R_{trace}^+(r_0)$ imposes the restriction that the estimated trend is at most linear whereas this restriction is not used in $L R_{trace}^{PC}(r_0)$, the local powers of the two tests differ. It turns out, however, that $L R_{trace}^+(r_0)$ is not always superior to $L R_{trace}^{PC}(r_0)$ despite the additional correct restriction used in the former test. The tests based on prior trend adjustment have generally more local power than $L R_{trace}^{PC}$. The power gains can be substantial especially for $d$ close to 1, that is, for processes not close to being $I(2)$. In many situations the tests based on prior trend adjustment also outperform $L R_{trace}^+(r_0)$ in terms of asymptotic local power. Unlike the case without trend, there is no clear winner under the presently considered conditions where a trend is potentially present. Thus, for a particular data set one may want to try different tests or base a decision on which test to use on the small sample performance which is discussed in Section 5. Note, however, that the local power presented in Figure 1 for the tests which assume $\mu_1 = 0$ is sometimes substantially better than the local powers in Figure 2. Hence, it pays to spend some effort on specifying the deterministic term properly.

In the next section we will consider a particular situation which has received some attention in the theoretical literature and is also often assumed in applied work. It is assumed that a trend appears in the variables and not in the cointegrating relations.

### 3.4 Trending Variables and No Trend in the Cointegration Relations

#### 3.4.1 The DGP

If it is known that a trend is present so that $\mu_1 \neq 0$ but it is confined to the variables and does not appear in the cointegrating relations, that is, $\beta' \mu_1 = r = 0$, tests for the cointegrating rank may be constructed so as to take that additional restriction into account. We will turn to that situation now. Although having this kind of prior knowledge may not be very realistic in many situations, considering the corresponding cointegration tests is useful from a conceptual point of view. Moreover, the resulting tests are perhaps the most frequently used ones for determining the cointegrating rank in applied work. It may be worth emphasizing, however, that for the $(n \times r)$ matrix $\beta$ to satisfy $\beta' \mu_1 = 0$, $\mu_1 \neq 0$ implies that $r < n$. Hence,
even under the alternative the rank must be smaller than \( n \) in the present setting, a fact which is sometimes ignored in empirical applications. As a consequence, it is, for example, unreasonable to test \( H_0 : r = 1 \) vs. \( H_1 : r > 1 \) in a bivariate process in this context.

3.4.2 The Tests

If it is known that there is a deterministic trend \((\mu_1 \neq 0)\), but \( \mu_1 \) is orthogonal to \( \beta \), that is, \( \beta'\mu_1 = 0 \) and, hence, \( \nu_1 = 0 \), the LS estimators \( \hat{\Pi} \) and \( \hat{\Omega} \) may be obtained from (3.20). The corresponding test statistics are obtained by plugging \( \Delta y'_{t-1} = (1, \Delta y'_{t-1}, \ldots, \Delta y'_{t-p+1}) \) into (3.2), using the resulting \( M_{ii}^0 \) matrix in (3.4) and considering the corresponding generalized eigenvalues. The resulting LR statistics will be denoted by \( LR_{\text{trace}}^i(r_0) \) and \( LR_{\text{max}}^i(r_0) \), where the \( i \) stands for ‘intercept’. The asymptotic null distributions of these test statistics are as follows: \( LR_{\text{trace}}^i(r_0) \overset{d}{=} \text{tr}(D^i) \) and \( LR_{\text{max}}^i(r_0) \overset{d}{=} \lambda_{\text{max}}(D^i) \), where

\[
D^i = \left( \int_0^1 \tilde{B}^i dB^i_{n-r_0} \right) \left( \int_0^1 \tilde{B}^i d\tilde{B}^i ds \right)^{-1} \left( \int_0^1 \tilde{B}^i dB^i_{n-r_0} \right), \tag{3.32}
\]

\( \tilde{B}^i(s) = [B^i_{n-r_0-1}(s) : s] \) and \( \tilde{B}^i(s) = B^i(s) - \int_0^1 B^i(u)du \) (see Johansen (1995)). Critical values for these test statistics may be found in Johansen & Juselius (1990, Table A.1), Johansen (1995, Table 15.3) and Osterwald-Lenum (1992, Table 1), among others. Unfortunately, the null distributions change if the true \( \mu_1 \) turns out to be zero. In that case, the tests are precisely the ones based on \( LR_{\text{trace}}^0(r_0) \) and \( LR_{\text{max}}^0(r_0) \), respectively. In Section 3.2.2 these tests were seen to have limiting distributions quite different from those of \( LR_{\text{trace}}^i(r_0) \) and \( LR_{\text{max}}^i(r_0) \) although the test statistics are identical.

In practice, the restriction \( \mu_1 = 0 \) will usually be unknown. In that case, Johansen (1992) suggests to test null hypotheses for increasing ranks \( r_0 = 0, 1, \ldots \), with both types of tests, \( LR^*(r_0) \) and \( LR^i(r_0) \), using the critical values obtained under the assumption \( \mu_1 \neq 0 \) for the latter. If both tests reject for a given \( r_0 \) we proceed to \( H_0(r_0 + 1) \) etc.. If at some stage \( H_0(r_0) \) is rejected by \( LR^*(r_0) \) and not by \( LR^i(r_0) \), then \( r_0 \) is chosen as cointegrating rank and the process is assumed to have \( \mu_1 \neq 0 \). If \( H_0(r_0) \) is not rejected by \( LR^*(r_0) \) for some \( r_0 \), we conclude that \( r = r_0 \) and the process does not have a linear trend. The same holds, of course, if both \( LR^i(r_0) \) and \( LR^*(r_0) \) do not reject.

Assuming again that \( \mu_1 \neq 0 \) and \( \beta'\mu_1 = 0 \) is known so that there is a deterministic linear
trend in the variables but not in the cointegration relations, the EC form may be written as

\[
\Delta y_t - \mu_1 = \Pi(y_{t-1} - \mu_0) + \sum_{j=1}^{p-1} \Gamma_j (\Delta y_{t-j} - \mu_1) + \varepsilon_t, \quad t = p + 1, p + 2, \ldots
\]

(3.33)

Saikkonen & Lütkepohl (1998a) propose to base LR and LM type tests for the cointegrating rank on this model form. The resulting test statistics will be denoted by \( LR_{t_a}^i(r_0) \), \( LM_{t_a(1)}^i(r_0) \) and \( LM_{t_a(2)}^i(r_0) \), where the former statistic is the trace version and the latter two statistics correspond to the two different versions of LM type tests considered in Section 3.1. Saikkonen & Lütkepohl (1998a) show that the two LM type tests and \( LR_{t_a}^i(r_0) \) have identical asymptotic properties. More precisely,

\[
LM_{t_a(1)}^i(r_0), LM_{t_a(2)}^i(r_0), LR_{t_a}^i(r_0) \xrightarrow{d} \text{tr} \left\{ \left( \int_0^1 \hat{B}'^i dB'_{n-r_0} \right)' \left( \int_0^1 B'B^i ds \right)^{-1} \left( \int_0^1 \hat{B}'^i dB'_{n-r_0} \right) \right\},
\]

(3.34)

where \( B^i(s) \) denotes the same process as in (3.32). We will now turn to a local power comparison of these tests.

### 3.4.3 Local Power

We consider again local alternatives of the form (2.6) with \( \delta = 1 \). Moreover, to ensure that we remain in the presently considered model class where a trend appears in the variables and not in the cointegrating relations we have to assume that \( \Pi \mu_1 = 0 \) and, hence,

\[
\beta'_1 \mu_1 = 0.
\]

(3.35)

Saikkonen & Lütkepohl (1998a) derive the limiting distributions of the test statistics considered previously under these assumptions. In other words, it is assumed that there is no trend in the cointegration relations even under the alternative. Note that the fact that the \((n \times r)\) matrix \([\beta : \beta_1]\) is orthogonal to \( \mu_1 \) also means that \( r \) has to be less than \( n \).

Using the notation from Section 3.1.2, we now define the \((n - r_0)\)-dimensional Ornstein-Uhlenbeck process

\[
\tilde{N}(u) = B(u) + \tilde{a} \tilde{B} \int_0^u \tilde{N}(s) ds \quad (0 \leq u \leq 1),
\]

(3.36)

where

\[
\tilde{a} = (g^t \alpha'_1 \Omega \alpha_1 g)^{-1/2} g^t \alpha'_1 \alpha_1 \quad \text{and} \quad \tilde{B} = \beta'_1 [0 : \gamma] (g^t \alpha'_1 \Omega \alpha_1 g)^{1/2}
\]

with \( g^t \) being an \(((n - r_0) \times (n - r_0))\) matrix which is the inverse of \( \beta'_1 [\mu_1 : \gamma] \) and \( \gamma \) any \((n \times (n - r_0 - 1))\) matrix orthogonal to \( \beta \) and \( \mu_1 \) such that \([\beta : \mu_1 : \gamma]\) is of full
rank. Furthermore we need the process \( \mathbf{Z}(s) = [\tilde{\mathbf{N}}_2(s)' : s]' \) and its demeaned counterpart 
\( \tilde{\mathbf{Z}}(s) = \mathbf{Z}(s) - \int_0^1 \mathbf{Z}(u) du \). Here \( \tilde{\mathbf{N}}_2(s) \) consists of the last \( n - r_0 - 1 \) components of \( \tilde{\mathbf{N}}(s) \).

Assuming again that the initial values are not dependent on the sample size, the limiting distributions derived by Saikkonen & Lütkepohl (1998a) for VAR(1) processes under the presently considered local alternatives are:

\[
LR_{\text{trace}}^{i}(r_0) \overset{d}{\to} \text{tr} \left\{ \left( \int_0^1 \tilde{\mathbf{Z}}(s) d\tilde{\mathbf{N}}(s)' \right)' \left( \int_0^1 \tilde{\mathbf{Z}}(s) \tilde{\mathbf{Z}}(s)' ds \right)^{-1} \left( \int_0^1 \tilde{\mathbf{Z}}(s) d\tilde{\mathbf{N}}(s)' \right) \right\}
\]

and

\[
LM_{\text{ia}(1)}^{i}(r_0), LM_{\text{ia}(2)}^{i}(r_0), LR_{\text{ia}}^{i}(r_0)
\overset{d}{\to} \text{tr} \left\{ \left( \int_0^1 \tilde{\mathbf{Z}}(s) d\tilde{\mathbf{N}}(s)' \right)' \left( \int_0^1 \mathbf{Z}(s) \mathbf{Z}(s)' ds \right)^{-1} \left( \int_0^1 \tilde{\mathbf{Z}}(s) d\tilde{\mathbf{N}}(s)' \right) \right\}.
\]

Comparing the latter two limiting distributions shows that the nonnull distributions differ in the same way as the limiting distributions under the null hypothesis.

The limiting distributions are similar to those obtained in previous sections under local alternatives. An important difference results from the definitions of the parameters \( \tilde{a} \) and \( \tilde{b} \), however. These parameters now depend on the matrix \( g \) which did not appear in the previous counterparts of \( a \) and \( b \). The zero matrix in \( \tilde{b} \) is due to the assumption \( \beta_1' \mu_1 = 0 \). Note, however, that we necessarily have \( \beta_1' \gamma \neq 0 \) (because \( \beta_1 \in \text{span}(\beta_\perp) = \text{span}([\mu_1 : \gamma]) \)).

For \( LR_{\text{trace}}^{i}(r_0) \), Rahbek (1994) obtained the limiting distribution under different local alternatives. He considered two types of local alternatives. The first type is given by \( \Pi = \alpha \beta + T^{-3/2} \alpha_1 \beta_1' \) which is an order of magnitude smaller than the one used here. However, Rahbek’s limiting distribution reduces to the limiting null distribution if condition (3.35), \( \beta_1' \mu_1 = 0 \), holds. In the present analysis we have employed assumption (3.35) because we wish to consider the case where a linear time trend is a priori excluded from the cointegrating relations. Another local alternative considered by Rahbek (1994) is given by \( \Pi = \alpha \beta + T^{-1} \alpha_1 \beta_1' \) combined with \( \beta_1' \mu_1 = T^{-1/2} \delta \), \( 0 \leq \delta' \delta < \infty \). When \( \delta = 0 \) we get our local alternatives. If \( \delta \neq 0 \) power gains are achieved but they are achieved by testing an inclusion of a time trend in the cointegrating relations which is excluded by assumption in the present framework.

Saikkonen & Lütkepohl (1998a) also report simulated local power functions for the case where \( r - r_0 = 1 \), so that \( \tilde{a} \) and \( \tilde{b} \) are \( (n \times 1) \) vectors, using \( \tilde{a}' = (\sqrt{(1 - d^2)}l^2, -\sqrt{d^2}l^2) \)
and \( \hat{\beta} = (0, 1) \) for \( n - r_0 = 2 \) as well as \( \hat{\alpha}' = (\sqrt{(1 - d^2)r^2}, -\sqrt{d^2}r^2, 0) \) and \( \hat{\beta} = (0, 1, 0) \) for \( n - r_0 = 3 \). These choices are motivated as follows. It is assumed that parameters are chosen such that \( g'\alpha_1'\Omega\alpha_\perp g = I_{n-r_0} \). This is not very restrictive because suitable normalizations of the parameters may be selected. Then \( \hat{\beta} = \beta'_1[0 : \gamma] \), where \( \gamma \) is essentially equal to \( \beta_1 \) for \( n - r_0 = 2 \). Hence, \( \hat{\beta} = (0, 1) \) is a suitable choice if \( \hat{\alpha} \) is fully flexible. If \( n - r_0 = 3 \), one of the columns of \( \gamma \) may be set equal to \( \beta_1 \) while the other one may be made orthogonal to \( \beta_1 \). Assuming that the first column of \( \gamma \) equals \( \beta_1 \) justifies \( \hat{\beta} = (0, 1, 0) \) for \( n - r_0 = 3 \). The first two components of the vector \( \hat{\alpha}' \) are simply given a fully flexible form. The values used for \( l \) and \( d \) are given in Figure 2 which also summarizes the local power results for the presently considered tests.

It is obvious from the figure that prior knowledge regarding the trend being not in the cointegration relations is quite helpful for improving the local power of the tests. In parts of the parameter space, the tests which do not use this information are considerably inferior to \( LR_{trace}^i(r_0) \), \( LM_{ta(1)}^i(r_0) \) and \( LM_{ta(2)}^i(r_0) \) which use the information. Comparing the local power of the latter types of tests it is clear that \( LR_{ta}^i(r_0) \), \( LM_{ta(1)}^i(r_0) \) and \( LM_{ta(2)}^i(r_0) \) are generally substantially superior to \( LR_{trace}^i(r_0) \). Moreover, a comparison with the results in Figure 1 shows that an improvement in local power is possible if there is no deterministic linear trend term and \( \mu_1 = 0 \) is known a priori.

### 3.5 Summary of Models and Test Statistics

A summary of the model types in a VAR(1) setting and the corresponding LR type test statistics is given in Table 1. The associated asymptotic distributions under local alternatives are given in Table 2. The corresponding null distributions are obtained from these distributions by replacing the Ornstein-Uhlenbeck processes by the associated Brownian motions.

Based on the foregoing theoretical results it is seen to be advantageous in applied work to pay attention to the specification of the deterministic terms. If a linear trend term in the variables and the cointegration relations cannot be excluded a priori the \( LR^+, LR^{PC} \) or \( LR_{ta}^{GLS} \) tests or their LM and Wald relatives have to be used. Substantial power gains are possible, however, if a deterministic trend can be excluded from the variables and/or the cointegration relations. Based on the local power comparison \( LR^{SL} \) tests should be used if \( \mu_1 = 0 \) and \( LR_{ta}^i \) type tests are the preferred candidates if \( \mu_1 \neq 0 \) whereas \( \beta'\mu_1 = 0 \).
Table 1: Models for Lag order 1 and LR Type Tests

<table>
<thead>
<tr>
<th>Assumption for deterministic term</th>
<th>Model</th>
<th>Notation for LR statistic</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_0 = \mu_1 = 0$</td>
<td>$\Delta y_t = \Pi y_{t-1} + \varepsilon_t$</td>
<td>$LR^0$</td>
<td>Johansen (1988, 1995)</td>
</tr>
<tr>
<td>$\mu_0$ arbitrary</td>
<td>$\Delta y_t = \nu + \Pi y_{t-1} + \varepsilon_t$</td>
<td>$LR^0$</td>
<td>Johansen (1991a)</td>
</tr>
<tr>
<td>$\mu_1 = 0$</td>
<td>$\Delta y_t = \Pi(y_{t-1} - \hat{\mu}_0) + \hat{\varepsilon}_t$</td>
<td>$LR^0$</td>
<td>Johansen (1991a)</td>
</tr>
<tr>
<td>$\mu_0, \mu_1$ arbitrary</td>
<td>$\Delta y_t = \nu + [\Pi : \delta] \begin{bmatrix} y_{t-1} \ t - 1 \end{bmatrix} + \varepsilon_t$</td>
<td>$LR^+$</td>
<td>Johansen (1992, 1994, 1995)</td>
</tr>
<tr>
<td>$\mu_0$ arbitrary</td>
<td>$\Delta y_t = \nu_0 + \nu_1 t + \Pi y_{t-1} + \varepsilon_t$</td>
<td>$LR^PC$</td>
<td>Perron &amp; Campbell (1993)</td>
</tr>
<tr>
<td>$\mu_0, \mu_1$ arbitrary</td>
<td>$\Delta y_t = \nu_0 + \nu_1 t + \Pi y_{t-1} + \varepsilon_t$</td>
<td>$LR^GLS$</td>
<td>Saikkonen &amp; Lütkepohl (1997)</td>
</tr>
<tr>
<td>$\mu_0$ arbitrary</td>
<td>$\Delta y_t = \nu + \Pi y_{t-1} + \varepsilon_t$</td>
<td>$LR^i$</td>
<td>Johansen (1991a)</td>
</tr>
<tr>
<td>$\mu_1 \neq 0, \beta^\prime \mu_1 = 0$</td>
<td>$\Delta y_t = \nu_0 + \Pi y_{t-1} + \varepsilon_t$</td>
<td>$LR^i_{ta}$</td>
<td>Saikkonen &amp; Lütkepohl (1998a)</td>
</tr>
</tbody>
</table>

3.6 Further Issues

3.6.1 Incorporating Prior Information on the Cointegration Vectors

Horvath & Watson (1995) consider the power of LR and Wald tests under the assumption that prior knowledge on the cointegrating vectors is available. For instance, if interest rates are analyzed, the interest rate spread may represent a cointegration relation with known parameters. In that case some cointegration vectors may be fixed and the likelihood for a given cointegrating rank is maximized given the known cointegration vectors. In this case the asymptotic distributions of the LR statistics will also depend on the number of known cointegration vectors. Tests with deterministic mean and trend terms can be derived as well. Details and critical values may be found in Horvath & Watson (1995). They conclude that taking into account prior knowledge of this kind may result in improved asymptotic power. Thus, generally speaking, taking into account more information of this kind results in more powerful tests, at least asymptotically. As we have seen earlier, this result is not generally true with respect to information on the deterministic terms of the process. Also, applying these tests may be problematic, of course, if the prior information regarding the cointegrating vectors is incorrect. If there are no known cointegrating vectors but identifying information is available for $\beta$ the approach of Kleiberger & van Dijk (1994) may be used. They discuss LR, LM and Wald tests for the cointegrating rank in a model where prior knowledge allows
Table 2: Limiting Distributions of Tests

**Notation:**
- \( B(s) \) \((n - r_0)\)-dimensional standard Brownian motion,
- \( N(s) = B(s) + ab' \int_0^s N(u)du \), \( a = (\alpha'_\perp \Omega\alpha_\perp)^{-1/2}\alpha'_\perp \alpha_1 \), \( b = (\alpha'_\perp \Omega\alpha_\perp)^{1/2}(\beta'_\perp \alpha_\perp)^{-1}\beta'_\perp \beta_1 \),
- \( \tilde{N}(s) = N(s) - \int_0^1 N(u)du \), \( N^*(s) = [N(s)' : 1]' \), \( N^+(s) = [\tilde{N}(s)' : s - \frac{1}{2}]' \),
- \( N^{PC}(s) \) trend adjusted version of \( N(s) \),
- \( N_s(s) = N(s) - sN(1) \),
- \( \tilde{N}(s) = B(s) + \tilde{a}\tilde{b}' \int_0^s \tilde{N}(u)du \), \( \tilde{a} = (g'_\perp \Omega\alpha_\perp g)^{-1/2}g'_\perp \alpha'_\perp \alpha_1 \), \( \tilde{b}' = \beta'_[0 : \gamma](g'_\perp \Omega\alpha_\perp g)^{1/2}, \)
- \( g' = \{\beta'_[\mu_1 : \gamma]\}^{-1}, \gamma \) any \((n \times (n - r_0 - 1))\) matrix orthogonal to \( \beta \) and \( \mu_1 \) such that \([\beta : \mu_1 : \gamma]\) is of full rank,
- \( \tilde{N}_2(s) \) the last \( n - r_0 - 1 \) components of \( \tilde{N}(s) \),
- \( Z(s) = [\tilde{N}_2(s)' : s]' \), \( \tilde{Z}(s) = Z(s) - \int_0^1 Z(u)du \).

<table>
<thead>
<tr>
<th>Test statistic</th>
<th>Limiting distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>( LR^0 )</td>
<td>( tr \left{ \left( \int_0^s N dN \right)' \left( \int_0^s N N' ds \right)^{-1} \left( \int_0^s N dN' \right) \right} )</td>
</tr>
<tr>
<td>( LR^{00} )</td>
<td>( tr \left{ \left( \int_0^s \tilde{N} d\tilde{N} \right)' \left( \int_0^s \tilde{N} \tilde{N}' ds \right)^{-1} \left( \int_0^s \tilde{N} d\tilde{N}' \right) \right} )</td>
</tr>
<tr>
<td>( LR )</td>
<td>( tr \left{ \left( \int_0^s N^* dN' \right)' \left( \int_0^s N^* N'^* ds \right)^{-1} \left( \int_0^s N^* dN' \right) \right} )</td>
</tr>
<tr>
<td>( LR^{SL} )</td>
<td>( tr \left{ \left( \int_0^s N dN \right)' \left( \int_0^s N N' ds \right)^{-1} \left( \int_0^s N dN' \right) \right} )</td>
</tr>
<tr>
<td>( LR^r )</td>
<td>( tr \left{ \left( \int_0^s N^+ dN' \right)' \left( \int_0^s N^+ N'^+ ds \right)^{-1} \left( \int_0^s N^+ dN' \right) \right} )</td>
</tr>
<tr>
<td>( LR^{PC} )</td>
<td>( tr \left{ \left( \int_0^s N^{PC} dN' \right)' \left( \int_0^s N^{PC} N^{PC'} ds \right)^{-1} \left( \int_0^s N^{PC} dN' \right) \right} )</td>
</tr>
<tr>
<td>( LR^{GLS} )</td>
<td>( tr \left{ \left( \int_0^s N_s dN_s' \right)' \left( \int_0^s N_s N_s' ds \right)^{-1} \left( \int_0^s N_s dN_s' \right) \right} )</td>
</tr>
<tr>
<td>( LR^t )</td>
<td>( tr \left{ \left( \int_0^s \tilde{Z} d\tilde{N} \right)' \left( \int_0^s \tilde{Z} \tilde{Z}' ds \right)^{-1} \left( \int_0^s \tilde{Z} d\tilde{N}' \right) \right} )</td>
</tr>
<tr>
<td>( LR_{ta} )</td>
<td>( tr \left{ \left( \int_0^s \tilde{Z} d\tilde{N} \right)' \left( \int_0^s ZZ' ds \right)^{-1} \left( \int_0^s \tilde{Z} d\tilde{N}' \right) \right} )</td>
</tr>
</tbody>
</table>

...to place identifying restrictions on the cointegrating vectors.

### 3.6.2 Choosing the VAR Order

In the foregoing theoretical discussion it has been assumed that the DGP is a finite order VAR(\(p\)) process and that the order \(p\) is known. Of course, these assumptions are unrealistic in practice for various reasons. For instance, the true DGP may not be a finite order process.
If it is a finite order VAR process then the true order is not likely to be known. Therefore it is of interest to know the consequences of a violation of the assumption that the DGP is a VAR process with known finite order.

Lütkepohl & Saikkonen (1997a) consider this problem by extending asymptotic results of Ng & Perron (1995) for univariate unit root tests. In their analysis they assume a process without deterministic trend term, that is, regarding the deterministic term they work under the assumptions of Sections 3.1 and 3.2. Two alternative ways for specifying the VAR order are discussed. The first possibility is to use a deterministic rule for choosing the order. It is shown that if the DGP is a finite or infinite order VAR and the order \( p \) used in computing LR test statistics is chosen as a function of the sample size \( T \) in such a way that \( p \to \infty \) and \( p^3/T \to 0 \) as \( T \to \infty \), then the limiting null distributions of the LR tests for the cointegrating rank are the same as in the case of a known finite order.

The second and perhaps more realistic approach considered by Lütkepohl & Saikkonen (1997a) assumes that the order is chosen by some data-dependent rule. Specifically, it is shown that if a model selection criterion of the form

\[
\log \det(\hat{\Omega}_p) + (p + 1)C_T/T,
\]

with

\[
p \leq p_T = o(T^{1/3}), \quad C_T > n^2, \quad \text{and} \quad C_T/T \to 0 \quad \text{as} \quad T \to \infty
\]

is applied for choosing an order \( \hat{p} \), say, for the model on which the cointegration tests are based, then the limiting null distributions of the LR tests are again the same as in the case of a known finite order. In (3.37), \( \hat{\Omega}_p \) is the usual estimator of the residual covariance matrix \( \Omega \) based on a model of order \( p \) (see (3.3)). The result regarding the limiting distribution remains true if the DGP is of finite or infinite order. It follows that the order may be chosen, e.g., by the Akaike (1974, 1973) information criterion which minimizes

\[
AIC(p) = \log \det(\hat{\Omega}_p) + 2(p + 1)n^2/T,
\]

so that \( C_T = 2n^2 \), or by the Schwarz (1978) criterion,

\[
SC(p) = \log \det(\hat{\Omega}_p) + (p + 1)n^2 \log T/T,
\]

so that \( C_T = n^2 \log T \), or by other similar criteria (see, e.g., Lütkepohl (1991, Chapter 4)). If any of these criteria is used for order selection prior to testing for the cointegrating rank, the
asymptotic properties of the LR tests remain unchanged. Note that the $SC$ criterion will choose the order consistently if the DGP is actually of finite order whereas $AIC$ overestimates the order with positive probability in this case. The aforementioned result for the LR tests remains valid in either case despite the differences in the properties of the order selection criteria. Thus, the asymptotic theory for the cointegration tests does not provide help in discriminating between the criteria.

In contrast, Reimers (1992), Haug (1996), Lütkepohl & Saikkonen (1997a), Boswijk & Franses (1992), Cheung & Lai (1993), Yap & Reinsel (1995), Ho & Sørensen (1996), Saikkonen & Luukkonen (1997), Gonzalo & Pitarakis (1997b), Bierens (1997b) and Gonzalo & Lee (1998) have found by simulation that in small samples the cointegration tests are strongly dependent on the choice of the VAR order. Choosing a very small lag length which results in a poor approximation of the true DGP may equally well result in major size distortions and reduced power of the tests. A similar result is also obtained if a large lag length is used which introduces substantial sampling uncertainty into the estimated model.

Generally, increasing the lag length eventually results in size distortions and loss in power. Therefore, most studies recommend to use an order selection criterion to choose the lag order. However, the different studies provide different recommendations regarding the order selection criterion. Apparently, the recommendations depend on the DGP used for the simulations. If processes with one lag are used, the parsimonious $SC$ criterion performs best, as would have been expected (see e.g. Reimers (1992) and Haug (1996)). Otherwise, if higher order processes are employed in the simulations, the Hannan-Quinn criterion or AIC turn out to be advantageous (see, e.g., Reimers (1992) and Lütkepohl & Saikkonen (1997a)).

In general, however, choosing the lag length with order selection criteria which tend to find a balance between a good approximation of the DGP and an efficient use of the sample information appears to be a good strategy for applied work (see Lütkepohl & Saikkonen (1997a)). A universally optimal criterion for this purpose does not seem to exist, however.

### 3.6.3 Subset and Conditional Models

Although we have presented the likelihood based cointegration tests in terms of full VARs or EC models where no restrictions are placed on the short-run parameters $\Gamma_j$, $j = 1, \ldots, p - 1$, it should be understood that such restrictions have no implications for the asymptotic
properties of the tests. On the other hand, the computation of the test statistics may become a bit more difficult if there are restrictions on the short-run coefficients, e.g., if lags of some variables appear in one equation but not in others. This situation is fairly common in practice and implies that there are zero restrictions on the short-run parameters. In that case optimization of the likelihood function and, hence, computation of the test statistics may require numerical optimization algorithms. Alternatively, one may use some kind of GLS approach or one may simply ignore the restrictions. Although this does not change the asymptotic properties of the cointegration tests, it may have an impact on the small sample properties.

The situation is different if there are restrictions on the loading coefficients $\alpha$. If in some of the equations of the full system none of the cointegrating relations is actually present, that is, some rows of $\alpha$ are restricted to zero, the corresponding variables are weakly exogenous for the cointegration parameters. In that case a conditional model can be set up for those variables which are not weakly exogenous. The number of cointegrating relations can then be tested within the conditional model. Harbo, Johansen, Nielsen & Rahbek (1998) consider LR tests for this purpose and Kauppi (1997) extends the LM type tests for application in conditional models. He also shows by way of simulation that tests for the cointegrating rank in conditional models may be considerably more powerful than the corresponding LR tests based on full models. These results presume that the conditioning is done correctly, i.e., all unmodelled variables are indeed weakly exogenous.

Rahbek & Mosconi (1998) and Seo (1998) discuss the case where additional stationary regressors appear in a VAR model. They show that these variables have an impact on the asymptotic distribution of LR tests for the cointegrating rank and they propose modifications which result in asymptotically valid tests.

3.6.4 Seasonal Dummies and Structural Shifts

In the foregoing discussion we have focussed on the specific case where the deterministic part of the DGP consists of mean and linear trend terms because these terms are of particular importance from a practical point of view and they are also important for the asymptotic theory. In practice there are sometimes additional candidates for deterministic terms. Important examples are seasonal dummy variables and shift dummies which may be used to
account for structural breaks in the DGP. Whereas the inclusion of centered seasonal dummies has no consequences for the asymptotic properties of the tests (see Johansen (1995)) the same is not true for shift dummies of the form

\[ d_t = \begin{cases} 
0, & t < T_1 \\
1, & t \geq T_1 
\end{cases} , \]

that is, the DGP has the form

\[ y_t = \mu_0 + \mu_1 t + \delta d_t + x_t, \quad t = 1, 2, \ldots, \]

(3.38)

where \( x_t \) is as in Section 2. LR tests for the cointegrating rank in this situation have been discussed by Johansen & Nielsen (1993). They show that the asymptotic distribution under the null hypothesis depends on the timing of the shift or, more precisely, it depends on the fraction of the sample before and after the structural shift. If the fraction is known, that is, \( T_1 \) is a known break point, then critical values can be generated.

An alternative proposal is due to Saikkonen & Lütkepohl (1998b). They extend the approach described in Section 3.3.2 and propose to estimate the deterministic term in (3.38) by GLS type procedures first. Then the estimated deterministic term is subtracted from \( y_t \) and the cointegration tests are applied to the adjusted data. The resulting test statistics have the same limiting null distributions as the \( LR_{\text{trace}}^{\text{GLS}} \) statistics in Section 3.3.2.

In these proposals the break date is assumed to be known. For applied work procedures for unknown break dates are also of interest. Moreover, it would be useful to have tests which allow for more general types of structural changes.

3.6.5 Sequential Testing

Often it is of interest to choose the cointegrating rank from the full range of possibilities without prior knowledge or a good guess of what the actual rank may be. In that case one may want to test various different ranks before a decision can be made. A typical sequence of tests proceeds by checking \( H_0(0) \) and, if that null hypothesis is rejected, \( H_0(1) \), etc. until the null hypothesis cannot be rejected for the first time. Obviously the tests in such a sequence are not independent. In particular, for \( r_0 > 0 \), a test of \( H_0(r_0) \) is performed only if \( H_0(0), \ldots, H_0(r_0 - 1) \) are rejected previously. Therefore Johansen (1995, Chapter 12) considers the joint probability \( Pr\{LR(0) > c_{n,\gamma}, \ldots, LR(r) > c_{n-r,\gamma}\} \), where \( LR(r_0) \) is
the suitable LR statistic for the DGP at hand and \( c_{n-r_0,\gamma} \) is the corresponding asymptotic critical value for a test with significance level \( \gamma \). Johansen shows that the asymptotic rejection probability is bounded by \( \gamma \),

\[
\lim_{T \to \infty} Pr\{LR(0) > c_{n,\gamma}, \ldots, LR(r) > c_{n-r,\gamma}\} \leq \gamma
\]

with equality if \( r \) is the true cointegrating rank, that is, \( r = \text{rk}(\Pi) \). Thus, asymptotically the testing sequence has the correct size. In small samples the test decision will strongly depend on the properties of the individual tests, however, which will be investigated in more detail in Section 5.

### 3.6.6 Bootstrapping

In many situations it is possible to improve the small sample performance of asymptotically valid statistical procedures by using the bootstrap. Therefore it is not surprising that the bootstrap was also considered in the context of testing for cointegration. For example, Van Giersbergen (1996) and Harris & Judge (1998) investigate the possibility to generate more accurate critical values for LR cointegration tests by resampling the residuals of a VAR or EC model. Harris & Judge consider a standard parametric bootstrap for that purpose whereas van Giersbergen also investigates a nonparametric variant, the so-called stationary bootstrap, which samples blocks of residuals of random length. A possible advantage of the latter resampling scheme is that it may capture remaining residual autocorrelation in case of underspecified lag order.

In Monte Carlo experiments mixed evidence is found regarding the potential for improving cointegration tests by using bootstrap methods. In other words, it is by no means clear that the extra computational burden associated with bootstrapping methods is justified in the case of interest here. Moreover, a formal proof does not seem to be available that bootstrapping cointegration tests actually improves the convergence rate towards the asymptotic distribution.

### 3.6.7 Nonnormal Processes

The likelihood based tests considered in the previous sections are derived under Gaussian assumptions, that is, the DGP is assumed to be normally distributed. Although the Gaussian
assumptions can be relaxed for much of the asymptotic theory, the Gaussian likelihood is the basis for deriving the explicit form of the test statistics. In practice, many time series and especially financial data contain outliers and volatility clusters which are not consistent with Gaussian assumptions. Therefore Lucas (1997, 1998) considers other than Gaussian likelihood functions and derives LR and LM type tests for the cointegrating rank from them. Specifically he considers (pseudo) likelihood functions which are essentially of the form
\[
\prod_{t=1}^{T} \det(\Omega)^{-1/2} \exp\{-\psi(\Omega^{-1/2}\varepsilon_t)\},
\]
where \(\psi(\cdot)\) is some suitable function. Of course, for \(\psi(u) = u'u/2\) the Gaussian likelihood is obtained. Using this set-up Lucas shows that considerable power gains are possible for cointegration tests if the distribution of the DGP is far from normal. Such gains may also result if (3.39) is not the true but just a pseudo likelihood. On the other hand, the level and the power of the tests strongly depend on the true DGP. If it is in fact Gaussian or close to normality some power may be lost by using the pseudo likelihood approach. Therefore Boswijk & Lucas (1997) propose a seminonparametric approach where the true density is estimated rather than assumed and, hence, can adapt to the actual data properties.

Another approach to deal with outliers is used by Caner (1998) who considers the case where the residuals may have a distribution for which the variances do not exist. He shows that considerable size distortion may result for the standard LR type tests in that case.

### 3.6.8 Possible Pitfalls

A number of studies consider situations where specific problems may arise for cointegration tests. We already mentioned the case of nonnormal distributions which also falls into this category. Other examples are processes with long memory, variables which are actually \(I(2)\) or a singular or almost singular residual covariance matrix. These and other possible problems are analyzed by Gonzalo & Lee (1998) in the present context. They find that the aforementioned problems may lead to finding spurious cointegration relations by standard LR tests for the cointegrating rank. An LR test in the presence of variables with long memory is discussed by Lyhagen (1998). Ho & Sørensen (1996) consider large dimensional systems and find that the variability of the number of cointegrating relations found by LR tests gets larger if the number of observations is small and the dimension gets larger and/or the VAR order is misspecified.
<table>
<thead>
<tr>
<th>Assumptions for the deterministic terms</th>
<th>Test statistic</th>
<th>Section</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_0 = \mu_1 = 0$</td>
<td>$L_{trace}^{aug}$</td>
<td>Sec. 4.1</td>
<td>Lütkepohl &amp; Saikkonen (1997b)</td>
</tr>
<tr>
<td></td>
<td>$L_{trace}^{FM}$, $W_{trace}^{FM}$</td>
<td>Sec. 4.1</td>
<td>Quintos (1998b)</td>
</tr>
<tr>
<td></td>
<td>$SW_{VAR}$, $SW_{NP}$</td>
<td>Sec. 4.3</td>
<td>Stock &amp; Watson (1988)</td>
</tr>
<tr>
<td>$\mu_0$ arbitrary, $\mu_1 = 0$</td>
<td>$L_{trace}^{aug}$</td>
<td>Sec. 4.1</td>
<td>Lütkepohl &amp; Saikkonen (1997b)</td>
</tr>
<tr>
<td></td>
<td>$L_{trace}^{FM}$, $W_{trace}^{FM}$</td>
<td>Sec. 4.1</td>
<td>Quintos (1998b)</td>
</tr>
<tr>
<td></td>
<td>$BY_{min}^i$, $BY_{trace}^i$, $BY_{p}^i$, $BY_{l}^i$</td>
<td>Sec. 4.2</td>
<td>Bewley &amp; Yang (1995)</td>
</tr>
<tr>
<td></td>
<td>$SW_{VAR}^{ma}$, $SW_{NP}^{ma}$</td>
<td>Sec. 4.3</td>
<td>Stock &amp; Watson (1988)</td>
</tr>
<tr>
<td>$\mu_0, \mu_1$ arbitrary</td>
<td>$L_{trace}^{aug}$</td>
<td>Sec. 4.1</td>
<td>Lütkepohl &amp; Saikkonen (1997b)</td>
</tr>
<tr>
<td></td>
<td>$L_{trace}^{FM}$, $W_{trace}^{FM}$</td>
<td>Sec. 4.1</td>
<td>Quintos (1998b)</td>
</tr>
<tr>
<td></td>
<td>$SW_{VAR}^{la}$, $SW_{NP}^{la}$</td>
<td>Sec. 4.3</td>
<td>Stock &amp; Watson (1988)</td>
</tr>
<tr>
<td></td>
<td>$BI_{min}$, $BI_{trace}$</td>
<td>Sec. 4.4</td>
<td>Bierens (1997b)</td>
</tr>
<tr>
<td>$\mu_0$ arbitrary</td>
<td>$BY_{min}^i$, $BY_{trace}^i$, $BY_{max}$</td>
<td>Sec. 4.2</td>
<td>Yang &amp; Bewley (1996)</td>
</tr>
</tbody>
</table>

### 4 Other Tests

An overview of the tests discussed in this section is given in Table 3. Detailed explanations of the tests and the notation will be given in the following.

#### 4.1 Tests Based on Limiting $\chi^2$ Distributions

A couple of tests have been proposed based on statistics with standard limiting $\chi^2$ distributions under $H_0$. Lütkepohl & Saikkonen (1997b) obtain this result by augmenting the VAR DGP by an additional lag whereas Quintos (1998a, b) uses the fully modified estimation approach of Phillips (1995) as the basis for her tests. We will discuss the two approaches in turn.

##### 4.1.1 Lag Augmentation Tests

Lütkepohl & Saikkonen (1997b) point out that a small modification of Johansen’s LR tests results in a $\chi^2$ limiting null distribution which does not depend on the deterministic trend.
terms. Assuming again that the true DGP is a finite order VAR\((p)\) process, it suffices to augment the regressor vector \(z_t\) by \(y_{t-1-p}\) and to estimate a VAR\((p + 1)\) instead of the VAR\((p)\). Let us denote the resulting \(M_T\) matrix by \(M_T^{\text{aug}}\). Notice, that we still have
\[ \hat{\Pi} = -(I_n - \hat{A}_1 - \cdots - \hat{A}_p), \]
where the \(\hat{A}_j\) are now LS estimators of the coefficient matrices of a VAR\((p + 1)\) model. Equivalently, \(\hat{\Pi}\) may be obtained as the LS estimator of the matrix \(\Pi\) in the model
\[
\Delta y_t = \nu_0 + \nu_1 t + \Pi y_{t-1} + \Gamma_1 \Delta y_{t-1} + \cdots + \Gamma_{p-1} \Delta y_{t-p+1} + \Xi y_{t-p-1} + \varepsilon_t.
\]
The test statistic obtained in this way is denoted by \(LR_{\text{trace}}^{\text{aug}}(r_0)\), that is, \(LR_{\text{trace}}^{\text{aug}}(r_0) = (T-p) \sum_{j=r_0+1}^{n} \log(1 + \hat{\lambda}_j^{\text{aug}})\), where the \(\hat{\lambda}_j^{\text{aug}}\) are now obtained from the lag augmented model. It has a \(\chi^2((n - r_0)^2)\) limiting distribution under the null hypothesis which does not depend on the properties of the deterministic terms. The same asymptotic \(\chi^2\) distributions are also obtained if \(\nu_1\) and/or \(\nu_0\) are known to be zero and are thus set to zero in the estimation. Of course, asymptotically equivalent statistics are obtained by using small sample corrections as in the Reinsel-Ahn and Yap-Reinsel variants of the LR statistics in (3.8) and (3.9). Moreover, the Wald version has the same asymptotic properties as the LR version.

One would expect that the standard LR type tests have better power properties because an inefficiency is built into the modified statistics by adding an extra lag in the estimation procedure. Although adding one extra lag may seem like a minor modification, in this case it has rather severe consequences for the properties of the estimators and, hence, for the tests of the cointegrating rank. Consider, for instance, a univariate \(I(1)\) process. Then the estimator \(\hat{\Pi}\) is superconsistent \((\hat{\Pi} - 1 = O_p(T^{-1}))\) if the true AR order is used whereas it is just \(\sqrt{T}\)-consistent \((\hat{\Pi} - 1 = O_p(T^{-1/2}))\) if an extra lag is added (see Choi (1993)). Hence, a unit root test based on the latter estimator is asymptotically inefficient relative to one based on the former estimator. More precisely, the local power of the lag augmentation test of the hypothesis \(H_0: \Pi = 1\) against local alternatives of the form \(\hat{H}_T: \Pi = 1 - \theta/T\) will be equal to the size of the test whereas the tests of the previous section were seen to have larger power against such alternatives.

In a multivariate situation the difference between the convergence properties of the two estimators may not be quite so dramatic. In general there will be just some linear combinations of elements of \(\Pi\) which will be estimated superconsistently if there is no overfitting, whereas estimators of individual elements have the usual \(\sqrt{T}\)-convergence rate. As a con-
sequence, in small samples the loss in power may not be quite as severe in multivariate cointegration tests as in univariate unit root tests. The small sample properties of the lag augmentation tests will also be explored in Section 5.

4.1.2 Tests Based on Fully Modified Estimation

In presenting the tests of Quintos (1998b) we use the following notation. For time series vectors $v_t, w_t$ define

$$\Sigma_{vw} = E(v_t w_t')$$

$$\Lambda_{vw} = \sum_{j=1}^{\infty} E(v_t w_{t+j}')$$

$$\Omega_{vw} = \Sigma_{vw} + \Lambda_{vw} + \Lambda'_{vw}$$

and

$$\Delta_{vw} = \Sigma_{vw} + \Lambda_{vw},$$

with estimators $S_{vw} = \frac{1}{T} \sum_{t=1}^{T} v_t w_t'$ of $\Sigma_{vw}$ and a kernel based estimator $\hat{\Lambda}_{vw}$ of $\Lambda_{vw}$ (see, e.g., Phillips (1995)). The resulting estimators of $\Omega_{vw}$ and $\Delta_{vw}$ are indicated by hats as well.

Now we focus on a model without deterministic terms,

$$\Delta y_t = \Pi y_{t-1} + u_t,$$

where $u_t = \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t$. Although the lag order $p$ is not assumed known in the present setup there are some assumptions that make the model class more restrictive than in Section 3. Perhaps the most restrictive of these assumptions is that $\beta' u_t$ is not serially correlated, where $\beta$ is as usual the cointegration matrix (this is an implication of Assumption 2 of Quintos (1998b)). Of course, this assumption restricts the $\Gamma_j$ matrices in the definition of $u_t$. In fact, if $r = n$ is not excluded as a possibility, the condition implies that $u_t$ has to be white noise and, hence, only first order VAR models are considered. Another assumption made by Quintos (1998b) is that the lag polynomial $I_r - (I_r + \beta' \alpha) L$ is invertible which implies that $\beta' \alpha$ is nonsingular. This assumption may not be as restrictive as the previous one and it is, in fact, satisfied for VAR(1) processes under the assumption that all variables are at most $I(1)$. For higher order processes the assumption does exclude parts of the parameter space which are permitted in the framework of Section 3. For instance, if in a bivariate process $\beta$ represents a spread (i.e., $\beta = (1, -1)$), the loadings of the cointegration relations cannot be the same for both equations, that is, $\alpha' = (1, 1)$ is not a possible loading vector.
For presenting the test statistics we define

$$\Delta y_t^+ = \Delta y_t - \hat{\Omega}_{u\Delta y} \hat{\Omega}_{\Delta y\Delta y}^{-1} \Delta y_{t-1}$$

and

$$\hat{\Delta}_{\Delta y} = \hat{\Delta}_{\Delta y} - \hat{\Delta}_{\Delta y} \hat{\Omega}_{\Delta y\Delta y}^{-1} \hat{\Omega}_{\Delta y\Delta y} \hat{\Omega}_{\Delta y\Delta y},$$

where $\hat{u}_t = \Delta y_t - \hat{\Pi} y_{t-1}$ is substituted for $u_t$ with $\hat{\Pi}$ being the LS estimator of $\Pi$. Furthermore, we let $\hat{\lambda}_1^{FM} \geq \cdots \geq \hat{\lambda}_n^{FM}$ be the ordered eigenvalues of

$$\hat{\Omega}_{u\Delta y} (S'_{y\Delta y}^+ - \hat{\Delta}_{\Delta y}^+) S_{yy}^{-1} (S_{y\Delta y}^+ - \hat{\Delta}_{\Delta y}^+) \hat{\Omega}_{u\Delta y}^{-1/2}.$$

Then the test statistic proposed by Quintos (1998b) is

$$W_{trace}(r_0) = T \sum_{j=r_0+1}^n \hat{\lambda}_j^{FM}$$

which has an asymptotic $\chi^2((n - r_0)^2)$ distribution under $H_0(r_0) : \text{rk}(\Pi) = r_0 > 0$. For $r_0 = 0 = \text{rk}(\Pi)$ it has a degenerate distribution, i.e., $W_{trace}^{FM}(0) \xrightarrow{p} 0$. Thus it may be used with critical values from a $\chi^2$ distribution for $r_0 = 0, \ldots, n - 1$, although it will be conservative for $r_0 = 0$. Quintos also points out that a test with asymptotically correct size can be obtained if suitable instrument variables are available that can be used in the estimation of the matrix $\Pi$ and hence in the rank test. An asymptotically equivalent alternative to $W_{trace}^{FM}(r_0)$ is the LR type statistic

$$LR_{trace}^{FM}(r_0) = (T - p) \sum_{j=r_0+1}^n \log(1 + \hat{\lambda}_j^{FM}).$$

Quintos (1998b) mentions that modifications with intercept term and deterministic trend are possible without changing the $\chi^2$ limiting distribution. A similar test statistic to $W_{trace}^{FM}(r_0)$ based on fully modified generalized method of moments estimation is proposed by Quintos (1998a) for the case where suitable instruments are available. This test also has a $\chi^2$ limiting distribution if $r = 0$.

Although the local power properties are not given by Quintos (1998b), it seems plausible that the tests have local power of a similar rate as that of the LR tests discussed in Section 3. Hence, the loss in local power may be less than for the lag augmentation tests. Of course, the price is that more restrictive assumptions are required for the DGP and that additional instrument variables may be required.
4.2 Tests Based on Canonical Correlations of Levels

Bewley & Yang (1995) and Yang & Bewley (1996) propose tests for cointegration which may be thought of as being based on the canonical correlations of the levels $y_t$ and $y_{t-1}$ if the DGP is a VAR(1) process. Thereby they differ from Johansen’s LR tests which, in the special VAR(1) case, may be regarded as a canonical correlation analysis for the levels and first differences. Consider a VAR($p$) model in EC form,

$$
\Delta y_t = \nu_0 + \alpha \beta' y_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + \varepsilon_t, \quad t = p + 1, p + 2, \ldots \tag{4.1}
$$

and suppose (2.3) is the pair of hypotheses of interest. Bewley & Yang propose to compute residuals $g_t$ and $h_t$ from regressions of $y_t$ and $y_{t-1}$ on $[1, \Delta y_{t-1}, \ldots, \Delta y_{t-p+1}]$, define $G = [g_{p+1}, \ldots, g_T]$, $H = [h_{p+1}, \ldots, h_T]$ and solve the eigenvalue problem

$$
\det[GH'(HH')^{-1}HG' - \gamma GG'] = 0.
$$

Let $\gamma_1 \leq \cdots \leq \gamma_n$ be the ordered eigenvalues and $q_1, \ldots, q_n$ the corresponding eigenvectors satisfying

$$
GH'(HH')^{-1}HG'q_j = \gamma_j GG'q_j, \quad j = 1, \ldots, n.
$$

Note that for $p = 1$ the $\gamma_j$ are just the canonical correlations of $y_t$ and $y_{t-1}$. The first $r_0$ of the $q_j$ are used to estimate the cointegration relations, i.e., $\hat{\beta} = [q_1, \ldots, q_{r_0}]$. Estimators of the other parameters in (4.1) are then obtained by replacing $\beta$ with $\hat{\beta}$ and applying multivariate LS estimation to (4.1). The resulting estimators will be denoted by $\hat{\nu}_0, \hat{\alpha}, \hat{\Gamma}_j$ and the residuals are $\hat{\varepsilon}_t$. From these quantities we also obtain estimators $\hat{\alpha}_\perp$ and $\hat{\beta}_\perp$ in the usual way. Based on these estimators the following definitions are made:

$$
\hat{C} = \hat{\beta}_\perp [\hat{\alpha}'_\perp (I_n - \sum_{j=1}^{p-1} \hat{\Gamma}_j ) \hat{\beta}'_\perp]^{-1} \hat{\alpha}'_\perp,
$$

$$
h_{t}^{r_0} = \hat{\alpha}_\perp' h_t \quad \text{and} \quad H_{r_0} = [h_{p+1}^{r_0}, \ldots, h_T^{r_0}],
$$

$$
g_{t}^{r_0} = \hat{\alpha}_\perp' (h_t + \hat{C} \hat{\varepsilon}_t) \quad \text{and} \quad G_{r_0} = [g_{p+1}^{r_0}, \ldots, g_T^{r_0}].
$$

Denoting the ordered eigenvalues obtained as solutions of

$$
\det[G_{r_0} H_{r_0}' (H_{r_0} H_{r_0}')^{-1} H_{r_0} G_{r_0}' - \gamma G_{r_0} G_{r_0}'] = 0 \tag{4.2}
$$

by $\hat{\gamma}_1 \leq \cdots \leq \hat{\gamma}_{n-r_0}$, the following statistics result:

$$
BY_{\min}(r_0) = (T - p)(1 - \hat{\gamma}_1) \tag{4.3}
$$
and
\[ BY_{trace}(r_0) = (T - p) \sum_{j=1}^{n-r_0} (1 - \hat{\gamma}_j). \] (4.4)

When \( \hat{\gamma}_1 \) in \( BY_{min}(r_0) \) is small and, hence, the statistic is large, this indicates that there are fewer than \( n - r_0 \) common trends. Thus, \( H_0(r_0) \) is rejected when the statistic assumes a large value. The asymptotic null distributions of these statistics are functionals of Brownian motions and depend on \( n - r_0 \) and the trending properties of the process. Some critical values for the case without deterministic trend (\( \mu_1 = 0 \)) are given in Table 1 of Bewley & Yang (1995)\(^2\). Critical values of the test statistics \( BY_{trace}^i \) and \( BY_{min}^i \) for the case \( \mu_1 \neq 0 \), \( \beta \mu_1 = 0 \), may be found in Table 1 of Yang & Bewley (1996).

In the latter article the authors also note that for a given cointegrating rank \( r_0 \), the pair of hypotheses
\[ H_0 : \mu_1 = 0 \quad \text{vs.} \quad H_1 : \mu_1 \neq 0 \]
may be tested with the statistic
\[ BY_{max}(r_0) = (T - p)(1 - \hat{\gamma}_{n-r_0}) \] (4.5)

where \( H_0 \) is rejected if \( BY_{max}(r_0) \) is small. Critical values appear in Table 1 of their article.

Bewley & Yang (1995) also propose two other tests for the case \( \mu_1 = 0 \). They suggest to perform Dickey-Fuller type tests for the parameter \( \rho \) in
\[ \hat{q}_1 g^0_t = \rho \hat{q}_1 h^0_t + v_t, \]
where \( \hat{q}_1 \) is the eigenvector associated with \( \hat{\mu}_1 \) from the eigenvalue problem (4.2). Denoting the regression estimator of \( \rho \) by \( \hat{\rho} \) and its \( t \)-statistic by \( t_{\hat{\rho}} \), the resulting statistics are
\[ BY^\rho(r_0) = (T - p)(\hat{\rho} - 1) \] (4.6)

and
\[ BY^t(r_0) = t_{\hat{\rho}}. \] (4.7)

Critical values for these tests for the driftless case (\( \mu_1 = 0 \)) are also given in Table 1 of Bewley & Yang (1995). The tests have some similarity to tests based on the residuals of a

\(^2\)The table has to be used cautiously because the legend is not fully clear and the user is expected to add minus signs to some of the entries.

In assessing the tests proposed here it may be worth pointing out that Bewley & Yang work under similar conditions as the corresponding tests presented in Section 3 except that they use the additional assumption that $\alpha'_{\perp} \beta_{\perp}$ is nonsingular. This assumption is not restrictive for first order VAR processes because for these processes it follows from the fact that $\alpha'_{\perp}(I_n - \sum_{j=1}^{n-1} \Gamma_j)\beta_{\perp}$ has to be invertible if $I(2)$ processes are to be excluded (see Section 2). However, for higher order processes the assumption excludes processes which are permitted in the likelihood framework of Section 3. Given that the likelihood based approaches often have superior properties to more ad hoc approaches and given that a likelihood ratio approach results in a canonical correlation analysis of first differences and lagged levels one may wonder about the properties of the approach of this section especially as it requires more restrictive assumptions in some sense.

Bewley & Yang (1995) and Yang & Bewley (1996) mention that the tests are consistent. In the former article some small sample simulations are reported which show that the power of the $BY_{\text{trace}}$ test is not very good. Therefore its use is not recommended. On the other hand, in some cases the other tests proposed by Bewley and Yang have better small sample power than the corresponding LR tests. The small sample properties of these tests relative to other tests will be explored in more detail in Section 5.

4.3 Stock–Watson Tests

We present the tests proposed by Stock & Watson (1988) for the case where $x_t$ is observable first, that is, we assume $\mu_0 = \mu_1 = 0$. Afterwards, the necessary modifications for processes with deterministic terms are discussed. The Stock–Watson tests are suitable for the pair of hypotheses given in (2.3), that is, $H_0(r_0) : r = r_0$ is tested against the alternative $H_1(r_0) : r > r_0$. The idea underlying the tests is as follows. If there are $r_0$ cointegrating relationships for $x_t$ then there must be $n - r_0$ common trends. Suppose the original data have been transformed such that the last $n - r_0$ components of $x_t$ are just the common trends. In practice this is usually not the case. Therefore Stock & Watson suggest to perform a principal components analysis and order the principal components from smallest to largest. Denoting by $Q$ the orthogonal matrix whose rows correspond to the principal components, $z_t = Qy_t$ where the $y_t$
are the original data. The common trends $\tau_t$ are then chosen to be the last $n-r_0$ components of $z_t$. Under $H_0(r_0)$ this process has $n-r_0$ unit roots (i.e., $\Delta \tau_t$ is stationary with possibly infinite order VAR representation). Thus, computing the multivariate LS estimator of $\Phi$ in $\tau_t = \Phi \tau_{t-1} + u_t$ results in a matrix

$$\tilde{\Phi} = \left( \sum_{t=2}^{T} \tau_t \tau_{t-1}' \right) \left( \sum_{t=2}^{T} \tau_{t-1} \tau_{t-1}' \right)^{-1}$$

(4.8)

whose eigenvalues approach 1 in large samples. Therefore the test rejects $H_0(r_0)$ if the eigenvalue of $\tilde{\Phi}$ with smallest modulus is much smaller than 1.

In order to get a test statistic which does not depend on unknown nuisance parameters adjustments for the short-term dynamics are made. Two types of adjustments were suggested by Stock & Watson (1988). The first one assumes that $\tau_t$ has a VAR($p$) representation. In that case $\Delta \tau_t$ has a VAR($p-1$) representation, say

$$\Delta \tau_t = \Xi_1 \Delta \tau_{t-1} + \cdots + \Xi_{p-1} \Delta \tau_{t-p+1} + \upsilon_t.$$  

Denoting the LS estimators of the $\Xi_i$ by $\hat{\Xi}_i$ we may compute residuals

$$\hat{\xi}_t = \tau_t - \hat{\Xi}_1 \tau_{t-1} - \cdots - \hat{\Xi}_{p-1} \tau_{t-p+1}$$

and use them to compute the estimator

$$\hat{\Phi} = \left( \sum_{t=p+1}^{T} \hat{\xi}_t \hat{\xi}_{t-1}' \right) \left( \sum_{t=p+1}^{T} \hat{\xi}_{t-1} \hat{\xi}_{t-1}' \right)^{-1}.$$  

The test statistic proposed by Stock & Watson is then

$$SW^{VAR}(r_0) = (T - p) \text{real}(\hat{\lambda}_{\min}) - 1,$$

where $\text{real}(\hat{\lambda}_{\min})$ denotes the real part of the eigenvalue of $\hat{\Phi}$ with smallest modulus. $H_0(r_0)$ is rejected if $SW^{VAR}(r_0)$ is small. The asymptotic null distribution of this test statistic is nonstandard. Its critical values are tabulated in Table 1 of Stock & Watson (1988).

This test may be regarded as nonparametric because the VAR($p$) may just be an approximation to a more general DGP of the common trends $\tau_t$. Note that, if $y_t$ is a VAR($p$) process, $\tau_t$ will in general not have a finite order VAR representation. Therefore Stock & Watson (1988) also propose another nonparametric procedure to account for the short-term dynamics and thereby eliminate nuisance parameters in the limiting distribution of their test
statistics. They suggest to compute residuals \( \hat{u}_t = \tau_t - \hat{\Phi}_t \tau_{t-1} \), where \( \hat{\Phi} \) is defined in (4.8). Then an estimator of the covariance matrix of \( u_t \) is determined as

\[
\hat{\Omega}_u = \sum_{s=1}^{T} K \left( \frac{s}{h_T} \right) \sum_{t=s+1}^{T} \hat{u}_t \hat{u}'_{t-s},
\]

where \( h_T \) is the bandwidth and \( K(\cdot) \) is a kernel function. For instance, the quadratic kernel may be used:

\[
K(z) = \frac{25}{12\pi^2 z^2} \left[ \sin(6\pi z/5) - \cos(6\pi z/5) \right].
\]

Haug (1996) suggests to use a procedure of automatic bandwidth choice as proposed by Andrews & Monahan (1992) and Andrews (1991). The nonparametric estimator of \( \Phi \) is then

\[
\hat{\Phi}_{NP} = \left( T^{-2} \sum_{t=1}^{T} \tau_t \tau'_{t-1} - T^{-1} \hat{\Omega}_u \right) \left( T^{-2} \sum_{t=1}^{T} \tau_{t-1} \tau'_{t-1} \right)^{-1}.
\]

Denoting the real part of the eigenvalue with smallest modulus of this matrix by \( \hat{\lambda}^{NP}_{\min} \) the test statistic becomes

\[
SW^{NP}(r_0) = (T - p)(\text{real}(\hat{\lambda}^{NP}_{\min}) - 1).
\]

Under \( H_0 \) it has the same asymptotic distribution as \( SW^{VAR}(r_0) \). Of course, the two statistics will differ in small samples (see Section 5.2).

Modifications are necessary if \( \mu_0 \) and \( \mu_1 \) are nonzero. If \( \mu_0 \) is arbitrary and \( \mu_1 = 0 \), \( z_t \) is replaced by \( z_t - \bar{z} \), where \( z_t \) is the transformed vector where the last \( n - r_0 \) components are noncointegrated I(1) processes, i.e. the common trends. The transformation is obtained by a principal components analysis as above. If both \( \mu_0 \) and \( \mu_1 \) are nonzero, \( z_t \) is replaced by \( z_t - \hat{\mu}_0 - \hat{\mu}_1 t \), where \( \hat{\mu}_0 \) and \( \hat{\mu}_1 \) are obtained by regressing \( z_t \) on a linear trend. The resulting test statistics will be denoted by \( SW^{VAR}_{ma}(r_0), SW^{NP}_{ma}(r_0), SW^{VAR}_{ia}(r_0) \) and \( SW^{NP}_{ia}(r_0) \), respectively. The limiting distributions of these test statistics differ from those of \( SW^{VAR}(r_0) \) and \( SW^{NP}(r_0) \). The critical values are listed in Tables 2 and 3 of Stock & Watson (1988).

### 4.4 Bierens’ Nonparametric Tests

Bierens (1997a, b) develops nonparametric tests for the cointegrating rank. In his approach \( y_t \) may have a quite general DGP which does not have to be a finite order VAR process. It is assumed that \( y_t \) is of the form (2.1) and \( x_t \) is such that \( \Delta x_t \) is stationary and ergodic.
Bierens considers weighted means of \( y_t \) and \( \Delta y_t \) and exploits the difference in their asymptotic behaviour to construct a test for the cointegrating rank. He defines matrices

\[
D_m = \frac{8\pi^2}{T} \sum_{k=1}^{m} k^2 \left( \frac{1}{T} \sum_{t=1}^{T} \cos(2k\pi(t - 0.5)/T) y_t \right) \left( \frac{1}{T} \sum_{t=1}^{T} \cos(2k\pi(t - 0.5)/T) y_{t-1} \right)'
\]

and

\[
F_m = 2T \sum_{k=1}^{m} \left( \frac{1}{T} \sum_{t=1}^{T} \cos(2k\pi(t - 0.5)/T) \Delta y_t \right) \left( \frac{1}{T} \sum_{t=1}^{T} \cos(2k\pi(t - 0.5)/T) \Delta y_{t-1} \right)'.
\]

Other weights than \( \cos(2k\pi(t - 0.5)/T) \) may be chosen here. The present choice is recommended, however, to ensure invariance of the test statistics to drift terms.

Denoting by \( \hat{\lambda}_1^B \geq \cdots \geq \hat{\lambda}_n^B \) the generalized eigenvalues obtained from

\[
\det[D_m - \lambda(F_m + T^{-2}D_m^{-1})^{-1}] = 0,
\]

Bierens proposes to use \( BI(r_0) = \hat{\lambda}_{n-r_0}^B \) as a test statistic for testing the hypotheses in (2.3). The null hypothesis \( H_0(r_0) \) is rejected if \( BI(r_0) \) becomes too small, that is, the test is left-sided. Again the asymptotic null distribution is nonstandard and critical values may be found in Bierens (1997b).

The power of the test will depend on the number of terms \( m \). For a test with 5% significance level Bierens (1997a) suggests using the following rule for choosing this quantity if \( n \leq 5 \) and \( r \leq 4 \):

\[
m = \begin{cases} 
  n & \text{if } r_0 > 0 \text{ or } n < 2 \\
  n + 1 & \text{if } r_0 = 0 \text{ and } n \geq 2 
\end{cases}
\]

Bierens also points out that the tests are not scale invariant, that is, for a nonsingular matrix \( Q \), in small samples, the test decision may differ if the test is based on \( Qy_t \) rather than \( y_t \). Asymptotically the tests are invariant under linear transformations of the data, however.

### 4.5 Choosing the Cointegrating Rank by Model Selection Criteria

It was pointed out, for instance, by Lütkepohl & Poskitt (1998) and Gonzalo & Pitarakis (1997b) that statistics for testing the cointegrating rank of a system can also be used to construct criteria for estimating the rank consistently. Suppose that \( Q_T(r_0) \) is a test statistic for testing \( H_0(r_0) \) with the properties

\[
\text{plim } Q_T(r)/T > 0 \quad \text{for} \quad r < r_0
\]

(4.9)
\[ Q_T(r) = O_p(1) \quad \text{if} \quad r \geq r_0. \] (4.10)

These conditions hold for most of the test statistics considered in the foregoing. Furthermore, let \( \varphi(r) \) be any strictly monotonically increasing function of \( r \) and let \( c_T \) be a sequence of numbers which is \( o(T) \). Then, defining \( Q_T(n) \) to be zero and choosing the cointegrating rank such that a criterion of the form

\[ C_T(r) = Q_T(r) + \varphi(r)c_T, \quad r = 0, \ldots, n, \] (4.11)

is minimized, results in a consistent estimator \( \hat{r} \) of the cointegrating rank \( r \). More precisely, in that case, \( \text{plim} \ \hat{r} = r \), that is, \( \text{Pr} [\hat{r} = r] \to 1 \) (see Lütkepohl & Poskitt (1998, Theorem 1), Gonzalo & Pitarakis (1997b) and Poskitt (1996) for a result on strongly consistent estimation of the cointegrating rank).

Note that (4.9) says that a test based on \( Q_T(r) \) has to be consistent and (4.10) requires basically that the test statistic has an asymptotic distribution if the null hypothesis is true. Thus most of the statistics considered in the foregoing may be used for \( Q_T(\cdot) \). Furthermore, the conditions for \( \varphi(r) \) and \( c_T \) are quite general. For example, for the sequence \( c_T \) one may choose \( c_T = T \) for every finite sample size and pretend that \( c_T \) gets smaller than \( T \) eventually for large samples. A simple choice for \( \varphi(\cdot) \) would be the identity function, \( \varphi(r) = r \). Another choice that has been used in this context is \( \varphi(r) = r(2n - r) \), that is, \( \varphi(r) \) represents the number of freely varying parameters in the \((n \times n)\) matrix \( \Pi \) when its rank is \( r \). Obviously, both choices of \( \varphi(r) \) are strictly monotonically increasing in \( r \) and, hence, qualify here. With the latter choice and \( c_T = 2 \) we get the well-known AIC criterion, the Hannan-Quinn criterion results for \( c_T = 2 \log \log T \), and the Schwarz criterion is obtained for \( c_T = \log T \) (see, e.g., Lütkepohl (1991, Chapter 4) for a discussion of these criteria). Note that instead of \( Q_T(r) \) usually the more common \( T \log \det \hat{\Omega}(r) \) is used, where \( \hat{\Omega}(r) \) is the Gaussian ML estimator of the residual covariance matrix \( \Omega \) for a cointegrating rank \( r \). If \( Q_T(r) \) is the LR statistic based on Gaussian assumptions, \( Q_T(r) \) and \( T \log \det \hat{\Omega}(r) \) differ only by a constant which is independent of \( r \) (see Lütkepohl (1991, Chapter 11)). Hence, replacing the latter term by the former results in equivalent criteria. Using \( Q_T(r) \) in the present context is more convenient from a computational point of view.

HQ and SC are both consistent criteria whereas AIC may not be consistent. On the other hand, even for the SC criterion which has the largest penalty term, the sequence \( c_T \) is
still much smaller than \( T \) which may be regarded as an upper bound. Hence, from this point of view, even much more parsimonious criteria could be justified. In fact, in a simulation study by Reimers (1992) the criteria did overall quite poorly in finding the true cointegrating rank. Even the most parsimonious criterion \( SC \) frequently overestimated the cointegration rank. This result suggests that more parsimonious criteria may be justified not only on the basis of asymptotic theory but also from a small sample point of view.

Phillips (1996) discusses a criterion based on Bayesian principles which can also be used for consistent selection of the cointegrating rank of a VAR process. Another Bayesian variant is proposed by Kleibergen & Paap (1997). Aznar & Salvador (1997) consider the determination of the cointegrating rank, the lag order and the properties of the deterministic terms by model selection criteria. In particular, they discuss the Schwarz criterion for that purpose.

### 4.6 Further Proposals

There are numerous other proposals for determining the number of cointegration relations in a system of variables. Some of them are quite different from those considered in this survey. Although we do not intend to present them here in detail it may be worth mentioning some of the related literature in order to help the reader in locating other contributions to the topic. Since we are not striving for completeness we apologize for any omissions.

First of all, as mentioned earlier, we have focused our survey on systems cointegration tests and therefore we have neglected the extensive literature on testing for cointegration in conditional single equation models. Examples of publications in this area are Engle & Granger (1987), Phillips & Ouliaris (1990), Banerjee, Dolado, Galbraith & Hendry (1993), Choi (1994), Shin (1994), Haug (1996), to name just a few.

Within the systems framework considered in the present paper, instead of testing the null hypothesis that the cointegrating rank is \( r_0 \) against the alternative that the true rank is greater than \( r_0 \), it is also possible to test against a smaller rank than \( r_0 \). In the univariate case this corresponds to testing the null of stationarity against the \( I(1) \) alternative. This type of tests has been considered, e.g., by Kwiatkowski, Phillips, Schmidt & Shin (1992), Choi (1994) and Saikkonen & Luukkonen (1993) in the univariate case. For the multivariate case Harris (1997) proposes a test for \( H_0 : r = r_0 \) against \( H_1 : r < r_0, r_0 > 0 \), and Snell (1999) considers testing \( H_0 : r = r_0 \) against \( H_1 : r = r_0 - 1 \). Choi & Ahn (1995, 1998)
develop tests for the null of stationarity of multiple time series and of the residual vector of a system of equations. The latter tests can be used to check whether the dependent variables are cointegrated with the regressors.

A Bayesian analysis of the number of cointegration vectors is discussed by Kleibergen & Paap (1997) and tests for seasonal cointegration are treated by Johansen & Schaumburg (1997).
5 Small Sample Properties

With respect to the application of the tests in empirical analyses it is important not only to compare their asymptotic properties but also to know how these tests perform in small samples. Therefore, small sample comparisons presented in the literature are summarized in Section 5.1. Since the results of small sample simulations depend to some extent on the DGPs used, new simulations are presented in Section 5.2 which compare a wide range of systems cointegration tests under uniform conditions.

5.1 Previous Studies

A number of small sample simulation studies have been performed to learn more about the properties of the different tests for the cointegrating rank of a set of variables in samples of the size usually encountered in applied work. In some cases, authors who have proposed modifications of existing tests or who have suggested new testing procedures have also provided limited small sample evidence in favour of their proposals (e.g., Stock & Watson (1988), Saikkonen & Luukkonen (1997), Yap & Reinsel (1995), Quintos (1998b)). In other studies a specific class of tests is compared only (e.g., Toda (1994, 1995)), and in yet another group of studies broad ranges of tests are compared (e.g., Reimers (1991, 1992), Haug (1996)). Some of the simulation studies arrive at different conclusions which is partly due to the specific DGPs and simulation designs used. Moreover, conflicting results may arise from different subjective interpretations of the simulation evidence.

Most DGPs used in previous studies of systems cointegration tests are bivariate or three-dimensional processes with lag orders one or two. In some studies higher dimensional processes have also been used. For instance, a four-dimensional VAR(2) process is used in a small simulation study by Reinsel & Ahn (1992) and a five-dimensional process is considered by Bewley & Yang (1995). Gonzalo & Pitarakis (1997a) base their simulations on DGPs of higher dimensions ($n = 2, 5$ and $10$). Four- to nine-dimensional data-based DGPs are employed by Ho & Sørensen (1996). Toda (1994, 1995) shows that for comparing LR tests using rather simple DGPs is justified because these tests are invariant to nonsingular linear transformations of the data and, hence, more complicated processes can be reduced to equivalent simple versions. In some studies DGPs derived from real economic data are used (e.g.,
Reimers (1992), Ho & Sørensen (1996) and Bierens (1997b)). Moreover, DGPs with moving average components are employed in a number of simulation studies (Boswijk & Franses (1992), Cheung & Lai (1993), Yap & Reinsel (1995), Saikkonen & Luukkonen (1997), Gonzalo & Pitarakis (1997b) and Lütkepohl & Saikkonen (1997a)). The sample sizes considered in the Monte Carlo studies cover a range of 30 to 10,000 observations. In many cases they are concentrated on sample sizes around 200, however. Hence, most studies cover situations often encountered in macroeconometric applications.

Johansen’s LR tests or their small sample modifications are included in almost all simulation studies because they may be regarded as benchmark tests with comparatively good performance and wide application in empirical research. Of the other tests discussed in the previous sections, only the Stock & Watson (SW) tests have been included in several simulations, e.g., by Haug (1996), Reimers (1992) and Yap & Reinsel (1995). The simulation evidence for the other tests considered in this paper is rather limited.

Table 4 summarizes a large number of simulation studies with respect to the specific test statistics considered, the dimension and lag order of the DGPs as well as the sample sizes on which the simulations have been based. Also, it includes the information whether sequential testing procedures have been carried out as well as the main topics analysed in these simulation studies. Some of the results have been discussed in the previous sections where the corresponding theoretical results are considered. For our own simulations the following issues are important:

• In none of the studies all the tests have been compared simultaneously. Therefore, we will include a wide range of tests that cannot be excluded on the basis of previous simulation evidence or some other criterion (see below).

• The performance picture becomes more diffuse for more complicated processes of higher order or larger dimension. Therefore, we will focus on simple processes only. A test or class of tests which does not perform well in simple situations under ideal conditions cannot be expected to do well for complicated DGPs in general even if there is simulation evidence to that effect in a previous simulation study. In other words, in this case we assume that the favorable performance is at least partly a function of the special simulation design in other studies.
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Test</th>
<th>DGP</th>
<th>Sample Size</th>
<th>Seq. Tests</th>
<th>Topics analysed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock &amp; Watson (1988)</td>
<td>$SW_{ma}$, $SW_{ma}$</td>
<td>VAR(2), 3-dim., VARMA(1,1), 3-dim.</td>
<td>200</td>
<td>no</td>
<td>size, power</td>
</tr>
<tr>
<td>Reinsel &amp; Ahn (1992)</td>
<td>$LR_t^R$, $LR_t^W$</td>
<td>VAR(2), 4-dim., $\tau = 2$</td>
<td>200</td>
<td>no</td>
<td>size, finite sample correction</td>
</tr>
<tr>
<td>Reimers (1991, 1992)</td>
<td>$LR_t^R$, $LR_t^{R_A}$,</td>
<td>random walks (2/3-dim.), $VAR(2)$, 2-dim., $VAR(2)$, 3-dim., database (German interest rates)</td>
<td>50, 100, 200</td>
<td>no</td>
<td>size, power, lag order, dimension</td>
</tr>
<tr>
<td>Boswijk &amp; Franses (1992)</td>
<td>$LR_t^R$</td>
<td>VARX, 2-dim., VARMAX, 2-dim.</td>
<td>50</td>
<td>no</td>
<td>size, power, lag order</td>
</tr>
<tr>
<td>Cheung &amp; Lai (1993)</td>
<td>$LR_t^{1R}$, $LR_t^{1mod}$</td>
<td>VAR(1)$^R$, 2-dim., $VAR(2)$, 2-dim., VARMA(1,1), 2-dim.</td>
<td>50-300, 200</td>
<td>no</td>
<td>size, power, lag order, dimension, finite order correction, non-normality, MA component</td>
</tr>
<tr>
<td>Toda (1994)</td>
<td>$LR_t^R$, $LR_t^R_{AC}$</td>
<td>VAR(1), 2-dim.</td>
<td>100, 200, 300</td>
<td>yes</td>
<td>size, power, initial values, innov. corr., determ. terms</td>
</tr>
<tr>
<td>Toda (1995)</td>
<td>$LR_t^R$, $LR_t^{1R}$,</td>
<td>with drift parameters</td>
<td>100, 200, 300</td>
<td>yes</td>
<td>size, power, initial values, innovation correlation, deterministic terms</td>
</tr>
<tr>
<td>Yap &amp; Reinsel (1995)</td>
<td>$LR_{t,P}^{RV}$, $SW_{ma}^{RV}$, $SW_{ma}^{VAR}$</td>
<td>VAR(2), 3-dim., VARMA(1,1), 3-dim.</td>
<td>200</td>
<td>no</td>
<td>size, power, lag order, MA component</td>
</tr>
<tr>
<td>Bewley &amp; Yang (1995)</td>
<td>$LR_t^{1R}$, $BY$</td>
<td>VAR(1)$^R$, 2-dim., $VAR(1)$, 5-dim.</td>
<td>75, 100, 200</td>
<td>no</td>
<td>size, size-adjusted power, innovation correlation</td>
</tr>
<tr>
<td>Haug (1996)</td>
<td>$LR_t^R$, $SW_{ma}^{RV}$, $SW_{ma}^{VAR}$</td>
<td>VAR(1)$^R$, 2-dim.</td>
<td>100</td>
<td>no</td>
<td>size, (not) size-adjusted power, lag order</td>
</tr>
<tr>
<td>Ho &amp; Sorensen (1996)</td>
<td>$LR_t^R$</td>
<td>4- to 9-dim. data-based DGP (sectorial data), 7-dim. data-based DGP, (exchange rates) $VAR(p)$, $p = 1,2,3, \ldots, p_{AC}$, $p_{CC}$</td>
<td>40</td>
<td>yes</td>
<td>lag order, dimension, finite sample correction, ratio no. of parameters to no. of observations,</td>
</tr>
<tr>
<td>Lütkepohl &amp; Poskitt (1998)</td>
<td>$LR_t^{R_{A_1}}$, $AIC$, $HQ$, $SC$, $CIR_1$, $CIR_2$</td>
<td>$VAR(1)$, 3-dim.</td>
<td>50</td>
<td>no</td>
<td>size, power, lag order</td>
</tr>
<tr>
<td>Saikkonen &amp; Lounkainen (1997)</td>
<td>$LR_t^{R_{A_1}}$, $LR_t^{R_{A_2}}$, $W_{t-P}$, $W_{t-C}$</td>
<td>$VAR(2)$, 3-dim., VARMA(1,1), 3-dim.</td>
<td>100, 200</td>
<td>no</td>
<td>size, size-adjusted power, lag order, MA component</td>
</tr>
<tr>
<td>Lütkepohl &amp; Saikkonen (1997b)</td>
<td>$LR_t^{R_{AC}}$, $LR_t^{RV}$, $LM_t^{GS}$, $LM_t^{LS}$</td>
<td>$VAR(1)^R$</td>
<td>100, 200</td>
<td>no</td>
<td>size, power, deterministic terms</td>
</tr>
<tr>
<td>Saikkonen &amp; Lütkepohl (1997)</td>
<td>$LR_t^{R_{AC}}$, $LM_t^{GS}$, $LM_t^{LS}$, $LM_t^{OL}$, $LM_t^{OL_{AC}}$, $LM_t^{OL_{CC}}$</td>
<td>$VAR(1)^R$, 2-dim.</td>
<td>100, 200</td>
<td>no</td>
<td>size, power, innovation correlation, deterministic terms</td>
</tr>
<tr>
<td>Saikkonen &amp; Lütkepohl (1998a)</td>
<td>$LR_t^{R_{AR}}$, $LM_t^{AC}$, $LR_t^{R_{AC}}$, $LM_t^{OL}$, $LM_t^{OL_{AC}}$, $LM_t^{OL_{CC}}$</td>
<td>$VAR(1)^R$, 2-dim.</td>
<td>100, 200</td>
<td>no</td>
<td>size, power, deterministic terms, innovation correlation</td>
</tr>
<tr>
<td>Lütkepohl &amp; Saikkonen (1997a)</td>
<td>$LR_t^{R_{AR}}$, $LR_t^{R_{AC}}$, $AIC$, $HQ$, $SC$</td>
<td>$VAR(2)^R$, 3-dim., VARMA(1,1), 3-dim.</td>
<td>100, 200</td>
<td>yes</td>
<td>size, power, lag order, MA component</td>
</tr>
<tr>
<td>Bjerens (1997a, 1997b)</td>
<td>$LR_t^R$, $BI$</td>
<td>$VAR(8)$, data based (wages, GNP)</td>
<td>80</td>
<td>yes</td>
<td>size, power, lag order, $\alpha = 10%$</td>
</tr>
<tr>
<td>Gonzalo &amp; Pitarakis (1997b)</td>
<td>$LR_t^R$, $AIC$, $SC$, $HQ$, $LCIC$</td>
<td>$VAR(1)$, 3-dim., VARA(2), 3-dim., VARMA(0,1), 3-dim.</td>
<td>150-160</td>
<td>no</td>
<td>size, lag order</td>
</tr>
<tr>
<td>Gonzalo &amp; Pitarakis (1997a)</td>
<td>$LR_t^R$, $AIC$, $SC$, $HQ$, $LCIT$, $RALR$</td>
<td>$VAR(1)$, $n=2,5,10$</td>
<td>90, 150, 400</td>
<td>no</td>
<td>size, dimension</td>
</tr>
<tr>
<td>Gonzalo &amp; Lee (1998)</td>
<td>$LR_t^R$, $LR_t^W$, $LR_t^{R_{AR}}$, $LR_t^{R_{AC}}$, $LM_t^{OL}$</td>
<td>$VARMA$</td>
<td>100, 10000</td>
<td>no</td>
<td>size, lag order, deterministic terms, order of integration, singularity of error covariance, random unit root coefficient</td>
</tr>
<tr>
<td>Quintos (1998b)</td>
<td>$LR_t^R$, $WPM$</td>
<td>$VARMA$</td>
<td>100, 200, 300</td>
<td>no</td>
<td>size, power</td>
</tr>
</tbody>
</table>

• Small sample modifications for LR tests such as those suggested by Reinsel & Ahn (1992) and Yap & Reinsel (1995) (see Section 3.1.2) were found to improve the size or power performance of some tests in specific situations. However, it was found in Cheung & Lai (1993) that these modifications are inadequate in parts of the parameter space. Therefore, we will generally focus on the unmodified, original versions of the statistics. Thereby, situations may be identified where small sample modifications are useful.

• Previous simulation studies have shown that both the trace and the maximum eigenvalue statistic of the LR tests perform similarly (see, for example, Cheung & Lai (1993) and Toda (1994, 1995)). However, Toda (1994) finds that the trace test performs better in some cases where the power of both statistics is quite low. Therefore, only the trace statistics are considered in our simulations.

• Saikkonen & Luukkonen (1997) concluded that the Wald versions of the likelihood based tests are inferior to the LR versions. Therefore, we exclude the Wald versions from our simulation comparison.

• In a series of papers Lütkepohl & Saikkonen propose and compare different versions of LM type tests and LR tests with prior trend adjustment. In the simulations presented below the test statistics that were found to perform best have been used.

• In preliminary simulations we found that the nonparametric SW test performed rather similarly to $SW^{VAR}$. In contrast to Haug (1996) it was found that neither the $SW^{VAR}$ test nor his variant of $SW^{NP}$ outperforms the other. Our version of the $SW^{NP}$ test performs somewhat worse than the others. Therefore, we report only results for $SW^{VAR}$.

• According to Bewley & Yang (1995), their minimum test statistic performs similarly to $BY^p$ and is more robust to variations in the innovation correlation than $BY_{trace}$ and $BY^t$. Furthermore, their trace statistic is outperformed by their other tests. Therefore, only results for $BY^i_{min}$ will be reported.

• For the Bierens test the minimum statistic was advocated by Bierens (1997a) and is, therefore, included in the simulations.
• The choice of the lag order was found to have an important impact on the test performance. This problem was studied theoretically in Section 3.6.2 where also some simulation evidence is reviewed. To avoid distortions resulting from inadequate lag order selection we focus on the properties of the tests when the lag order is specified correctly. Again the objective is to single out tests which do not work well under ideal conditions.

• Initial values were found to have an impact on the test performance (see Toda (1994, 1995)). Since in practice the initial values are unknown, we choose them randomly in our simulations by starting the simulated series at zero and discarding the first few observations.

• The deterministic terms of a DGP have a severe impact on the performance of the tests. Therefore, we will structure our results according to the assumptions for the deterministic terms.

5.2 New Simulations

5.2.1 Simulation Details

Tables 1 to 3 (see Sections 3 and 4) summarize the tests reviewed and compared in this paper. The assumptions for the deterministic terms of the DGP, \( y_t = \mu_0 + \mu_1 t + x_t \), under which the tests are supposed to work are presented together with the references for the tests. For the LR tests the respective model to be used for estimation is presented, whereas for the other tests the reader is referred to the relevant section of the paper. The tables are also meant as a reference for the notation used in the paper.

Different groups of tests are considered in the following according to their assumptions regarding the deterministic terms with respect to their performance for alternative DGPs. Tests with the underlying assumption \( \mu_0 = \mu_1 = 0 \) are not included in the simulations as these tests are not relevant for applied research.

The size of the respective tests is analysed first because, in order to control the type I error, a test should not exceed the nominal significance level considerably to be useful in applied work. If the actual size is much smaller than the nominal size, the test is conservative and tends to have little or no power. This is a particular problem in the present case
since the cointegrating rank is usually determined in a sequential procedure starting with
the null hypothesis \( r = 0 \), which will often terminate too early and, hence, indicate fewer
cointegrating relations than the true number. On the other hand, if the actual size is much
larger than the nominal size, the test procedure tends to overestimate the cointegrating rank
which can also result in severe problems for the interpretation. Strictly speaking in that
situation we do not have a valid test because bounding the type I error is a fundamental
property of a test. In order to evaluate the results with respect to their random variation
the standard error of the true rejection probability \( P \) based on 1000 replications is given by
\[
s = \sqrt{P(1 - P)/1000}.
\]
In the case of a 5% nominal significance level, as in the simulations
presented below, the standard deviation is \( s = 0.007 \) and, thus, the two-standard-error
confidence interval for \( P \) is \([0.036, 0.064]\). A power comparison is performed for those tests
which have roughly a correct size.

The performance of the tests will be evaluated on the basis of their behaviour in terms
of size and power in response to variations of the key parameters influencing the DGP's con-
sidered (such as the autoregressive eigenvalues, the innovation correlation, the cointegrating
rank and the deterministic part). DGP's of different dimensions will be employed in the
simulations and the impact of the length of the time series on the test performance will be
studied.

In the simulations, the correct lag specification is taken as the most favourable situation
for the tests with respect to dynamic specification. We have generated samples of sizes
\( T = 50, 100, 200 \) and \( 400 \) plus 50 presample values. The initial value is set to 0 and 50
presample values are discarded to eliminate the influence of the zero initial value. The first
sample values are used for estimation purposes. Simulation results are presented for \( T = 100
\) only as economists often have to work with a similar sample size. Results for other sample
sizes are commented on if they provide additional insights.  

All programmes are written in GAUSS. The Johansen and Stock & Watson routine
are partly adapted from Sam Ouliaris’ COINT GAUSS program. The RNDNS function
in GAUSS with a fixed seed has been used to generate the pseudo-normal variates. All
simulations were performed on a Pentium MMX PC.

---

3Further results on different sample sizes, variations in the parameters of the DGPs and results on further
processes are available from the first author upon request.

The rejection frequencies in the tables are obtained on the basis of asymptotic critical values for a nominal level of 5%. The simulation results presented in Tables 5 to 8 and Figures 3 to 6 are based on unconditional tests for the respective cointegrating rank, that is, none of the tests is conditioned on the outcome of some other tests, as would be the case in sequential testing procedures.

5.2.2 The DGPs

Because one of the main objectives of this study is to analyse the impact of the trending properties of the DGP on the performance of the tests, a DGP of the general form

\[ w_t = \begin{bmatrix} 0 \\ \delta e_{n-r} \end{bmatrix} + \begin{bmatrix} \Psi & 0 \\ 0 & I_{n-r} \end{bmatrix} w_{t-1} + u_t, \quad u_t \sim iidN \left( 0, \begin{bmatrix} I_r & \Theta \\ \Theta' & I_{n-r} \end{bmatrix} \right) \]  

(5.1)

is employed, as in Toda (1994). The quantity \( \delta \) is a nonnegative scalar, \( e_{n-r} \) is an \( (n - r) \)-vector of the form \( e_{n-r} = (0, ..., 0, 1)' \), \( \Psi \) is a diagonal matrix with diagonal elements inside or on the unit circle. The diagonal elements of this matrix are the eigenvalues which determine the number of cointegrating relations and common trends. Toda shows that this type of process may be regarded as a canonical form for investigating the properties of LR tests for the cointegrating rank. Other VAR(1) processes of interest in practice can be obtained by nonsingular linear transformations of \( w_t \) and, hence, leave the LR tests for the cointegrating rank invariant. The simplicity of the process makes it attractive for our purposes.

If \( n = 2 \), the corresponding two-dimensional VAR(1) DGP is of the following form:

\[ w_t = \begin{bmatrix} 0 \\ \delta \end{bmatrix} + \begin{bmatrix} \psi_1 & 0 \\ 0 & \psi_2 \end{bmatrix} w_{t-1} + u_t, \quad u_t \sim iidN \left( 0, \begin{bmatrix} 1 & \theta \\ \theta & 1 \end{bmatrix} \right) \] 

(5.2)

If \( \psi_1 = \psi_2 = 1 \) in DGP (5.2), the cointegrating rank is \( r = 0 \) and the process consists of two nonstationary components. In this case, the second component has a deterministic linear trend if \( \delta \neq 0 \) and no linear trend is present if \( \delta = 0 \). If \( \psi_2 = 1 \) and \( |\psi_1| < 1 \) the cointegrating rank is \( r = 1 \). Again there will be a linear trend in this case if \( \delta \neq 0 \). If both \( |\psi_1| < 1 \) and \( |\psi_2| < 1 \), the process is stationary \( (r = 2) \). In that case, a nonzero \( \delta \) cannot generate a linear trend.

Since the properties of some tests depend partly on whether or not \( \mu_1 \) is zero, but are otherwise independent of the particular values of the deterministic parameters it suffices to
vary the deterministic part by varying $\delta$. If $\delta = 0$ the deterministic trend term of the DGP
in the representation (2.1) is $\mu_1 = 0$. In this case, all tests may be applied that allow for
arbitrary values of $\mu_0$ and are derived under the assumption $\mu_1 = 0$. Moreover, tests for
arbitrary values of $\mu_0$ as well as $\mu_1$ are applicable. For $\delta \neq 0$ and $r = 0$ or 1 with $\psi_2 = 1,$
the mean and trend parameters for the $w_t$ process are

$$
\mu_0^w = \begin{bmatrix} 0 \\
0 \\
\end{bmatrix}, \quad \mu_1^w = \begin{bmatrix} 0 \\
\delta \\
\end{bmatrix}
$$

and $\beta \mu_1^w = 0$. In this case, tests which require zero trend parameters are inappropriate
whereas all tests may be applied which allow for a nonzero trend parameter and possibly
require $\beta \mu_1^w = 0$. In the simulations we only report results for $\delta = 0$ and 1. The choice of
$\delta$ has no impact on those tests which allow for a linear trend and are invariant with respect
to the values of the trend parameters. Hence, for these tests the value of $\delta \neq 0$ is of no
consequence. In studying the small sample behaviour of some tests for which a distinction
between $\delta = 0$ and $\delta \neq 0$ is necessary, $\delta$ values close to zero give similar results to the case
where $\delta = 0$. Hence, focusing only on results where $\delta$ is equal to 0 and where it is markedly
distinct from zero ($\delta = 1$) provides a good picture of the differences in the behaviour of the
tests for $\delta = 0$ and $\delta \neq 0$.

The parameter $\theta$ in the residual covariance matrix of the process (5.2) controls the cor-
relation between the two components of the process. For $\theta = 0$ the two components are
independent whereas they are instantaneously correlated for $\theta \neq 0$. In the simulations either
no innovation correlation ($\theta = 0$) or high innovation correlation ($\theta = 0.8$) is assumed. The
simulations are only carried out for nonnegative values of $\theta$ because Toda (1995) shows that
the LR tests are invariant to the sign of $\theta$.

To understand the relation between the VAR representation (5.2) and the EC representa-
tion it may be useful to consider the transformation

$$
y_{1t} = w_{1t} + w_{2t} \\
y_{2t} = w_{2t}
$$

Hence,

$$
\Delta y_{1t} = (\psi_1 - 1)(y_{1,t-1} - y_{2,t-1}) + (\psi_2 - 1)y_{2,t-1} + \epsilon_{1t} \\
\Delta y_{2t} = \nu_{20} + (\psi_2 - 1)y_{2,t-1} + \epsilon_{2t}
$$
where \( \nu_{20} = \delta \) and

\[
\begin{align*}
\epsilon_{1t} &= u_{1t} + u_{2t} \\
\epsilon_{2t} &= u_{2t}
\end{align*}
\]

so that

\[
\Sigma_{\epsilon} = \begin{bmatrix}
2 + 2\theta & 1 + \theta \\
1 + \theta & 1
\end{bmatrix}.
\]

Thus, if \( \psi_2 = 1 \) and \(|\psi_1| < 1 \) (i.e., \( r = 1 \)), \( \psi_1 - 1 \) determines the loading coefficient of the cointegrating relation in the system. Moreover, \( \theta \) determines the instantaneous residual correlation in the EC form. A value of \( \theta \) close to zero indicates intermediate correlation and a value of \( \theta \) close to one results in large instantaneous correlation. Furthermore, using the transformation (5.3),

\[
\mu_0 = \begin{bmatrix} w_0 \\ w_0 \end{bmatrix} \quad \text{and} \quad \mu_1 = \begin{bmatrix} \delta \\ \delta \end{bmatrix}.
\]

The three-dimensional version of Toda’s DGP used in the simulations has the form

\[
w_t = \begin{bmatrix} 0 \\ 0 \\ \delta \end{bmatrix} + \begin{bmatrix} \psi_1 & 0 & 0 \\ 0 & \psi_2 & 0 \\ 0 & 0 & 1 \end{bmatrix} w_{t-1} + u_t, \quad u_t \sim iid N\left( \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 & \theta_1 & \theta_2 \\ \theta_1 & 1 & 0 \\ \theta_2 & 0 & 1 \end{bmatrix} \right). \tag{5.5}
\]

Here, \( \delta \) generates the drift in the third component. The third eigenvalue is unity whereas \( \psi_1 \) and \( \psi_2 \) vary. If \(|\psi_1| < 1 \) and \(|\psi_2| < 1 \), the cointegrating rank is \( r = 2 \). If \(|\psi_1| < 1 \) and \( \psi_2 = 1 \), the cointegrating rank is \( r = 1 \), and the rank is zero if \( \psi_1 = \psi_2 = \psi_3 = 1 \). The quantities \( \theta_1 \) and \( \theta_2 \) are the correlations between the first component of the process with the second and third components, respectively.

We have also used other DGPs and we will comment on the results where additional insights were obtained. In the next subsection the results from the bivariate DGPs are presented and discussed and thereafter results from three-dimensional DGPs are considered.

5.2.3 Two-dimensional VAR(1)

5.2.3.1 Sizes of Tests

\textbf{DGPs without Linear Trend} \( (\delta = 0) \) Table 5 shows empirical sizes of the tests when the cointegrating rank is \( r = 0 \) \( (\psi_1 = \psi_2 = 1) \) or \( r = 1 \) \( (\psi_2 = 1, \psi_1 < 1) \). The tables are structured according to the underlying assumptions of the tests regarding the deterministic terms. The first part of Table 5 shows the tests that should be applied if restrictions on the deterministic terms were known. These tests take into account that the data exhibit
no linear trend ($\mu_0$ arbitrary, $\mu_1 = 0$). The second part of Table 5 displays the empirical sizes of the tests which can be applied if a linear trend is present. These tests allow for a trend in the variables and in the cointegrating relation. The results are presented for sample size $T = 100$. Simulation results for $T = 200$ (not presented here) show slightly more conservative sizes for all tests.

Table 5: Sizes of Tests for 2-dimensional VAR(1) with $r = 0$ or 1 ($\psi_2 = 1$), $\delta = 0$

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Assumptions for test statistics</th>
<th>$\psi_1 = 1$ \ ($r = 0$)</th>
<th>$\psi_1 = 0.9$ \ ($r = 1$)</th>
<th>$\psi_1 = 0.8$ \ ($r = 1$)</th>
<th>$\psi_1 = 0.7$ \ ($r = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LR^*$</td>
<td>$\mu_0$ arbitrary, $\mu_1 = 0$</td>
<td>0.069</td>
<td>0.017</td>
<td>0.039</td>
<td>0.047</td>
</tr>
<tr>
<td>$LR^o$</td>
<td>$\mu_1 = 0$</td>
<td>0.060</td>
<td>0.023</td>
<td>0.042</td>
<td>0.049</td>
</tr>
<tr>
<td>$LR^{SL}$</td>
<td></td>
<td>0.104</td>
<td>0.075</td>
<td>0.096</td>
<td>0.096</td>
</tr>
<tr>
<td>$SW^{VAR}_{ma}$</td>
<td></td>
<td>0.039</td>
<td>0.191</td>
<td>0.207</td>
<td>0.203</td>
</tr>
<tr>
<td>$LR^+$</td>
<td>$\mu_0, \mu_1$ arbitrary</td>
<td>0.060</td>
<td>0.008</td>
<td>0.024</td>
<td>0.041</td>
</tr>
<tr>
<td>$LR^{PC}$</td>
<td></td>
<td>0.060</td>
<td>0.011</td>
<td>0.024</td>
<td>0.038</td>
</tr>
<tr>
<td>$LR^{avg}$</td>
<td></td>
<td>0.432</td>
<td>0.030</td>
<td>0.072</td>
<td>0.100</td>
</tr>
<tr>
<td>$LR^{GLS}_{ta}$</td>
<td></td>
<td>0.052</td>
<td>0.018</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>$LM^{GLS}_{ta(2)}$</td>
<td></td>
<td>0.033</td>
<td>0.018</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td>$SW^{VAR}_{ta}$</td>
<td></td>
<td>0.041</td>
<td>0.111</td>
<td>0.184</td>
<td>0.187</td>
</tr>
<tr>
<td>$BI$</td>
<td></td>
<td>0.040</td>
<td>0.009</td>
<td>0.016</td>
<td>0.029</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Assumptions for test statistics</th>
<th>$\psi_1 = 1$ \ ($r = 0$)</th>
<th>$\psi_1 = 0.9$ \ ($r = 1$)</th>
<th>$\psi_1 = 0.8$ \ ($r = 1$)</th>
<th>$\psi_1 = 0.7$ \ ($r = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LR^*$</td>
<td>$\mu_0$ arbitrary, $\mu_1 = 0$</td>
<td>0.069</td>
<td>0.037</td>
<td>0.055</td>
<td>0.057</td>
</tr>
<tr>
<td>$LR^o$</td>
<td>$\mu_1 = 0$</td>
<td>0.060</td>
<td>0.040</td>
<td>0.053</td>
<td>0.051</td>
</tr>
<tr>
<td>$LR^{SL}$</td>
<td></td>
<td>0.104</td>
<td>0.078</td>
<td>0.074</td>
<td>0.079</td>
</tr>
<tr>
<td>$SW^{VAR}_{ma}$</td>
<td></td>
<td>0.039</td>
<td>0.150</td>
<td>0.252</td>
<td>0.238</td>
</tr>
<tr>
<td>$LR^+$</td>
<td>$\mu_0, \mu_1$ arbitrary</td>
<td>0.060</td>
<td>0.040</td>
<td>0.065</td>
<td>0.070</td>
</tr>
<tr>
<td>$LR^{PC}$</td>
<td></td>
<td>0.060</td>
<td>0.033</td>
<td>0.056</td>
<td>0.062</td>
</tr>
<tr>
<td>$LR^{avg}$</td>
<td></td>
<td>0.432</td>
<td>0.044</td>
<td>0.080</td>
<td>0.095</td>
</tr>
<tr>
<td>$LR^{GLS}_{ta}$</td>
<td></td>
<td>0.052</td>
<td>0.017</td>
<td>0.031</td>
<td>0.032</td>
</tr>
<tr>
<td>$LM^{GLS}_{ta(2)}$</td>
<td></td>
<td>0.033</td>
<td>0.016</td>
<td>0.030</td>
<td>0.029</td>
</tr>
<tr>
<td>$SW^{VAR}_{ta}$</td>
<td></td>
<td>0.041</td>
<td>0.112</td>
<td>0.242</td>
<td>0.324</td>
</tr>
<tr>
<td>$BI$</td>
<td></td>
<td>0.040</td>
<td>0.022</td>
<td>0.036</td>
<td>0.051</td>
</tr>
</tbody>
</table>

Note: Sample size $T = 100$, nominal significance level 0.05
$LR^*$ and $LR^{0}$ reveal reasonable size properties, but are rather conservative for $\psi_1$ close to 1 and innovation correlation $\theta = 0$. $LR^{SL}$ exhibits a tendency to overreject (i.e., the empirical size is outside the confidence interval of a 5% nominal significance level), but can still be considered to have reasonable size properties as the empirical size is below 10% in most cases. $SW_{ma}^{VAR}$ displays more severe size distortions and is, therefore, not recommended for applied work. For $r = 0$, the residual correlation represented by $\theta$ has no effect on the tests. On the other hand, for $r = 1$, in general larger residual correlation $\theta$ leads to better size properties. For example, $LR^*$ is quite conservative for $\theta = 0$ and $\psi_1$ close to unity, but displays an empirical size inside the confidence interval for the rejection frequency of a 5% nominal significance level if $\theta = 0.8$. This outcome has been explained by Toda (1995). He refers to Johansen (1991a) who shows that if the true cointegrating rank is $r = 1$, the eigenvalues $\hat{\lambda}_1 > \hat{\lambda}_2$ and the null hypothesis $H_0 : r = 0$ is tested, $\hat{\lambda}_1$ converges to the true value $\lambda_1$, while $T\hat{\lambda}_2$ converges to a random variable. Therefore, for Toda’s DGP,

$$\hat{\lambda}_1 \overset{p}{\rightarrow} \lambda_1 = \frac{1}{1 + (1 - \theta^2)(1 + \psi_1)/(1 - \psi_1)}.$$ 

Hence, the closer $|\theta|$ is to one, the larger is $\lambda_1$. Thus, the null hypothesis of no cointegration is rejected more easily for $|\theta|$ close to one.

The second group of tests considered in this context are the tests that allow for arbitrary mean and trend parameters. These tests are not needed if it were known that $\mu_1 = 0$. However, in applied research it may not always be clear whether a linear deterministic trend is present in the data. $LM_{ta}^{GLS}$ has been chosen to represent the class of LM type tests. A comparison of alternative tests within this class of tests can be found in Lütkepohl & Saikkonen (1997b) and Saikkonen & Lütkepohl (1997) (see also Section 3). These studies indicate that $LM_{ta}^{GLS}$ performs overall best in the class of LM type tests.

The size of the LR tests ($LR^*$ and $LR^{PC}$) appears to be reasonable for $r_0 = 0$ (see Table 5), whereas it is somewhat conservative for $r_0 = 1$ if the eigenvalue $\psi_1$ is close to unity and $\theta$ is zero. The $LR^{avg}$ test has distorted size properties for $r_0 = 0$, whereas for $r_0 = 1$ it appears to have a reasonable size. In contrast, the $SW_{ta}^{VAR}$ test shows a correct size for $r_0 = 0$, but a heavily distorted size for $r_0 = 1$. Bierens’ nonparametric test has correct size for $r_0 = 0$, but the size is quite conservative for $r_0 = 1$. If $\psi_1$ is close to unity and $\theta$ is zero, then its size performance is similar to the LR tests $LR^*$ and $LR^{PC}$.

Overall, $LR_{ta}^{GLS}$ and $LM_{ta}^{GLS}$ are most robust with respect to variations of the parameters.
\( \psi_1 \) and \( \theta \) as well as to the sample size, but tend to be somewhat conservative for \( \psi_1 \) near unity. The results for \( T = 200 \) are not presented here to save space.

We have not included the Bewley-Yang tests in the table because appropriate critical values are not available for all cases.

**DGP with Linear Trend (\( \delta \neq 0 \))** To illustrate the size performance of the tests that are constructed for a DGP without a linear trend in case of incorrect application, simulations for \( \delta = 1.0 \) are presented in Table 6. \( LR^* \) and \( LR^{SL} \) display severe over-rejection whereas \( LR^0 \) and \( SW_{VAR}^{VAR} \) are extremely conservative. Therefore, these tests should not be applied if the possibility of a linear trend cannot be excluded. If it is not clear whether or not the data analysed have a linear trend, tests from the second group in Table 5, that allow for both deterministic components, have to be applied. Their size properties do not depend on the value of \( \delta \).

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Assumptions for test statistics</th>
<th>( \psi_1 = 1 ) (( r = 0 ))</th>
<th>( \psi_1 = 0.9 ) (( r = 1 ))</th>
<th>( \psi_1 = 0.8 ) (( r = 1 ))</th>
<th>( \psi_1 = 0.7 ) (( r = 1 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( LR^* )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>1.000</td>
<td>0.395</td>
<td>0.881</td>
<td>0.998</td>
</tr>
<tr>
<td>( LR^0 )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>0.028</td>
<td>0.003</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>( LR^{SL} )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>1.000</td>
<td>0.751</td>
<td>0.955</td>
<td>0.999</td>
</tr>
<tr>
<td>( SW_{VAR}^{VAR} )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>0.031</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>( \theta = 0.8 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( LR^* )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>1.000</td>
<td>0.391</td>
<td>0.832</td>
<td>0.986</td>
</tr>
<tr>
<td>( LR^0 )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>0.028</td>
<td>0.009</td>
<td>0.007</td>
<td>0.006</td>
</tr>
<tr>
<td>( LR^{SL} )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>1.000</td>
<td>0.307</td>
<td>0.466</td>
<td>0.760</td>
</tr>
<tr>
<td>( SW_{VAR}^{VAR} )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 = 0 )</td>
<td>0.031</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Note: Sample size \( T = 100 \), nominal significance level 0.05*
5.2.3.2 Power

**DGP without Linear Trend**  The power of the tests for data without linear trend is depicted in Figure 3, Panels A to C. The graphs show that $LR_{SL}^S$ clearly outperforms the other tests in terms of power. Although this might have been expected because its size is comparatively large, it should be noted that the difference in power is substantial, especially in case of a cointegration rank of $r = 2$ (Panel C). Saikkonen & Luukkonen (1997) also find that $LR_{SL}^S$ performs better than other LR tests even if size-adjusted power is considered. $LR_{00}^S$ outperforms $LR^+$ in terms of power except in Panel B where both tests perform equally well. The $SW_{VAR}^V$ displays very low power in case of $\theta = 0.8$ and $r_0 = 0$ (Panel B) in comparison with the other tests, whereas in case of $r = 2$ the SW test has very large power (Panel C) due to its large size.

The power of the tests for arbitrary mean and trend term are depicted in Figure 3, Panel D to F. The performance of the tests is rather similar except for the Bierens test, which is outperformed by all other tests in terms of power.\(^5\) If the null hypothesis $r_0 = 0$ is tested, $LR^+$ and $LR_{PC}^P$ perform better than the other tests (Panels D and E), whereas for $r_0 = 1$, $LR_{G}^{GLS}$ and $LM_{G}^{GLS}$ have larger power (Panel F). However, the LR and LM type tests perform generally rather similarly in terms of power.

A comparison of the best performing tests of both groups of tests considered above is presented in Figure 4. $LR_{SL}^S$ clearly outperforms the other tests in terms of power. Therefore, this test statistic should be chosen if it is known that there is no deterministic trend in the data although the test has a tendency to overreject somewhat, a fact, that is useful to remember in interpreting the test results. The comparison of the performance of $LR_{00}^S$ and $LR_{SL}^S$ with the tests that allow for unrestricted mean and trend terms, $LR^+$ and $LR_{G}^{GLS}$, shows that in case of a DGP without a linear trend it is worth applying tests that incorporate an additional restriction on the trend term since this leads to a gain in power of the test.

5.2.4 Three-dimensional VAR(1)

The three-dimensional DGP proposed by Toda (1995) (see Section 5.2.2) was used for further simulations. In this section tests that may be applied in case of trending data are considered.

\(^5\)The $SW_{VAR}^V$ test is not presented because of its severely distorted size.
Figure 3: Relative Rejection Frequencies for 2-dimensional VAR(1), Assumptions for Test Statistics: $\mu_0$ arbitrary, $\mu_1 = 0$ (Panel A-C), $\mu_0$, $\mu_1$ arbitrary (Panel D-F)
Panel A: DGP with $r=0$ or $r=1$, $\psi_2=1.0$, $r_0=0$.
$T=100$, $\theta=0$, $\delta=0$

Panel B: DGP with $r=0$ or $r=1$, $\psi_2=1.0$, $r_0=0$.
$T=100$, $\theta=0.8$, $\delta=0$

Panel C: DGP with $r=1$ or $r=2$, $\psi_2=0.5$, $r_0=1$.
$T=100$, $\theta=0$, $\delta=0$

Figure 4: Relative Rejection Frequencies for 2-dimensional VAR(1), Comparison of Best Performing Tests of the Respective Groups of Tests Displayed in Figure 3
As has been discussed in Section 3.4, in case of tests constructed for an arbitrary mean and restricted trend term in the DGP, the cointegrating rank of a system can only be \( r < n \) due to the restriction \( \beta \mu_1 = 0 \), and, therefore, the rank tested under the null hypothesis should be smaller than \( n - 1 \) \((r_0 < n - 1)\). Therefore, testing the null hypotheses \( r_0 = 0 \) and \( r_0 = 1 \) is considered for the three-dimensional DGP in the following. In addition to the tests that impose a restriction on the trend term \((\mu_0 \text{ arbitrary, } \mu_1 \neq 0, \beta \mu_1 = 0)\), tests that allow for a trend in the cointegrating relation \((\mu_0, \mu_1 \text{ arbitrary})\) are also presented in order to compare the size and power performance of both groups of tests.

The simulation results presented are those for sample size \( T=100 \). Further simulations have been carried out for other sample sizes as well as different values of the innovation correlation and values of \( \psi_2 \). These simulations are not presented in detail to save space, but are commented on in the respective context.

### 5.2.4.1 Sizes of Tests

**DGP with Linear Trend Term \((\delta = 1)\)** The simulation results for the empirical sizes of the tests are presented in Table 7. The first group of tests is correctly applied if \( \delta = 1 \) in the DGP. The LR and LM type tests of this group show reasonable sizes, although for \( \theta_1 = 0.4 \) and \( \theta_2 = 0.8 \) the tests have a tendency to overreject. Further simulations (not presented here) have shown that this tendency is less pronounced if only one of the innovation correlations, i.e., the innovation correlation between the two nonstationary components, \( \theta_1 \), or between the stationary and the nonstationary component, \( \theta_2 \), is high and the other one is zero. If both correlations are large this leads to size distortions of the tests. In contrast, \( B \bar{Y}^i \) displays severe overrejection even if \( \theta_1 = \theta_2 = 0 \). The size distortions are clearly too strong to recommend these tests for use in practice.

The results for the second group of tests that do not restrict the trend parameter of the DGP confirm the tendency of the foregoing results. The results differ in that the tests are more conservative for \( \theta_1 = \theta_2 = 0 \). On the other hand, their tendency to overreject is less pronounced than that of the first group of tests if \( \theta_1 = 0.4 \) and \( \theta_2 = 0.8 \). The Stock & Watson test \((SW_{1a}^{VAR})\) again shows unacceptable overrejection. The Bierens test \((BI)\) is very conservative in case of a sample size of \( T = 100 \). Even for \( T = 400 \) the size of the BI test turned out to be conservative for eigenvalues \( \psi_1 \) near unity (not presented here).
In general, the dependence of the test performance on the innovation correlation is less pronounced in large samples ($T = 400$). In turn, this dependence is even stronger for samples of size $T = 50$, especially LR and LM type tests become very conservative for $\theta_1 = \theta_2 = 0$ even for a value of $\psi_1 = 0.7$.

Table 7: Sizes of Tests for 3-dimensional VAR(1), $r = 0$ or 1 ($\psi_2 = \psi_3 = 1$), $\delta = 1$

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Assumptions for test statistics</th>
<th>$\psi_1 = 1$</th>
<th>$\psi_1 = 0.9$</th>
<th>$\psi_1 = 0.8$</th>
<th>$\psi_1 = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LR_t^i$</td>
<td>$\mu_0$ arbitrary,</td>
<td>0.062</td>
<td>0.011</td>
<td>0.029</td>
<td>0.046</td>
</tr>
<tr>
<td>$LR_{t,a}^i$</td>
<td>$\mu_1 \neq 0,$</td>
<td>0.056</td>
<td>0.029</td>
<td>0.049</td>
<td>0.054</td>
</tr>
<tr>
<td>$LM_{t,a(2)}^i$</td>
<td>$\beta_1 \mu_1 = 0$</td>
<td>0.037</td>
<td>0.036</td>
<td>0.045</td>
<td>0.043</td>
</tr>
<tr>
<td>$BY^i$</td>
<td></td>
<td>0.047</td>
<td>0.030</td>
<td>0.152</td>
<td>0.354</td>
</tr>
<tr>
<td>$LR^+$</td>
<td>$\mu_0, \mu_1$</td>
<td>0.065</td>
<td>0.009</td>
<td>0.018</td>
<td>0.034</td>
</tr>
<tr>
<td>$LR^{PC}$</td>
<td>arbitrary</td>
<td>0.054</td>
<td>0.010</td>
<td>0.019</td>
<td>0.033</td>
</tr>
<tr>
<td>$LR_{t,a}^{GLS}$</td>
<td></td>
<td>0.058</td>
<td>0.007</td>
<td>0.017</td>
<td>0.035</td>
</tr>
<tr>
<td>$LM_{t,a(2)}^{GLS}$</td>
<td></td>
<td>0.028</td>
<td>0.005</td>
<td>0.010</td>
<td>0.022</td>
</tr>
<tr>
<td>$SW_{t,a}^{VAR}$</td>
<td></td>
<td>0.023</td>
<td>0.072</td>
<td>0.172</td>
<td>0.210</td>
</tr>
<tr>
<td>$BI$</td>
<td></td>
<td>0.032</td>
<td>0.004</td>
<td>0.007</td>
<td>0.015</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Assumptions for test statistics</th>
<th>$\psi_1 = 1$</th>
<th>$\psi_1 = 0.9$</th>
<th>$\psi_1 = 0.8$</th>
<th>$\psi_1 = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LR_t^i$</td>
<td>$\mu_0$ arbitrary,</td>
<td>0.063</td>
<td>0.092</td>
<td>0.088</td>
<td>0.084</td>
</tr>
<tr>
<td>$LR_{t,a}^i$</td>
<td>$\mu_1 \neq 0,$</td>
<td>0.056</td>
<td>0.131</td>
<td>0.091</td>
<td>0.081</td>
</tr>
<tr>
<td>$LM_{t,a(2)}^i$</td>
<td>$\beta_1 \mu_1 = 0$</td>
<td>0.036</td>
<td>0.106</td>
<td>0.079</td>
<td>0.065</td>
</tr>
<tr>
<td>$BY^i$</td>
<td></td>
<td>0.023</td>
<td>0.028</td>
<td>0.142</td>
<td>0.365</td>
</tr>
<tr>
<td>$LR^+$</td>
<td>$\mu_0, \mu_1$</td>
<td>0.065</td>
<td>0.075</td>
<td>0.080</td>
<td>0.074</td>
</tr>
<tr>
<td>$LR^{PC}$</td>
<td>arbitrary</td>
<td>0.054</td>
<td>0.064</td>
<td>0.074</td>
<td>0.063</td>
</tr>
<tr>
<td>$LR_{t,a}^{GLS}$</td>
<td></td>
<td>0.058</td>
<td>0.031</td>
<td>0.037</td>
<td>0.048</td>
</tr>
<tr>
<td>$LM_{t,a(2)}^{GLS}$</td>
<td></td>
<td>0.028</td>
<td>0.022</td>
<td>0.024</td>
<td>0.032</td>
</tr>
<tr>
<td>$SW_{t,a}^{VAR}$</td>
<td></td>
<td>0.023</td>
<td>0.042</td>
<td>0.112</td>
<td>0.216</td>
</tr>
<tr>
<td>$BI$</td>
<td></td>
<td>0.037</td>
<td>0.009</td>
<td>0.011</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Note: Sample size $T = 100$, nominal significance level 0.05

**DGP without Linear Trend** Table 8 shows simulation results for $\delta = 0$. In this case, substantial overrejections occur for $LR_t^i$ and $LR_{t,a}^i$. Because their sizes are too large, it is not
surprising that the power of both tests is higher than in the case of \( \delta = 1 \). Power results are not presented for this case because of the size distortions of the tests. \( LR^+ \) and \( LR_{ta}^{GLS} \) are shown for comparison purposes. They do not depend on the values of \( \mu_0 \) and \( \mu_1 \) and, hence, have exactly the same size and power properties as for \( \delta = 1 \). These results lead to the conclusion that tests based on the intercept version of the VAR or EC model should be used with caution if the trending properties are not clear.

Table 8: Sizes of Tests for 3-dimensional VAR(1), \( r = 0 \) or 1 \( (\psi_2 = \psi_3 = 1), \delta = 0 \)

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Assumptions for test statistics</th>
<th>( \psi_1 = 1 ) ((r = 0))</th>
<th>( \psi_1 = 0.9 ) ((r = 1))</th>
<th>( \psi_1 = 0.8 ) ((r = 1))</th>
<th>( \psi_1 = 0.7 ) ((r = 1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( LR^i )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 \neq 0, \beta'\mu_1 = 0 )</td>
<td>0.120</td>
<td>0.044</td>
<td>0.080</td>
<td>0.107</td>
</tr>
<tr>
<td>( LR_{ta}^i )</td>
<td>( \mu_0 ) arbitrary, ( \mu_1 \neq 0, \beta'\mu_1 = 0 )</td>
<td>0.096</td>
<td>0.173</td>
<td>0.399</td>
<td>0.655</td>
</tr>
<tr>
<td>( LR^+ )</td>
<td>( \mu_0, \mu_1 ) arbitrary</td>
<td>0.065</td>
<td>0.009</td>
<td>0.018</td>
<td>0.034</td>
</tr>
<tr>
<td>( LR_{ta}^{GLS} )</td>
<td>( \mu_0, \mu_1 ) arbitrary</td>
<td>0.058</td>
<td>0.007</td>
<td>0.017</td>
<td>0.035</td>
</tr>
</tbody>
</table>

\( \theta_1 = 0.4, \theta_2 = 0.8 \)

Note: Sample size \( T = 100 \), nominal significance level 0.05

5.2.4.2 Power

DGP with Linear Trend  Figure 5, Panels A and B, show the power of the first group of tests for \( r_0 = 0 \) if the true cointegrating rank is \( r = 1 \). The LR and LM type tests perform rather similarly. However, \( LR^i \) and \( LR_{ta}^i \) tend to outperform \( LM_{ta}^i \). \( SW_{ma}^{VAR} \) is not presented because of heavily distorted size. In the second group of tests (see Panels C and D), \( LR^+ \), \( LR^{PC} \) and \( LR_{ta}^{GLS} \) perform best, but exhibit lower power than the tests with restriction on the trend parameter for most values of \( \psi_1 \). The \( SW_{ta}^{VAR} \) tests appear to have lower power...
despite their large empirical sizes. The Bierens test is clearly outperformed by the LR and LM type tests in terms of power. In fact, its performance is so poor that its use cannot be recommended. $LM_{ta(2)}^{GLS}$ is outperformed in terms of power by the original LR tests and the LR tests with prior trend adjustment. Although this result is not surprising given the lower size of the test, it makes this test less useful in applied research. $LR^+$ and $LR^{PC}$ perform rather similarly. Each of these tests outperforms the other one in some situations. Therefore, only the original test suggested by Johansen (1994) is considered in the graphs.

Comparing all tests in Figure 5, it is seen that they display a similar reduction in power if $\psi_1$ approaches unity. However, tests that are based on the restriction of the trend parameter, $\beta \mu_1 = 0$ (Panels A and B), have in most cases substantially higher power. Looking at the power curves in Figure 5 clearly reveals that they are steeper than those of the corresponding tests which allow for a general linear trend. Note that both types of tests perform similarly under the null hypothesis in the present case.

Further results of the relative power performance are presented in Figure 6. Here, the power is shown for the case where the cointegrating rank of the DGP is $r = 2$ whereas $r_0 = 0$ (Figure 6, Panels A and B) and $r_0 = 1$ (Figure 6, Panels C and D) are tested. In Figure 6, the results of the tests with major size distortions ($BY^i$, $SW_{ma}^{VAR}$ and $SW_{ta}^{VAR}$) are not presented. However, their power has similar characteristics as in the case $r = 1$ (Figure 5).

A similar picture as in Figure 5 emerges in Figure 6 for the DGP with higher cointegrating rank. The power of the tests based on the restriction of the trend parameter ($\beta \mu_1 = 0$) is higher than that of the tests that impose no restrictions on the deterministic terms. For $r_0 = 0$, the power is larger for $r = 2$ than for $r = 1$, as expected. However, if $r_0 = 1$ is tested, the tests have considerably lower power for all values of $\theta_1$ and $\theta_2$. To generalize, if $r > 1$, testing higher cointegrating ranks leads to a loss of power. $LR^i$ is in most cases outperformed by $LR^i_{ta}$ and $LM^i$, whereas $LR^i_{ta}$ performs generally better than $LM^i$. Of the second group of tests allowing for a trend, either $LM^i_{ta}^{GLS}$ or $LR^+$ perform better depending on the respective situation.

5.2.5 Three-dimensional VAR(2)

Simulations for the three-dimensional VAR(2) proposed by Yap & Reinsel (1995) have also been carried out to learn about the performance of the tests for a DGP with higher lag order.
Figure 5: Relative Rejection Frequencies for 3-dimensional VAR(1), Assumptions for Test Statistics: $\mu_0$ arbitrary, $\mu_1 \neq 0$, $\beta \mu_1 = 0$ (Panel A/B), $\mu_0, \mu_1$ arbitrary (Panel C/D)
Figure 6: Relative Rejection Frequencies for 3-dimensional VAR(1), Further Results of Best Performing Tests of the Respective Groups of Tests Compared in Figure 5
This DGP has been modified by adding a linear trend in simulations for tests which require a linear trend. The results are not presented in detail to save space. It is perhaps worth noting, however, that the results mainly confirm the findings from the two- and three-dimensional VAR(1) processes. Tests allowing for arbitrary \(\mu_0\) and \(\mu_1\) (\(LR^r\), \(LR^{PC}\), \(LM_{GLS}^{G}\)) have lower power than the tests for \(\mu_1 = 0\) in the DGP (\(LR^{0}\), \(LR^{SL}\)) or with \(\mu_1 \neq 0\), \(\beta \mu_1 = 0\) (\(LR^i\), \(LR_{ta}^i\)).

5.2.6 Conclusions from Simulations

5.2.6.1 Comparing Different Classes of Tests One central aim of this simulation study has been to compare a wide range of tests on the basis of the same DGPs. From the results it becomes clear that the tests suggested by Stock & Watson (1988) as well as the canonical correlations tests proposed by Yang & Bewley (1996) have empirical sizes considerably in excess of the nominal size in many cases. For the SW tests, this confirms findings by other authors (e.g., Reimers (1992) and Yap & Reinsel (1995)). Therefore, these tests cannot be recommended for applied research, especially as they are also outperformed by LR and LM type tests in terms of power. The Bierens test has correct size or is conservative, but it has very low power, even in quite large samples. Also, it becomes extremely conservative in small samples (\(T = 50\) or 100). \(LR^{aug}\) has dramatic variation in size and sometimes overrejects in an unacceptable way. These tests are therefore not recommended for applied work. Comparing LR, LM and Wald type tests it has been found that Wald type tests are inferior. Therefore, the relative performance of LR tests, trend adjusted LR tests and LM type tests is of foremost interest and has been considered in some detail.

5.2.6.2 Deterministic Terms One main focus has been on the assumptions regarding the deterministic terms underlying the different tests. As earlier studies have shown, it is very important to specify the deterministic terms correctly (see, e.g., Toda (1995) and Gonzalo & Lee (1998)). Systems cointegration tests can be classified with respect to the deterministic terms assumed for the underlying DGP. One group of tests can be applied if the data do not have a linear trend. Another group of tests is constructed for trending data. Finally, a third group of tests can be applied in either situation and allows for a trend in the cointegration relation.

According to the simulation results it is worth taking additional known restrictions on
deterministic terms into account. The tests that allow for arbitrary deterministic terms have generally lower power than the tests that restrict \( \mu_1 \). The loss in power can be quite severe. However, if there is uncertainty with respect to the trending properties, tests without restrictions on the deterministic terms have to be applied. In this group of tests, LR tests (original and trend adjusted) outperform all the other tests considered, except that in some situations near the null hypothesis the LM type tests and the trend adjusted LR tests perform better than the original LR tests. Comparing \( LR^+ \) and \( LR^{PC} \), both show superior performance in some situations. Either of these tests may be applied. However, \( LR^+ \) will probably be applied in practice as it has been implemented in frequently used computer packages such as PcGive 9.0 or Eviews.

If data with deterministic trend are analysed and no trend enters the cointegration relations, the application of the LM type test \( LM^i_{ta} \) as well as the trend adjusted LR test \( LR^i_{ta} \) proposed by Saikkonen & Lütkepohl (1998a) is recommended as it has higher power in many situations. If it is known that the data do not have a linear trend, the \( LR^{SL} \) test suggested by Saikkonen & Luukkonen (1997) is the obvious choice because it outperforms all other tests constructed for such data in terms of power although it has a slight tendency to reject too often under the null hypothesis. Some further topics have been analysed in the simulation study and the results are summarized in the following.

5.2.6.3 Eigenvalues Close to Unity If the DGP has near integrated components, the sizes of all tests become generally more conservative, which leads to lower power of the tests. Exceptions are the \( LR^{SL} \), \( LR^i_{ta} \), \( LM^i \) and the \( LR^{GLS}_{ta} \) tests, which even perform quite well if an eigenvalue is near unity. In this respect, the original LR tests are outperformed by these recently suggested tests.

5.2.6.4 Testing Different Cointegrating Ranks In testing higher cointegrating ranks, \( LR^{GLS}_{ta} \) and \( LM^{GLS}_{ta(2)} \) have a power advantage over \( LR^+ \), whereas \( LR^i_{ta} \) and \( LM^i \) display higher power than \( LR^i \), and the power advantage of \( LR^{SL} \) over \( LR^0 \) becomes even more pronounced. According to simulation studies based on sequential testing procedures it is difficult for standard LR tests to find the correct rank if the cointegrating rank is greater than one (see Toda (1994, 1995), Lütkepohl & Saikkonen (1997a)). Therefore, it may be worth applying one of the aforementioned tests for testing large cointegrating ranks as alter-
natives to carrying out standard LR tests. However, in a sequential testing procedure, LM type tests or LR tests with prior trend adjustment may be inferior to the LR tests if the true cointegrating rank is large, as they have lower power if \( r_0 = 0 \) is tested.

### 5.2.6.5 Dimensionality and Sample Size

A higher dimension of a system leads to a more conservative size of the cointegrating rank tests. Therefore, there is also a tendency to lower power. Simulations for different sample sizes have shown that increasing the sample size from \( T = 50 \) to \( T = 100 \) in non-sequential tests does not improve the test performance markedly, whereas most tests (except the BI test) are more reliable for \( T = 200 \). A direct comparison of the power of, for example, the \( LR^+ \) test for the two- and for the three-dimensional Toda-DGPs in Figure 4, Panel A, and Figure 5, Panel C, shows a power of 0.6 in case of the two-dimensional DGP and of about 0.4 in case of the three-dimensional DGP for an eigenvalue of \( \psi_1 = 0.7 \) if \( r_0 = 0 \) is tested. However, other studies have found that in sequential testing procedures it is still difficult, even for LR tests, to find a cointegration rank greater than 1 using samples of size \( T = 200 \). For the Bierens test, even a sample size of \( T = 400 \) is not large enough to get a reasonable power performance.

### 5.2.6.6 Recommendations for Applied Research

The findings of this simulation study show that the application of \( LR^{SL} \), \( LR^{i_0}_1 \), \( LR^+ \), \( LR^{PC} \) and \( LR^{GCLS} \) in the respective situation can be recommended, as these tests have some strengths in certain situations. Regarding the deterministic terms, the conclusion is that it is important to specify these terms correctly as the tests may reject far too often or have substantially reduced power in case of misspecification.
6 Conclusions

The present study compares a wide range of systems cointegration tests with respect to their asymptotic properties as well as their small sample performance. One objective has been to present the tests in a general unifying framework in order to compare the underlying assumptions of the different test procedures. In applied work, it is very important to know the assumptions under which a test procedure is supposed to work in order to choose the appropriate test. An important aspect in this context is the assumption about the trend parameters of the process and whether the test statistics depend on these parameters. Therefore, one focus of this study is to analyze the sensitivity of the test performance to the trending properties of the data generating process.

This review comprises the discussion of asymptotic power results of the tests considered as well as the analysis of size and power in small samples. The discussion of the asymptotic power results shows that all tests considered in this paper are consistent against fixed alternatives. Different studies on the asymptotic properties of a number of tests are reviewed, including studies which consider a data generating process where a linear trend is present. The results indicate a trade-off between the generality of the assumptions for the validity of a test on the one hand and its local power on the other hand. Previous simulation studies suggest that in small samples some multivariate tests for the cointegrating rank often show size distortions and/or poor power in certain situations. These results are investigated further in new simulations.

In contrast to most previous studies, the scope of this review is very broad as it comprises, besides some well-known test procedures, a number of systems tests for cointegration for which limited knowledge about their properties has been available so far. Modifications of existing tests allowing, for example, for outliers or nonnormal errors are also discussed in this study.

The aim of the simulation study is to explore the strengths and weaknesses of the different systems cointegration tests by carrying out a comparison on the basis of some simple DGPs. The idea is that tests which don’t work well for a simple DGP cannot be trusted in more complicated situations in general even if they have been shown to perform well in specific complicated situations. Using this criterion, it is found that the lag augmentation tests, the canonical correlation tests, the Stock & Watson tests as well as the Bierens tests perform
very poorly even under ideal conditions. Therefore their use cannot be recommended for applied work. Generally likelihood based methods are found to perform better but also have deficiencies in some situations.
References


