Stiroh, Kevin J.

Working Paper
Volatility accounting: A production perspective on increased economic stability

Staff Report, Federal Reserve Bank of New York, No. 245

Provided in Cooperation with:
Federal Reserve Bank of New York

Suggested Citation: Stiroh, Kevin J. (2006) : Volatility accounting: A production perspective on increased economic stability, Staff Report, Federal Reserve Bank of New York, No. 245, Federal Reserve Bank of New York, New York, NY

This Version is available at:
http://hdl.handle.net/10419/60712

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.

You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
Federal Reserve Bank of New York
Staff Reports

Volatility Accounting: A Production Perspective
on Increased Economic Stability

Kevin J. Stiroh

Staff Report no. 245
April 2006

This paper presents preliminary findings and is being distributed to economists and other interested readers solely to stimulate discussion and elicit comments. The views expressed in the paper are those of the author and are not necessarily reflective of views at the Federal Reserve Bank of New York or the Federal Reserve System. Any errors or omissions are the responsibility of the author.
Volatility Accounting: A Production Perspective on Increased Economic Stability
Kevin J. Stiroh
Federal Reserve Bank of New York Staff Reports, no. 245
April 2006
JEL classification: O4, E32

Abstract

This paper examines the declining volatility of U.S. output growth from a production perspective. At the aggregate level, increased output stability reflects decreased volatility in both labor productivity growth and hours growth as well as a significant decline in the correlation. The decline in output volatility can also be traced to less volatile labor input and total factor productivity (TFP) growth and the smaller covariance between them. This relationship suggests that labor market changes such as increased labor market flexibility are an important source of increased output stability. At the industry level, the decline in volatility appears widespread, with about 80 percent of component industries showing smaller contributions to aggregate output volatility after 1984, although most of the aggregate decline reflects smaller covariances between industries. Across industries, there is strong evidence of a decline in the correlation between hours growth and labor productivity growth, suggesting again that the labor market dynamics are part of the decline in U.S. output volatility.
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I. Introduction

A new stylized fact for the U.S. economy is the substantial decline in the volatility of output growth over the last two decades. Figure 1 plots the rolling 20-quarter standard deviation of output growth for the U.S. business and nonfarm business sectors and shows a precipitous decline in the mid-1980s.\(^1\) This observation has generated considerable interest with a host of potential explanations: structural change, improved managerial practices (particularly inventory management) good luck in the form of smaller shocks, financial sector innovation, the changing nature of technological progress, and improved monetary policy.\(^2\) This large and growing literature, however, has not reached a consensus and considerable debate surrounds the underlying factors that have stabilized the U.S. economy.

This paper contributes to the debate by examining the increased stability of the U.S. economy from a production perspective using both aggregate and industry data. In particular, I build on the “growth accounting” framework and present a “volatility accounting” methodology that quantifies the sources of volatility associated with capital, labor, total factor productivity (TFP). In contrast, existing research has typically taken a output perspective and decomposed GDP into the final demand components of consumption, investment, government spending, and net exports.

This production perspective complements the final demand focus of earlier work and makes several contributions. First, this approach explicitly accounts for changes in input markets and technology, which may lead to additional explanations and hypotheses. For example, U.S. labor markets have become more flexible and efficient, e.g., Arraonson et al. (2004a, 2004b), Schweitzer (2004) and Schreft and Singh (2003), and changing labor market dynamics may influence output volatility. Second, this approach can help to distinguish existing explanations. For example, if all of the volatility can be traced to a decline in TFP volatility, this may raise the plausibility of the explanations related to aggregate shocks and reduce the plausibility of industry-specific technology explanations. Finally, volatility accounting complements the well-known growth accounting literature and provides an internally consistent framework for evaluating both the sources of growth and its volatility.

A limitation is that this volatility accounting approach, like growth accounting, is inherently an accounting exercise and does not identify the underlying shocks or changes. That is, whatever the fundamental source of the increased stability of output, it must show up somewhere in the production accounts as either more stable capital, labor, or TFP growth, or a smaller covariance between some pair.

---

\(^1\)I use data for the U.S. business and nonfarm business sectors from the BLS to be consistent with subsequent decompositions. This decline in variance is similar to the GDP estimates reported by McConnell and Perez-Quiros (2000), who identified 1984:Q1 as the break point in the variance of U.S. output growth.

Nonetheless, it is useful to examine increased stability from the production side as it establishes a new set of stylized facts that can help distinguish existing explanations and possibly generate new ones.

I also examine volatility across the industries that comprise the U.S. economy. This “bottoms-up” perspective reveals enormous differences in volatility across industries and quantifies each industry’s contribution to the decline in aggregate output volatility. As an example of this heterogeneity, Figure 2 plots the rolling 20-quarter standard deviation of output growth for the durable and non-durable manufacturing sectors, which are quite different. McConnell and Perez-Quiros (2000) have attributed much of the decline in aggregate volatility to durable goods production, while Ramey and Vine (2004) and Irvine and Schuh (2005) have pointed to the motor vehicle industry in particular. Distinguishing declines in aggregate volatility that can be traced to changes within particularly industries, e.g., smaller variances of particular industries, from those that reflect changes between industries, e.g., smaller covariances between industries, also helps to distinguish among some of the competing explanations.

The empirical work begins with the simplest output decomposition: output growth equals hours growth plus labor productivity growth. For broad U.S. private sectors and manufacturing sub-sectors, the data show that both hours and labor productivity became significantly less volatile after 1984. Moreover, the covariance between the two declined substantially in all sectors as the correlation between hours and labor productivity growth became significantly smaller and typically negative in the last two decades. For the U.S. business sector, for example, the raw correlation between hours growth and labor productivity growth fell from 0.01 for 1947:Q1-1983:Q4 to –0.42 for 1984:Q1-2005:Q2.

The declining correlation between hours and productivity, by definition, has a stabilizing impact on output growth and is consistent with several labor market explanations. One, there is anecdotal evidence that businesses are under increasing pressure to improve productivity and that this has restrained job growth. In this view, increased competitive pressures are forcing firms to trade off hours and productivity. Two, the labor market has experienced a significant shift to “just-in-time employment” due to the rise in temporary workers, part-time workers, and increased overtime. Increased labor force flexibility raises productivity and efficiency and could allow firms to adjust labor more quickly in response to technology shocks. This combination would reduce the correlation of hours and productivity growth, for example, if there are output rigidities and monetary policy is not completely accommodative. This is also consistent with the observation that the period of increased economic stability has coincided

---

3 Irvine and Schuh (2005), Comin and Mulani (forthcoming, 2005) and Comin and Philippon (2005) also examine increased stability from a disaggregated perspective.
4 See Schweitzer (2004) for a brief discussion. Similarly, The Wall Street Journal (11/08/04) stated “high productivity growth dampens the need for companies to hire” and Business Week (10/25/04) stated “outsourcing is not the major reason for the slow job growth of this recovery. Productivity is the real reason.”
with the two jobless recoveries after the 1990-91 and 2001 recessions. Three, measurement error associated with new technology and the shift to service-related jobs may be rising so that hours are increasingly understated and productivity increasingly overstated. Growing mismeasurement of hours would lead the correlation of measured hours and labor productivity to decline. These types of labor market explanations are largely absent from earlier investigations of the increased stability of U.S. output, but appear relevant.

To further examine this evolving relationship, I use the Baxter and King (1999) band-pass filter to identify whether the change in this correlation reflects changes in the trend, business cycle, or irregular components. The results for the nonfarm business sector indicate that the decline in aggregate output volatility primarily reflects decreased variances of the cyclical and irregular components, e.g., a more stable business cycle, but that the declining correlations between hours and labor productivity growth is present in all frequency components. This supports the idea that labor markets changes are indeed an important part of the decline in aggregate volatility in the U.S.

I then examine the production possibility frontier from Jorgenson and Stiroh (2000) where output growth reflects the contribution of primary inputs (capital and labor) and technology (measured as TFP growth). I decompose both TFP and capital into the portion associated with information technology (IT) and other sources. The most striking conclusion is that approximately half of the decline in aggregate output volatility after 1984 can be attributed to the decline in the covariance between labor and TFP growth, particularly TFP growth not associated with IT-production.

Finally, I build on the fact that aggregate output growth reflects the contribution from all component industries to identify the industry-level sources of the decline in volatility. By examining the complete set of industries that comprise the U.S. economy, I am able to identify precisely those industries that have contributed the most to the increased stability of the economy as a whole.\(^6\) I can also gauge the importance of aggregate shocks by distinguishing the covariances between the industries, which may reflect common factors like policy or macro shocks, from factors that reflect changes for particular industries. These very different “within” and “between” channels are obscured with aggregate data, but provide insight into the causes of the decline in aggregate volatility.

The results indicate that while most industries saw a decline in the volatility of output and TFP growth, a majority of the aggregate decline can be traced to smaller covariances between industries. For example, only about 20% of the decline in output variance after 1984 reflects smaller variances of output growth within industries, while the remaining 80% can be traced to a smaller covariance between

---

\(^5\)See Gambetti (2005) for a recent review of the literature on how technology shocks might lead to a reduction in hours worked.

\(^6\)Ramey and Vine (2004) and Irvine and Schuh (2005) offer a similar motivation for their research.
industries. Similar results are true for hours growth and TFP growth. This critical role for between-industry covariances is most consistent with the good luck and good policy explanations, and less consistent with technology stories specific to particular industries. If common shocks across industries are dampened via smaller shocks or improved monetary or fiscal stabilization policy, for example, the idiosyncratic component will be relatively more important and industries will tend to fluctuate in a less harmonized manner and thus stabilize aggregate output.

Finally, the industry-level data provide strong cross-sectional evidence of a decline in the correlation of industry hours and labor productivity growth within industries. Panel estimates show that the relationship between hours and productivity growth became significantly more negative after the mid-1980s. Again, this suggests an important role for changes in labor market dynamics in explaining the increased stability of the U.S. economy.

Taken together, these results suggest that the interaction between technology and labor market dynamics played a role in the increased stability of the U.S. economy. This perspective is largely absent in earlier research that has focused primarily on final demand decompositions. An explanation based on the increased flexibility of labor is particularly compelling as it could explain both the jobless recoveries of the last two decades and the rising stability of output growth over the same period.

II. Existing Explanations for the Increased Stability of U.S. Output Growth

The increased stability of U.S. output growth has generated considerable interest and many alternative hypotheses. This section briefly summarizes some of the main research and explanations to provide a framework for interpreting the empirical work done below. More detailed reviews of the literature are available in Stock and Watson (2002) and Ramey and Vine (2004). Broadly speaking, the potential explanations fall into six main categories, each with some evidence for and against, and there is not a consensus on a single explanation.7

Structural Composition - The service sector has historically been more stable than manufacturing, so the steady shift toward services and away from manufacturing could lead GDP volatility to decline. McConnel and Perez-Quiros (2000, p. 1473, hereafter MPQ) and Blanchard and Simon (2001, p. 162), however, have shown that changes within the durables good sector, rather than shifts between sectors, account for a large portion of the volatility decline.

Inventory Management - MPQ (2000) and Kahn, McConnell, and Perez-Quiros (2002) argue that changes in inventory management within durables goods accounted for a sizable portion of the volatility decline. As evidence, they cite a significant decline in the volatility of production, but no evidence of a decline in the volatility of sales. The implication is that inventory investment, the

difference between production and sales, has become more stable. Similarly, Kim, Nelson, and Piger (2004) use Bayesian methods and report a decline in sales volatility, but also conclude that the decline in volatility is widespread and not limited to durable goods. Stock and Watson (2002), however, argue that the data is more mixed on this point and report declining volatility in both production and sales.

There is some evidence of changes in inventory management that is linked to particular industries. In particular, Ramey and Vine (2004) interpret the change in the relative volatility of sales and production as the impact of changes in the automobile production process. Similarly, Irvine and Schuh (2005) show a decline in cross-industry comovements that is centered around motor vehicle production, which they interpret as evidence of improved production and inventory management techniques in those industries.

**Good Luck** - The good luck argument is mostly about smaller aggregate shocks to the economy. Stock and Watson (2002, p. 22) conclude that most of the decline in GDP volatility, measured as changes in the covariance matrix of innovations in a reduced-form VAR. They attribute this to a combination of reduced monetary shocks, smaller fiscal shocks, productivity shocks, and oil price shocks. Similarly Ahmed, Levin and Wilson (2002) conclude that good luck - measured as reduced innovation variances in VARs - account for much of the decline in output volatility.

**Good Policy** - The improved policy argument is centered on the observation that monetary policy changed significantly in the early 1980s with the new regime introduced by Volcker and continued by Greenspan. Stock and Watson (2002, p. 41) estimate structural VARs and conclude that perhaps one quarter of the reduction in GDP volatility can be attributed improved monetary policy. A difficulty here, however, is that at least some evidence has focused on the decline in volatility in relatively narrow portions of the economy as in MPQ (2000). In addition, Blanchard and Simon (2001) argue the decline in volatility has been more of a gradual process than a discrete step in the 1980s.

**Financial Market Evolution** - This argument centers on fundamental changes in how the structure of financial markets responds to and propagates shocks. Morgan et al. (2004) show that interstate banking deregulation led to more integrated banking markets and smaller business cycles as bank capital flows insulated local economies from local shocks to bank capital. Dynan et al. (2005) look at a broader range of financial innovations and conclude that financial innovations such as improved pricing of risk and wider loan securitization and deregulation like the removal of Regulation Q deposit rate ceilings played a role in the increased stability of the U.S. economy.

**Technological Progress** - Recent work by Comin and Philippon (2005) and Comin and Mulani (forthcoming) has identified diverging trends between aggregate and firm-level volatility with the former declining and the latter rising. Comin and Mulani (2005) offer a theoretical synthesis of these facts with an endogenous growth model driven by two distinct types of technological progress - standard R&D
innovations that generate firm-level volatility as firms compete for market share and general innovations that drive aggregate volatility as they arrive intermittently and diffuse through the economy more broadly. If firms shift resources from general innovations toward standard R&D, perhaps in response to competition and less market share persistence, then their model predicts the diverging volatility trends found in the data. As evidence, Comin and Philippon (2005) report correlations between firm-level volatility and deregulation, R&D expenditures, and access to external financing and Comin and Mulani (2005) show an increase in market share instability, all of which are consistent with an explanation centered on competition and shifts in innovative resources.

One common attribute of this literature is a national income and products accounts perspective on aggregate output. McConnell, Mosser, and Perez-Quiros (1999), MPQ (2000), Blanchard and Simon (2001), Ahmed, Levin, and Wilson (2002), Kahn, McConnell, Perez-Quiros (2002), Kim, Nelson, and Piger (2004), Ramey and Vine (2004), and Irvine and Schuh (2005) for example, have all examined the volatility of output by looking at the volatility of the familiar demand-side components where output \( Y \) depends on consumption \( C \), investment \( I \), government spending \( G \), and net exports \( NX \), and investment reflects sales \( Sales \) plus changes in inventories \( \Delta Inv \):

\[
Y = f(C, I, G, NX) \\
I = f(Sales, \Delta Inv)
\]

where I use a function due to the chain-aggregation in the U.S. NIPA that makes addition of real variables inappropriate.

This framework has led to the many alternative hypotheses about the underlying sources of the decline in volatility and identified the important role that durable goods production has played in the decline in U.S. output volatility. Obviously, there are many alternative approaches to decomposing aggregate output growth that linked by fundamental national accounting identities. The remainder of this paper examines both aggregate and industry-level data from a production perspective to quantify the sources of the decline in aggregate output volatility and to distinguish among competing explanations. An examination of industry-level factors, as in Irvine and Schuh (2005), Comin and Philippon (2005), and here, has the advantage of utilizing cross-sectional information to gain a broader perspective on the decline in volatility and to better distinguish among explanations.

III. Basic Aggregate Decomposition

This section presents a simple decomposition of aggregate output growth and volatility into the contributions from hours and labor productivity. A robust finding is that the correlation between hours and productivity has become more negative since the mid-1980s, which has stabilized the economy. Further analysis shows that this stabilizing factor is apparent in the long-run trends and the business cycle.
frequency. The final subsection discusses the results and presents several labor market-based interpretations.

a) Main Results

As an identity, aggregate output ($Y$) equals the product of hours ($H$) and average labor productivity ($ALP$), defined as output per hour worked ($y=ALP=Y/H$), so the simple growth decomposition is:

$$\dot{Y} = \dot{H} + \dot{y}$$

where dots over variables signify growth rates and time subscript are suppressed wherever possible.

The variance of output growth can be similarly decomposed into the variances of the components, $H$ and $y$, and the covariance between the two as:

$$V(\dot{Y}) = V(\dot{H}) + V(\dot{y}) + 2 \cdot C(\dot{H}, \dot{y})$$

where $V(\cdot)$ is the variance and $C(\cdot, \cdot)$ is the covariance of the variables in parentheses. I refer to each term on the right-hand side of Equation (3) as the “volatility contribution.”

To evaluate the decomposition in Equations (2) and (3), I use data from BLS (2005) for the U.S. business sector, nonfarm business sector, and nonfinancial corporate sector for 1947:Q1-2005:Q2, and data from BLS (2003) for the U.S. manufacturing, durable manufacturing, and nondurable manufacturing for 1949:Q1-2003:Q3. All data are quarterly and are available for output, hours, and labor productivity.

I begin by examining the growth and volatility decompositions in Equations (2) and (3) before and after 1984:Q1. 1984:Q1 was chosen as the breakpoint because several papers using different methods have identified this as the most probable breakpoint. MPQ (2000), for example, evaluate tests of structural change for various components of U.S. GDP growth and conclude that 1984:Q1 is the breakpoint for real GDP growth and for growth in goods production, while Kim and Nelson (1999) and Kim et al. (2004) use Bayesian methods to conclude that the breakpoint for volatility is 1984:Q1. Of course, more recent data and the use of the BLS business sector could yield a different breakpoint, but using this data makes the results more comparable to earlier work.

8Blanchard and Simon (2002), Kahn et al. (2002), and Ramey and Vine (2004) also look at both variances and covariances on the demand side and show that a decline in the covariance between inventory investment and sales contributed to increased stability.

9The different periods for manufacturing are necessitated by the shift to the North American Industrial Classification System (NAICS), which led BLS to change industry classifications within manufacturing. For consistent manufacturing data over a long time horizon, one must use older data based on 1987 Standard Industrial Classifications (SIC) and described in BLS (2003).

10Blanchard and Simon (2001) argue for the interpretation of the decline in volatility as a more gradual decline that dates from the 1950s.
Table 1 compares mean growth rates and volatility contributions before 1984 and after 1983, and report statistical tests for the change in the growth rate and volatility contributions. For the mean growth rate, I compute a t-test of the null that the mean growth is the same for the two periods when the variance of the underlying distribution is allowed to vary. For the variance terms, I compute the test of equal standard deviations from Levene (1960), which is robust under non-normality of the underlying distributions. For the covariance terms, I compute a 2-sample Z-test that the underlying correlations are the same for each period. The correlations are most relevant here because they are invariant to the size of the variation of each variable. 11

The first thing to note from Table 1 is that there is no evidence of changes in mean growth rates of output after 1984:Q1 for any sector except nondurable manufacturing, which shows a marginally significant decline. This is useful because it makes variances more directly comparable across these periods. For manufacturing, particularly durable manufacturing, labor productivity accelerated after 1984, while hours growth slowed. This is consistent with Stiroh (1998), who quantified the large productivity gains associated with the production of information technology within manufacturing in the 1980s and with the general view of manufacturing as a declining industry.

In terms of volatility of growth, a large decline is apparent across all BLS sectors and virtually all components. The magnitude of the declines for the business and nonfarm business sector is broadly consistent with the four-fold decline in the variance of GDP growth reported by MPQ (2000) and also shows the enormous stabilization in durable manufacturing. Figure 3 summarizes the sectoral differences by showing the total decline in the variance of output growth after 1984 and the contribution from each source.

The most striking observation is that the decline in output volatility reflects roughly equal declines in the volatility of hours, labor productivity, and the covariance between hours and labor productivity in the business, nonfarm business, and nonfinancial corporate sectors. In the manufacturing sectors, more stable hours growth was the primary determinant of increased output stability, although there was also a sizable decline in the covariance between hours and labor productivity growth in all sectors. This suggests that labor market dynamics have played a role in the declining volatility of U.S. output.

One concern is that the covariances in Table 1 reflect both the underlying correlation and the standard deviation of each series. To better identify the change in the comovements of the series, Table 2 reports the raw correlation between hours and labor productivity growth for the full period, the pre-1984

11There are obviously restrictions that link output, hours, and labor productivity so that these tests are not independent, but they provide a metric for gauging the statistical significance of the individual differences.
period, the post-1983 period, and the difference between the two. Significance levels for each period are from t-tests of the correlation coefficient, while the significance for the change in the correlation is from a 2-sample Z-test of unpaired means.\textsuperscript{12}

For the full period, the raw correlation between hours and labor productivity is typically close to zero as has been often noted, e.g., Hansen and Wright (1992), Gali (1999), and Estrella (2004).\textsuperscript{13} Only in durable manufacturing is the correlation relatively large, 0.34. There are, however, substantial differences over time. For the early period, the correlation was always positive (and often statistically significant), while the correlation was typically negative in the post-1983 period. For all sectors, there was an economically large and statistically significant decline in the correlation between hours growth and labor productivity growth after 1983.

The declining correlation of hours and productivity growth is relevant for the recent debate about the short-run trade-offs between technology shocks and employment growth.\textsuperscript{14} Gali (1999) and Basu et al. (2004), for example, argue that nominal frictions provide one mechanism for an apparent negative correlation between technology shocks and hours as firms respond to positive technology shocks in the short-run by reducing input use. Alternative explanations for the negative correlation in the short-run include real rigidities like habit formation and capital adjustment costs (Francis and Ramey (forthcoming)) or wealth effects (Campbell (2004)). In contrast, Christiano et al. (2003, 2004) and others have interpreted the data differently and conclude that labor inputs rise in response to technology shocks. I do not take a stand on this debate and whether this reflects technology or demand shocks, but the evidence presented here suggests that the relationship changed in the mid-1980s and that this had a stabilizing impact on U.S. output growth.

b) Robustness to Break Point

The results discussed so far have taken the 1984:Q1 break point identified by MPQ (2000). As a robustness test, I also estimated the volatility contributions for a rolling 20-quarter period for various sectors of the economy and show results for the nonfarm business sector (Figure 4), durable manufacturing (Figure 5), and nondurable manufacturing (Figure 6).\textsuperscript{15}
The primary conclusions from Table 1 remain clear. In particular, hours and labor productivity both became more stable throughout the economy; the covariance between hours and labor productivity provided stabilization in the post-1984 period; and there are stark differences between the aggregate economy and the manufacturing sectors. Interestingly, the covariance for the nonfarm businesss sector has been consistently negative since the mid-1980s. This shows that the results are not sensitive to the particular choice of the 1984:Q1 breakpoint and imply an important role for the declining correlation of hours and productivity growth in the stabilization of the U.S. economy.\footnote{The large spike in hours volatility in nondurable manufacturing in the late 1970s reflects enormous volatility around the 1973-1975 recession, e.g., hours fell 15% in 1974:Q4 and 26% in 1975:Q1, and then rose over 11% in 1975:Q3 and 1975:Q4.}

c) Trend Decomposition

One relevant question concerning the previous results is whether they reflect changes in the trend components, the cyclical components, or higher frequency noise components. Kim et al. (2004), for example, argue that a trend/cycle decomposition can help to distinguish among competing hypotheses and conclude that the decline in volatility is primarily in the cyclical component with little evidence of a break in trend GDP growth. Estrella (2004) also advocates decomposing productivity and employment into trend and cycle components and employs frequency domain techniques.

I employ the band-pass filtering technique developed by Baxter and King (1999) to decompose the growth of output, hours, and productivity into a trend component, a cyclical component, and an irregular component. This approach disentangles the very low frequency movements (period greater than 32 quarters), the business cycle movements (period between 6 and 32 quarters), and the very high-frequency movements (period less than 6 quarters) by passing a moving-average filter through the raw data.\footnote{The choice of the period lengths follows the suggestion of Baxter and King (1999), as does the use of a truncation point for the filter at 12 quarters.}

Table 3 presents estimates of the volatility of growth for the components of nonfarm business output, hours, and labor productivity growth for the pre-1984 and post-1983 periods.\footnote{I focus on the volatility decomposition because the mean of the cyclical and irregular components are close to zero and could be greatly influenced by the filter truncation.} For the raw data and trend component, I report the standard deviation of quarterly growth rate. For the cyclical and irregular components, I report the standard deviation of the deviation from trend (in percentages). Significance tests are calculated as above. Figures 7a plots the quarterly growth rate of the hours and labor productivity trends, while Figure 7b plots the cyclical component, measured as the deviation from trend.\footnote{Results are similar using the Hodrick-Prescott filter with the smoothing parameter set equal to 1600.}
Beginning with output growth in Table 3, trend growth has stabilized, although much less than the raw data suggest and not significantly (p-value=0.14). This is because both the cyclical and irregular components have been much more stable since 1983 and that has driven the increased stability of the raw data, which is consistent with Kim et al. (2004). For hours growth, trend growth has actually become more volatile since 1983, but the more stable deviations from trend made the raw data appear more stable. For labor productivity, there is no change in the volatility of trend growth, but again the cyclical and irregular deviations have become less volatile. This shows the relatively stable nature of the U.S. business cycle since the 1980s.

One apparent puzzle is the declining volatility of trend output growth, but increased volatility of trend hour growth and no change in volatility of labor productivity growth. While the independent filtering of each series means that there is not a tautological relationship as with the raw data, it is somewhat surprising to get different indications of relative stability. This can be reconciled, however, by recalling the importance of the covariance and correlation between hours and labor productivity as a source of output volatility.

Figures 7a suggests that hours and productivity have become less highly correlated since the mid-1980s. In 1950s and 1960s, for example, trend growth in hours and productivity moved together for long stretches, while the 1990s and 2000s are marked by much less consistent movements. In particular, from the mid-1990s until about 2003, the productivity trend has surged, while trend hours growth has languished. A similar story can be seen in the cyclical components, which show much less synchronization since 1984.

Table 4 quantifies this change by reporting the correlation between hours and labor productivity for all components for the pre-1984 and post-1983 period. The results indicate a significant decline in all components, e.g., the correlation of trend hours growth and trend labor productivity growth fell to -0.66, while the correlation of the cyclical deviations from trend fell to -0.40. This declining correlation appears to be a pervasive feature of the U.S. economy at both the trend and business cycle frequency and has contributed to the stability of the U.S. economy across all components.

d) Discussion and Potential Explanations

This analysis points to a robust decline in the covariance between hours and labor productivity growth and can be interpreted in several ways. One, the change in the correlation could reflect the increased pressure on business to reap productivity and efficiency gains. Two, the results could reflect underlying changes in the labor market that helped stabilize output after 1984. Three, the results could simply reflect increased measurement error as hours growth became increasingly undermeasured, which would raise measured productivity growth and reduce the observed correlation.
Pressure to Improve Efficiency and Productivity - This explanation lies at the heart of the business press explanations cited earlier, i.e., firms must improve efficiency to be globally competitive and do so by putting increased pressure on their workforce and hiring fewer workers. As a result, measured productivity rises, employment and hours growth is reduced, and the correlation falls.

While this is a common argument, evidence is scant. Groshen and Potter (2003), for example, raise the possibility that new management strategies are promoting lean staffing in order to increase efficiency. As a result, production processes are reorganized, staff is cut, and inefficient plants or operations shut down. They raise this as a possibility, but provide no direct evidence. Similarly, Schweitzer (2004) notes that business has stressed the need to realign their business process without hiring additional workers, but admits that empirical verification is difficult (pg. 2). He does provide evidence, however, of increased “business restructuring,” measured by the standard deviation of occupation share adjustments.

Labor Market Changes - The case for labor market changes rests on the idea that U.S. labor markets have become more flexible and efficient in the last few decades. Schreft and Singh (2003) document the steady rise of “just-in-time employment” and increased flexibility as the U.S. workforce is increasingly made up of temporary workers, part-time workers, and worker with increased overtime hours. According to Schreft and Singh (2003), temporary workers increased from 0.3 percent of total employment in 1972 to 2.4% by 2002; part-time workers increased from 14% of all workers in 1968 to 18% in 2002; and overtime hours for the average production worker in manufacturing jumped from 2.4 hours per week in 1960 to 4.1 hours 2002. Aaronson et al. (2004a) also suggest that just-in-time employment changes contributed to new labor market dynamics around the “jobless” recoveries of 1990-91 and 2001, which coincides with the period of increased stability. Kugler and Saint-Paul (2004) discuss changes to the “employment at will” doctrine changed dramatically and unexpectedly in the 1980s, which has altered labor markets especially for the unemployed.

Labor market changes that substantially increased the flexibility of the U.S. labor force could directly affect the correlation between hours and productivity. If firms are faced with uncertain and tentative demand, for example, increased flexibility allows them to delay hiring full-time employees and also increases efficiency and productivity of the existing workforce by shifting workers more easily across jobs, occupations, and tasks. As a result, productivity may increase and employment or hours growth may suffer as in the “jobless” recoveries from the 1990-91 and 2001 recessions. Schreft and Singh (2003) state that increased labor market flexibility “allows the economy to adjust more quickly to shocks (pg. 67)” and Aaronson et al. (2004a) conclude that recent macroeconomic shocks may have led to increased uncertainty and relatively sluggish demand growth. Of course, increased labor market
flexibility could be a tool that developed in response to increased pressures for efficiency gains, so this explanation is not necessarily independent of the first.

An alternative interpretation is based on the Groshen and Potter (2003) hypothesis that the U.S. economy is undergoing a period of relatively strong structural changes. They distinguish between permanent/structural and temporary/cyclical layoffs and conclude that permanent layoffs have become relatively more important since the 1980s, e.g., the share of employment undergoing cyclical changes increased from 51% in the early 1980s to 57% in the early 1990s to 79% currently. Moreover, they argue that structural employment takes longer to generate as it is more difficult and time-consuming to create new jobs than to recall workers to old jobs. As a result, hours growth may lag productivity growth and lead the contemporaneous correlation to fall. Arronson et al. (2004b), however, conclude that sectoral reallocation between industries have not been unusually large in recent years, but leave open the possibility of increased reallocations geographically or within industries.

Finally, one can think about the impact of increased flexibility in the spirit of Gali (1999) and Basu et al. (2004). If nominal rigidities and the pattern of technological shocks are unchanging, for example, then an increase in the flexibility of labor would lower the adjustment costs associated with changes in input accumulation. Ceteris paribus, firms would respond to a given technology shock by adjusting input use more and the correlation between hours and productivity would become more negative. Of course, I have not identified technology shocks from other demand shocks here as in Gali (1999) or Basu et al. (2004), but the logic seems internally consistent.

**Increased Measurement Error** - A final potential explanation is that measurement issues have increased and that the increasingly negative correlation is primarily a statistical artifact. In this view, the measurement of hours has become increasingly difficult due to the proliferation of information technology and the shift toward non-manufacturing jobs, so that hours growth is increasingly understated and productivity growth increasingly overstated. An implication is that both the productivity boom of the last decade and the relatively recent jobless recovery from the 2001 recession are two sides of the same measurement problem. Note, however, that one needs worsening measurement error to explain the declining correlation between hours and labor productivity growth.

This mismeasurement story has been put forth most forcefully by Roach (1998, 2005), who points to the increasing demands on white-collar workers to utilize laptops, cell-phones, and fax machines in order to work more hours than captured by the national accounts data. As evidence, Roach (1998) cites results from a poll that pointed to a substantial increase in average weekly hours even as official estimates remained flat, while Roach (2005) points to the data in the BLS Time-Use Survey, which show some differences.
Competing arguments, however, are that an increased fraction of measured hours are actually used in pursuit of non-work activities (e.g., bidding on E-bay or making on-line travel reservations at work) and that output may be systematically mismeasured as quality, convenience, and variety improve. As a result, the theoretical predictions about changes in measurement error are ambiguous.

Empirically, Frazis and Stewart (2004) compare new data on hours worked from the American Time Use Survey (ATUS) to estimates from the Consumer Population Survey (CPS) and conclude that the two estimates are quite close for CPS reference weeks, but that the CPS reference week is not representative of the entire month. The data suggest that the CPS data actually overstate hours for the full month due to the fact that the reference week typically avoids holidays. The ATUS, however, is a new survey and it is not possible to draw conclusions about changing trends over time. Eldridge (2004) compares hours data from the CPS to the data from the Current Employment Survey (CES), which is the primary basis for the BLS productivity estimates, and shows a widening divergence between CPS and CES based estimates after 2000, e.g., a CPS-based estimate of hours fell to 0.64% per year for 2000-2003 while the productivity series fell to 1.72%. It is not clear, however, why the series are diverging and increased errors in the CES would lead to the largest bias in the productivity estimates and change the correlation between measured hours and productivity. Moreover, Eldridge (2004) also looks at the ATUS and concurs with Frazis and Stewart (2004) that the CPS data are likely to be biased upward.

IV. Aggregate Decomposition Using the Production Possibility Frontier

This section explicitly utilizes a production possibility frontier and presents a broader decomposition of output growth into the contribution of capital, labor, and the total factor productivity (TFP) residual. I then decompose labor productivity into contributions from capital deepening, labor quality, and the TFP residual. In both cases, I focus on the decomposition of aggregate volatility into the contribution from each factor and the corresponding covariances in order to quantify the underlying source of the decline in aggregate output volatility.

The key advantage is that this production approach explicitly captures the important role that inputs and technology play in the economy. This will allow a more in-depth analysis of the hours/productivity links identified earlier. Moreover, recent studies by Jorgenson, Ho, and Stiroh (2002, 2004, 2006) and Oliner and Sichel (2000, 2002) have identified the critical role that information technology (IT) has recently played in the surging U.S. economy, while Greenwood et al. (1997) have pointed to the broader impact of investment-specific technical change. Finally, this perspective complements the well-known growth accounting literature and provides a familiar framework for evaluating both the sources of growth and the volatility of that growth.

---

20See Dean (1999) for a survey of measurement issues related to output.
Of course, the traditional production possibility frontier is an identity, so that any changes in output volatility, whatever the fundamental cause, will show up somewhere by definition. In this sense, the production side analysis does not generate new data, but rather repackages the information in a new, and hopefully, useful manner to generate new facts that helps to distinguish among the competing explanations or generate additional hypotheses about the increased stability of economic activity.

a) Traditional Aggregate Production Possibility Frontier Decomposition

At least since the seminal work of Solow (1957), economists have used an aggregate production function to quantify the proximate sources of growth and Jorgenson (1966) extended this to a production possibility frontier. This section presents the traditional growth accounting approach and a parallel volatility accounting methodology.

The production possibility frontier describes efficient combinations of outputs and inputs for the economy as a whole. Aggregate output \( Y \), a composite of many heterogeneous outputs, is produced with aggregate capital services \( K \) and labor input \( L \). Total factor productivity \( A \) is a Hicks-neutral augmentation of aggregate inputs where:

\[
(4) \quad Y = A \cdot f(K, L)
\]

Under the assumptions that product and factor markets are competitive, producer equilibrium implies that the share-weighted growth of outputs is the sum of the share-weighted growth of inputs and growth in total factor productivity (TFP):

\[
(5) \quad \dot{Y} = \bar{w}_k \dot{K} + \bar{w}_L \dot{L} + \dot{A}
\]

where \( \bar{w} \) is the two-period average share of the subscripted variable in nominal output, each term on the right-hand side of Equation (5) is referred to as a “contribution to growth,” and under the assumption of constant returns to scale, \( \bar{w}_K + \bar{w}_L = 1 \).

One can also decompose average labor productivity (ALP), defined above as \( y = Y/H \). Under the same assumptions, the growth of ALP reflects the growth in capital services per hour worked \( k = K/H \), the growth in labor quality \( L_Q = L/H \), and TFP growth:

\[
(6) \quad \dot{y} = \bar{w}_k \dot{k} + \bar{w}_L \dot{L}_Q + \dot{A}
\]

where each term on the right-hand side of Equation (6) is referred to as a “contribution to labor productivity growth.”

Equations (5) and (6) quantify the proximate sources of average growth on an annual or extended period basis. If one treats the growth and productivity contributions as random variables, this framework

---

\(^{21}\)See Jorgenson and Stiroh (2000) for methodological details.
can be extended to account for the variance of output and productivity growth over the same year or period as:

\[
V(\dot{y}) = V(\dot{w}_x) + V(\dot{w}_t) + V(\dot{A}) + 2 \cdot C(\dot{w}_x, \dot{w}_t) + 2 \cdot C(\dot{w}_x, \dot{A}) + 2 \cdot C(\dot{w}_t, \dot{A})
\]

and

\[
V(\ddot{y}) = V(\ddot{w}_x) + V(\ddot{w}_t) + V(\ddot{A}) + 2 \cdot C(\ddot{w}_x, \ddot{w}_t) + 2 \cdot C(\ddot{w}_x, \ddot{A}) + 2 \cdot C(\ddot{w}_t, \ddot{A})
\]

where each term on the right-hand side is referred to as a “volatility contribution.”

I measure Equations (4) through (8) using data for the private, U.S. economy from 1948 to 2004 from Jorgenson, Ho, and Stiroh (2006). These data correspond to the private business sector plus imputations for household services from owner-occupied real estate and consumer durable assets. Note that this is annual data, and the results are not directly comparable to the quarterly data from BLS examined earlier.

Table 5 reports results where the first three columns present the growth decomposition, while the next three present the volatility decomposition. The top panel reports estimates of the simple decomposition of output growth into hours growth and labor productivity growth that is most comparable to the estimates in Table 1. While the magnitudes and statistical significance are smaller due to the use of annual data, the same picture emerges. There is little change in the mean growth rates after 1984, but a substantial decline in volatility that reflects a decline in hours volatility, labor productivity volatility, and the covariance between hours and labor productivity. Note that the decline in the covariance of hours and labor productivity is large and statistically significant.

The middle panel reports the output decomposition described in Equations (5) and (7). Again, there is no significant change in the mean contributions, but large volatility declines. More than 90% of the decline in output volatility can be traced to labor and technology variables - more stable labor accounted for 16%, more stable TFP accounted for 33%, and the smaller covariance between the two accounted for 46%. The decline in the variance of TFP and the covariance are both statistically significant, while the decline in the variance of labor is not quite. The changes associated with capital are relatively minor and far from statistical significance.

While these data do not identify the technology component of the TFP residual, the substantial increase in the stability of TFP growth is consistent with the good luck hypothesis. If the economy were experiencing smaller technology shocks, for example, fluctuations in output and conventionally-measured

\[\text{A similar decomposition using data for the business and nonfarm business sectors from BLS yield similar results.}\]
TFP growth would moderate. Increased TFP stability, however, is also consistent with improved policy. If monetary policy has real effects on the economy due to price rigidities, for example, then more successful policies would reduce demand fluctuations that also lead the TFP residual to fluctuate.

The final panel reports the labor productivity decomposition in Equations (6) and (8) and shows that increased stability of TFP is also the driving force behind the increased stability of labor productivity. It is interesting to note that covariance contribution of capital deepening and TFP has become much less negative and tended to increase volatility. This suggests that TFP fluctuations are now more likely to be linked with capital deepening, which is consistent with the idea of a technology-led productivity revival in Jorgenson and Stiroh (2000), Jorgenson, Ho, and Stiroh (2002, 2004, 2006), and Oliner and Sichel (2000, 2002). On the other hand, the covariance between labor quality and TFP has become more negative – TFP fluctuations seem to be less linked with increases in labor quality - as one might expect in a world of more flexible labor markets.

b) Extended Aggregate Production Possibility Frontier Decomposition

To better understand these linkages, I also evaluated an extended production possibility frontier that explicitly accounts for the impact of IT-production and IT-use and show that these two factors played important roles in the acceleration of U.S. productivity growth in the mid-1990s. In particular, capital services is decomposed into a portion related to IT ($K_{IT}$) and other non-IT capital ($K_{NON}$), while aggregate TFP is decomposed into a portion related to IT production ($A_{IT}$) and the remainder associated with non-IT production TFP ($A_{NON}$). Thus, output growth reflects the contribution of IT-capital, non-IT capital, labor, IT-TFP, and non-IT-TFP, while the variance of growth reflects the variance of each component and all of the covariances.23

Table 6 reports estimates. The same picture emerges, but the decomposition of TFP growth into an IT and a non-IT component provides additional insights. In terms of growth rates, there is little change in aggregate growth over these periods, but the growing contribution of IT-capital and technological progress in IT-production are readily apparent, while non-IT capital declined in importance. This is simply a story of input substitution as firms shift toward relatively cheap IT assets.

In terms of volatility, the increased stability in TFP growth seems to have originated in the portion of the economy not involved in IT-production. While IT-production has experienced enormous growth rates of TFP, this growth has been relatively variable in the post-1984 period with a substantial acceleration after 1995. The still relatively small size of IT, however, leads to a small impact on

23I also estimated the variance decomposition of labor productivity using the extended production possibility frontier. Results are similar to the output decomposition and are not reported.
aggregate volatility. Similarly, the decline in the covariance between labor and TFP primarily reflects non-IT TFP growth as the covariance between labor growth and non-IT TFP growth fell substantially.

c) Changing Correlations

A final issue is the underlying driver of the decline in the covariances. As mentioned earlier, the covariance can decline if either the correlation declines or the volatility of the series declines, so it is useful to examine the correlations more closely. This provides a better indicator of how firms may changing the way they operate and choose inputs.

Table 7 reports the correlations for each of the decompositions in Tables 5 and 6 for the full period, each sub-period, and the difference between periods. As with the quarterly data from BLS, the correlation between hours and ALP has become much more negative since 1983, suggesting a change in labor market dynamics. In the standard growth accounting decomposition, the only significant changes in correlation after 1983 are between labor and TFP (from 0.51 to -0.13) and between labor quality and TFP growth (from 0.15 to -0.60). Both become significantly more negative after 1983 and support the earlier view that this increasing trade-off between hours and productivity has contributed to the increased stability of the U.S. economy.

For the extended production possibility frontier, the correlation between labor and non-IT TFP decreased significantly, while the correlation between IT-capital and non-IT capital and between non-IT capital and IT-related TFP increased significantly. In terms of economic importance (from Table 6), however, the decreased correlation between labor and non-IT TFP clearly dominates in explaining the decline in aggregate output volatility. The two significant positive changes, for example, contributed 0.29 to the change in output stability, while the one significant negative change contributed -2.46 to the change.

The main conclusion from these aggregate decompositions is the economically large and statistically significant contribution to the decline in aggregate output volatility from the declining correlation of labor input and TFP growth, particularly non-IT TFP. The change in the covariance alone accounts for more than half of the decline in the variance of output growth after 1984 and again supports the view from the hours/labor productivity decomposition that labor market dynamic play an important part of the explanation for the increased stability of the U.S. economy.

V. Industry Decomposition

This section uses industry-level data to provide a “bottoms-up” view of the decline in aggregate output volatility. The key advantage is that analysis of changes in volatility both within and between industries can help identify the specific source in the decline of aggregate volatility and can help distinguish among competing hypotheses. For example, a decline in the variance of particular industries
is more consistent with the technology story proposed by MPQ (2000), Ramey and Vine (2004), or Irvine and Schuh (2005), while a decline in the covariances across many industries is more consistent with the good luck story of Stock and Watson (2002). A critical part of the industry analysis, therefore, is to quantify the portion of the change in aggregate volatility that can be traced to changes within industries, e.g., smaller variances of particular industries, and the portion that reflect changes between industries, e.g., smaller covariances among sets of industries. These very different channels are obscured with aggregate data.

a) Industry Growth Decomposition

An industry production function for industry $i$ can be written as:

$$Y_i = f_i(K_i, L_i, M_i, T)$$

where $Y$ is industry gross output, $K$ is capital services, $L$ is labor input, $M$ is intermediate inputs (both materials and energy), and $T$ is total factor productivity, all for industry $i$.

Note that aggregate output discussed in Equation (4) is a value-added concept, while industry output in Equation (9) is a gross output concept. To be more directly comparable, it useful to define a more restrictive industry value-added function, which gives the quantity of value-added, $V$, as a function of only capital, labor, and technology as:

$$V_i = f_i(K_i, L_i, T)$$

This is useful because aggregate value-added, $Y$, can be defined as an explicit function of industry value-added:

$$Y = V(V_1, ..., V_I)$$

where the $I$ industries comprise the U.S. private economy.

Jorgenson, Ho, and Stiroh (2005) discuss alternative aggregation functions for Equation (11). The “aggregate production function” is the most restrictive and imposes identical value-added functions (up to a scalar multiple) across industries, while the “aggregate production possibility frontier” allows the value-added functions to differ across industries. These assumptions have different implications for aggregation and lead to different estimates of aggregate value-added growth.

The assumption of identical value-added functions in the aggregate production function implies that value-added from all industries face the same price and are perfect substitutes. As a result, aggregate output is a simple sum of industry value-added as:

$$Y^p = \sum_i V_i$$
where the “p” superscript reflects the aggregate production function and the growth rate is the simple growth rate of this series.

This approach, however, imposes significant restrictions on the data that are often violated, particularly over short periods of time (Jorgenson (1990) and Jorgenson, Ho, and Stiroh (2005)). The aggregate production possibility frontier, in contrast, relaxes the restriction that all industries face the same value-added functions, so that value-added is not perfectly substitutable. As a result, aggregate value-added also represents substitution between industries with different value-added prices and growth. Growth in aggregate value-added can then be defined as the weighted sum of value-added in the component industries via a Tornqvist quantity index of industry value-added:

\[ \hat{Y} = \sum_i \bar{v}_{v,i} \hat{y}_i \]

where \( \bar{v}_{v,i} \) is the two-period average nominal share of industry value-added in aggregate value-added. Each argument in the summation is the industry’s contribution to aggregate value-added growth.\(^{24}\)

One can further decompose industry output growth into an hours and a productivity component from each industry as in Table 1. Defining a value-added measure of industry productivity as \( v_i = \frac{V_i}{H_i} \), the contribution of industry hours growth and industry labor productivity growth to aggregate output growth are:

\[ \hat{Y} = \sum_i \bar{v}_{v,i} \hat{h}_i + \sum_i \bar{v}_{v,i} \hat{v}_i \]

Finally, the earlier analysis showed that increased stability of aggregate TFP growth was an important determinant of the increased stability of aggregate output. At a fundamental level, aggregate TFP growth also reflects the contribution of industry-level TFP, as derived from Equation (10), as individual industries become more productive and efficient over time. Jorgenson, Ho, and Stiroh (2005), for example, show that industry TFP growth accounts for virtually all of aggregate TFP for the period 1977 to 2000. The appropriate method for aggregating industry TFP growth is through a “Domar-weighting” approach developed by Domar (1961). Aggregate TFP growth can be decomposed as:

\[ \hat{A} = \sum_i \frac{\bar{v}_{v,i}}{\bar{s}_{v,i}} \hat{A}_i + \text{REALL} \]

where \( \bar{v}_{v,i} \) is the two-period average nominal share aggregate value-added, \( \bar{s}_{v,i} \) is the two-period average nominal share of industry value-added in industry gross output, and \( \text{REALL} \) is the sum of capital and labor reallocation terms that reflect movements of primary inputs among industries.
The arguments in the summation are “Domar-weighted” rates of industry TFP growth. The weights are the ratio of two proportions and essentially yield the ratio of industry of gross output to aggregate value-added, which is the usual interpretation of the Domar-weight. A distinctive feature of Domar-weights is that they typically sum to more than one. This reflects the fact that an improvement in industry TFP can have two effects: a direct effect on industry output, and an indirect effect via the output that is sold to other industries as intermediate goods.

The reallocation term, $REALL$, creates a wedge between aggregate measures of TFP growth and the Domar-weighted industry growth rates and reflects any departure from the assumptions on inputs required to generate an the aggregate production possibility frontier and the aggregate production function. The reallocations tend to be small, however, particularly over long time periods, so ignoring the reallocations, I define $\hat{A}^D$ as the sum of the Domar-weighted TFP growth rates as:

$$
\hat{A}^D = \sum_i \frac{\bar{V}_{i,j}}{s_{i,j}} \hat{A}_i
$$

and will examine each industry’s contribution to Domar-weighted TFP growth.

b) Industry Variance Decomposition

Corresponding to each decomposition of aggregate output and TFP growth is a variance decomposition. These are straightforward expressions of the components, but yield valuable insights into the sources of aggregate volatility. In particular, by quantifying the change in volatility both within individual industries and between industries, one can better describe and understand the underlying sources of U.S. output volatility and distinguish among competing explanations.

For the aggregate production function in Equation (12), the variance is simply the variance of the single series:

$$
V(\hat{Y}^p) = V\left(\sum_i \hat{Y}_i\right)
$$

For the industry value-added decomposition based on the aggregate production possibility frontier in Equation (13), one can treat the industry contribution as a random variable and decompose the
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24A third alternative, which presents industry output as a function of gross output growth and intermediate growth based on Stiroh (2002), yields similar results.

25The standard formulation of a Domar-weight is the ratio of industry gross output to aggregate value-added, where weights are from the base period (Domar (1961), pg. 719). Use of Tornqvist indices implies use of two-period average weights, so the ratio of the two-period weights does not reduce exactly to the Domar formulation. The intuition is the same, however, and I refer to this ratio of two-period weights as the Domar-weight.
variance into the sum of the direct variances contributions of individual industries and the sum of the covariances between industries as:

\[ V(\hat{y}) = \sum_i V(\hat{y}_i) + \sum_i \sum_{j=i+1} 2 \cdot C(\hat{y}_i, \hat{y}_j) \]

The industry labor productivity variance decomposition of aggregate output associated with Equation (14) is defined similarly as:

\[ V(\hat{y}) = \sum_i V(\hat{y}_i, \hat{H}_i) + \sum_i V(\hat{y}_i) + \sum_i \sum_{j=i} 2 \cdot C(\hat{y}_i, \hat{H}_i, \hat{y}_j) + \sum_i \sum_{j=i} 2 \cdot C(\hat{y}_i, \hat{H}_i, \hat{y}_j) \]

where the variances are direct contributions from each industry and the three covariances (hours/hours, hours/productivity, and productivity/productivity) are for all industry pairs.

Note that the hours/hours and productivity/productivity covariances are strictly between industry effects, while the hours/productivity covariances includes both between and within industry effects. To differentiate changes within and between industries, I further decompose the hours/productivity covariance into a “within” component that reflects covariances of hours and productivity for a given industry and a “between” component that reflects the covariances across different industries as:

\[ \sum_i \sum_{j=i} 2 \cdot C(\hat{y}_i, \hat{H}_i, \hat{y}_j) = \sum_i 2 \cdot C(\hat{y}_i, \hat{H}_i, \hat{y}_j) + \sum_i \sum_{j=i} 2 \cdot C(\hat{y}_i, \hat{H}_j, \hat{y}_j) = \text{Within} + \text{Between} \]

Finally, the TFP variance decomposition associated with Equation (16) is:

\[ V(\hat{A}^P) = \sum_i V \left( \frac{\hat{y}_i}{S_{Y,i}} \hat{A}_i \right) + \sum_i \sum_{j=i} 2 \cdot C \left( \frac{\hat{y}_i}{S_{Y,i}} \hat{A}_i, \frac{\hat{y}_j}{S_{Y,j}} \hat{A}_j \right) \]

where the first term again reflects the direct industry variance contributions and the second reflects the between industry contributions.

c) Industry Results

Industry level data are taken from Jorgenson, Ho, and Stiroh (2005), who decompose the U.S. private economy into 35 industries for the period 1958 to 2000. That paper actually reports estimates for a decomposition of the U.S. economy into 41 industries, but focuses on the period 1977-2000. To examine as long a time series as is possible with industry data, I examine a somewhat more consolidated version of the data with 35 industries and extends to 1958.
Table 8 summarizes the industry results for the 35 industries for the period 1958 to 2000. As in the analysis of aggregate and sectoral data, I compare the mean growth rate for the pre-1984 and post-1983 periods and the corresponding variance decomposition of the growth rates. Note that because the variances and covariance terms are sums across the component industries, I do not report tests of statistical significance. Rather, these estimates should be interpreted as a summary of the underlying industry data.

The first panel of Tables 8 shows the estimates of aggregate output growth from the aggregate production function and the aggregate production possibility frontier. The two aggregation methods give similar results and show a marked decline in aggregate volatility. The fact that these industry data show the same decline in aggregate volatility that is found in aggregate data are further evidence of the robustness of this stylized fact and indicate that further examination of industry data may be useful in identifying the underlying source.

The second panel reports the industry value-added decomposition in Equations (13) and (18). The growth decomposition columns show the sums of the weighted growth rates, while the volatility decomposition columns show the sum of the weighted variances and the sums of the covariances. For the variance decomposition, the first line, $\Sigma V_i (V/V_i)$, shows the total within effect for each period (sum of the variances of the industry contributions), while the second line, $\Sigma \Sigma V_i (V/V_i V_j)$, shows the between effect (sum of covariances for all pair-wise combinations, i.e., 595 (35x34/2) pairs).

The results indicate that both the within and the between effects have contributed to increased stability, but the between effect clearly dominates in terms of magnitude, e.g., the covariances accounted for 80% of the aggregate declines in volatility (-3.79/-4.74), while the direct contribution of smaller variances accounted for only 20% (-0.96/-4.74). Irvine and Schuh (2005) report a similar decomposition result with over 80% of the decline in variance of output growth in the manufacturing and trade sector due to the covariance effect and Comin and Mulani (forthcoming) report that declining firm-level covariances have driven the decline in aggregate volatility measured with firm-level data.

This suggests that the majority of the volatility decline can be traced to common factors across industries, which seems most consistent with the good luck and good policy explanations of smaller macroeconomic shocks, and less consistent with specific stories of technological progress. For example, if the 1960s and 1970s were periods of large, common shocks, then one would expect industry output to move together. If these shocks dissipated in the 1980s and 1990s, then idiosyncratic shocks would be relatively more important and the covariance of output movements across industries would decline and help stabilize output. Alternatively, Irvine and Schuh (2005) interpret their results as evidence of
improved production and inventory management that impacted the relationship between firms and industries.

The next panel of Table 8 shows the industry labor productivity decomposition in Equations (14), (19), and (20). Hours and labor productivity have become more stable within industries, but the declining covariances are quantitatively much larger. For example, the hours and labor productivity variances ($\Sigma V(vV,iHi)$ and $\Sigma V(vV,iALPi)$) account for only about 15% of the decline in volatility (-0.08+0.63)/-4.74), with the various covariances accounting for the remaining 85%.

The four covariance sums ($\Sigma 2C(vV,iHi, vV,jHj) =$ hours/hours between industries, $\Sigma 2C(vV,iH_i, vV,iALPi) =$ hours/productivity within industries, $\Sigma 2C(vV,iHi, vV,jALPj) =$ hours/productivity between industries, and $\Sigma 2C(vV,iALPi, vV,jALPj) =$ productivity/productivity between industries) account for the majority of the decline in aggregate volatility. The covariances of hours growth between industries is the dominant factor, accounting for between nearly 60% of the decline in aggregate output volatility. This is consistent with the idea of more flexible labor markets discussed earlier: if labor markets are flexible, firms and workers can more easily respond to idiosyncratic shocks and reallocate across industries. There is also a large decline in the covariances of hours and labor productivity growth between industries, which also suggests more flexibility and mobility as productivity gains in one industry draw hours and labor input away from other industries.

The final panel shows the Domar decomposition in Equations (16) and (21). The decline in TFP variance reflects equal contributions from a smaller covariance between industries ($\Sigma 2C(vV,i/sV,iTFPi, vV,j/sV,jTFPj)$) and within variance contributions of individual industries ($\Sigma V(vV,i/sV,iTFPi)$). This seems most consistent with the good luck hypothesis as common shocks dissipated in the 1980s and 1990s.

d) Robustness to Break Point

As with the aggregate data, there is the possibility that the results are particular to using 1984 as the breakpoint for aggregate volatility. To evaluate this, I estimated rolling variances and covariances for 10-year windows from 1958 to 2000. Figure 8 reports the industry value-added decomposition and shows the sum of the variance contributions and the covariance contributions (as in the second panel of Table 8), while Figure 9 reports the same for the TFP decomposition (as in the fourth panel of Table 8).

Both figures show similar patterns and several results stand out. First, both the variance and covariance sums rise and through the 1970s until the mid-1980s, and then decline. Second, the covariance sums are much larger and account for the bulk of the change over time in the volatility of
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24The p-values associated with the null of equal variances after 1984 are p=0.15 for the aggregate production function and p=0.09 for the aggregate production possibility frontier.
aggregate value-added growth and TFP growth. Both trends are also apparent in the firm-level evidence reported in Comin and Mulani (forthcoming) and Comin and Philippon (2005) and suggest smaller common shocks in recent years where industry fluctuations are driven by idiosyncratic shocks.

It is also interesting to look at the correlation (rather than the covariances), so I estimate the weighted average correlation between industries for value-added growth, hours growth, labor productivity growth, and TFP growth. This indicates whether the declines in the covariance terms reflect changes in the underlying correlations or simply increased stability in the individual series. I calculate the rolling correlation between industries for each variable by estimating each pairwise correlation and applying the appropriate weights to generate a single aggregate series as:

$$\bar{\rho}_{b,X} = \sum_i \sum_{j=i+1} Corr(\hat{X}_i, \hat{X}_j) \cdot (wt_i + wt_j)/(1 - 1)$$

where the “B” subscript indicates a between-industry effect and X is either value-added growth, hours growth, labor productivity growth, or TFP growth. I use value-added weights for all between correlations except for TFP growth, where I use Domar-weights.

Figure 10 shows the results using a 10-year rolling window. The estimates for hours show a steady decline in the mid-1980s with the weighted average between-industry correlation falling from around 0.5 in the 1970s to less than 0.3 by the mid-1990s. In contrast, the between-industry correlation for value-added, hours, and TFP growth show little trend over time. This suggests that the declining contribution from the covariance terms for value-added, labor productivity, and TFP in Tables 8 primarily reflect the reduced variability of the underlying series and not the correlation. Only between-industry hours growth seems to be driven by a reduced correlation. These results are somewhat different from Comin and Philippon (2005), who show a marked decline in the correlation of both value-added and TFP growth between sectors. This could reflect different weighting schemes or time periods, e.g., this paper uses time-varying value-added and Domar-weights through 2000, while Comin and Philippon (2005) use time-invariant sales weights and end in 1996.

e) Industry-Specific Results

The industry decomposition of aggregate data has the clear advantage that it is built up directly from industry data, but there is still a concern that industry heterogeneity can be obscured. That is, a summation over any set of industries yields the net contribution after any positive and negative contributions offset, which may obscure the impact of the individual component industries. Therefore, it is also useful to examine the contributions of individual industries. This is particularly useful for examining the hypothesis related to specific industries, e.g., decline in the persistence of sales and plant-

---

This point has been made by Stiroh (2001b), Bosworth and Triplett (2003), and Jorgenson, Ho, and Stiroh (2005).

Table 9 shows the post-1983 change in the industry contributions to the variance of the aggregate variables from Equations (18), (19), and (21). More precisely, I calculated the difference between the variance of the contribution in the post-1983 period and the variance of the contribution in the pre-1984 period as:

\[
\Delta V(X) = V(w_i \hat{X}_i)_{post-83} - V(w_i \hat{X}_i)_{pre-84}
\]

where \(X\) is either the value-added, hours, labor productivity, TFP. Note that the sum of these contributions equals those reported in Tables 8. I also add significance tests of the change in the variance.

The key result is a broad-based decline in volatility across industries. For example, 29 out of 35 industries showed a more stable contribution to aggregate output value-added growth with 14 of the declines statistically significant. The breadth of this stabilization is evidence against the structural composition and inventory management hypotheses and seems most consistent with the good luck or good policy arguments.

The industries with the largest decline in the variance of the value-added contribution are Services, Trade, and Construction. Similar patterns emerge for the contribution of labor hours, productivity growth and TFP growth. One interesting divergence is in Services, where output and productivity volatility declined, while hours volatility increased. This sector includes the temporary-help industry, which is growing and could contribute more to hours fluctuations.

A second useful feature of this data is the ability to examine specific sub-groups. Jorgenson, Ho, and Stiroh (2005), for example, highlight the relatively large role of IT-producing and IT-using industries in the post-1995 productivity resurgence, while Triplett and Bosworth (2004) compare service to goods-producing industries. In terms of change in aggregate volatility, MPQ (2000) suggest a predominate role for durable manufacturing, while Irvine and Schuh (2005) focus on those industries that hold inventories. To extend this analysis, Tables 9 also breaks the U.S. economy into two groups - durable manufacturing industries (Dur) and the other industries in rest of the economy (Other). These estimates indicate that while most durable good industries did contribute to the increased stability of output since 1984, these industries, on net, make a relatively small direct contribution to the decline in aggregate volatility.

In terms of Ramey and Vine (2004) and Irvine and Schuh (2005) and the focus on the increased stability within the motor vehicle industry, these estimates support that contention as there is a significant decline in the contribution from motor vehicles to aggregate output volatility from value-added, hours, labor productivity, and total factor productivity growth. The motor vehicle industry, however, remains relatively small (a nominal value-added share of less than 2% over this period), so it has contributed only
-0.06 to the overall decline in aggregate volatility from value-added growth. This compares to -0.96 for the sum of the variances across all industries and -5.48 for the change in variance of aggregate output. Increased stability of motor vehicles, while important, appears to be a small part of the story.

f) Within and Between Correlation between Hours and Labor Productivity Growth

A robust and interesting finding from both the aggregate and industry-level results is a decline in the correlation between hours and productivity growth. For the nonfarm business sector as a whole, for example, the correlation fell from 0.17 for 1947:Q1-1983:Q4 to -0.44 for 1983:Q4-2004:Q4 (Table 2). Across industries, the sum of the covariance contributions for hours and productivity fell from 0.39 for 1958-1983 to -0.88 for 1984-2000 (Table 8). Both of these findings identify the declining correlation between hours and labor productivity as a potentially important source of increased output stability and this section examines this evolving relationship in more detail.

To focus on the changing correlations, I calculate the average of the within-industry and between-industry correlations of hours and labor productivity growth. As above, I generate a single aggregate series of the correlations by either taking the simple mean or weighting each industry by its value-added share over a 10-year rolling window.

The average within-industry correlation of hours and labor productivity growth are:

\[ \bar{\rho}_{W,UN} = \frac{1}{I} \sum_i Corr(\hat{H}_i, ALP_i) \cdot 1/I \]
\[ \bar{\rho}_{W,WTD} = \sum_i Corr(\hat{H}_i, ALP_i) \cdot \bar{V}_{i,j} \]

where the “W” subscript indicates a within-industry effect, \( \hat{H}_i \) and \( ALP_i \) are the growth rates of hours and labor productivity for the rolling window, the \( UN \) subscript indicates unweighted, and the \( WTD \) subscript indicates value-added weights.

The average between-industry correlation of hours and labor productivity growth are:

\[ \bar{\rho}_{B,UN} = \sum_i \sum_{j=i+1} Corr(\hat{H}_i, ALP_j) / (I \cdot (I - 1)) \]
\[ \bar{\rho}_{B,WTD} = \sum_i \sum_{j=i+1} Corr(\hat{H}_i, ALP_j) \cdot (V_{i,j} + V_{j,i}) / (2(I - 1)) \]

where the “B” subscript indicates a between-industry effect.\(^{28}\)

Figure 11 plots the rolling average within-industry correlation of hours and labor productivity for all industries and show that the correlation between hours and labor productivity growth in U.S. industries

\(^{28}\)Note that the weighting in Equation (25) differs from that in Equation (22). This is because the hours/productivity correlation sum has two sets of pairwise correlations, e.g., Corr \( (H_i, ALP_j) \) and Corr \( (H_j, ALP_i) \).
began to fall steadily in the mid-1980s. This is consistent with the aggregate results and provides further evidence that there has been some change in the link between labor input growth and productivity growth. Figure 12 plots the rolling average between-industry correlation of hours and labor productivity for all industries and show less evidence of a trend since 1984. This evidence suggests that the large reduction in the between-industry covariance of hours and labor productivity largely reflects the underlying stability of the series, while the reduction in the within-industry covariance is due to a smaller correlation.

As a final way to examine how the within-industry relationship evolved, I estimate panel regressions that allow the relationship between hours and labor productivity to change after 1984:

\[
\hat{H}_{i,t} = \alpha_i + \alpha_t + \beta ALP_{i,t} + \gamma D_{1984} + \delta ALP_{i,t} D_{1984} + \epsilon_{i,t}
\]

where \(\alpha_i\) is a dummy variable for industry \(i\), \(\alpha_t\) is a dummy variable for industry \(t\), and \(D_{1984}\) is a dummy variable for the post-1983 period where \(D_{1984} = 1\) if year \(\geq 1983\); =0 otherwise.

Before reporting results, it is useful to discuss the obvious econometric concerns with a simple regression of hours growth on labor productivity growth. First, there is a simultaneity concern because the same unobserved shocks are likely to affect both productivity and hours. In a standard real-business cycle model, for example, a positive technology shock raises the marginal product of labor and raises labor demand. This is likely to bias the simple coefficient upwards. Second, there is a measurement error concern as discussed earlier because, given output, any mismeasurement of hours growth translates directly into mismeasurement of labor productivity growth. This is likely to bias the simple coefficient downwards. Both of these concerns, however, have less bite when interpreting \(\delta\), the coefficient of interest that tells how the relationship between hours growth and labor productivity has changed since 1983. For simultaneity or mismeasurement error to be relevant, these problems must have worsened after 1983. While certainly possible, it appears inconsistent with the micro data and requires a more nuanced explanation.

Table 10 reports estimates for various versions of Equation (26). In all cases, the link between hours growth and labor productivity growth became significantly more negative after 1984. That is, the interaction of the Post-83 Dummy and ALP growth is negative and highly significant. Moreover, this change appears economically large with the coefficient about doubling in most cases as hours growth and labor productivity became more negative linked.

As a robustness check, I also estimated Equation (26) when the year dummy variable varied between 1960 and 2000. Figure 13 plots the coefficient on the interaction between the post-breakpoint dummy and ALP growth, where the dotted lines represent two standard errors. The results indicate that the declining correlation between hours and labor productivity growth is quite robust in the 1980s and not unique to choosing 1984 as the breakpoint. All years in the 1980s show a decline in the coefficient and
most are statistically significant. When the breakpoint is an early or late year, the differential is much smaller and typically not significant. This simply reflects that fact that differences happened in the middle of the sample, so averaging across this makes it more difficult to identify a change.

These are not independent confidence intervals, of course, and should not be interpreted as independent evidence of the break in the correlation. Rather, this chart simply shows the robustness to the choice of the breakpoint year.

VI. Conclusions

This paper examines the sources of the increased stability of the U.S. economy from a production perspective using both aggregate and industry data. At the aggregate level, the empirical results indicate a decline in the volatility of hours growth, labor productivity growth, and the covariances between them. Analysis of a detailed production possibility frontier shows that the decline in labor productivity volatility is primarily due to increased stability of the TFP residual and the declining covariance between TFP and labor input.

At the industry level, the results indicate that while most industries saw a decline in output and TFP volatility, a majority of the aggregate decline reflects smaller covariances between industries with 80-85% of the decline in aggregate output volatility due to smaller covariances between industries. This large between-industry effect seems most consistent with the good luck and good policy explanations and less consistent with technology stories specific to particular industries.

These results suggest that part of the increased stability of the U.S. economy can be traced to changes in the U.S. labor markets. This could reflect increased pressure on firms to raise productivity or efficiency or increased flexibility of labor. The increased flexibility story seems to be the most compelling as it could explain both the jobless recoveries of the last two decades and the rising stability of output growth over the same period. Sorting out these alternative explanations remains an important area for future research. For example, while there is strong evidence that the within-industry correlation between hours and productivity growth has declined, it would be interesting to link this decline with changes in labor market flexibility across industries.
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Figure 1: Output Volatility for U.S. Business Sectors
1947:Q1-2005:Q2

Note: Standard deviation of quarterly growth rates for trailing 20-quarters from BLS (2005).
Figure 2: Output Volatility for U.S. Manufacturing Sectors
1949:Q1-2003:Q3

Note: Standard deviation of quarterly growth rates for trailing 20 quarters from BLS (2003).
Figure 3: Decomposition of Change in Output Volatility across Sectors

Note: Estimates are from Table 1. Change in contribution to variance is the difference in volatility contribution from the pre-1984 period to the post-1983 period.
Figure 4: Rolling Decomposition of Nonfarm Business Sector Output Volatility
1947:Q1-2005:Q2

Note: Variances and covariances are calculated over trailing 20 quarters from BLS (2005).
Figure 5: Rolling Decomposition of Durable Manufacturing Output Volatility
1949:Q1-2003:Q3

Note: Variances and covariances are calculated over trailing 20 quarters from BLS (2003).
Figure 6: Rolling Decomposition of Nondurable Manufacturing Output Volatility
1949:Q1-2003:Q3

Note: Variances and covariances are calculated over trailing 20 quarters from BLS (2003).
Figure 7a: Trend Growth of Hours and Labor Productivity


Figure 7b: Cyclical Component of Hours and Labor Productivity

Figure 8: Rolling Value-Added Decomposition of Aggregate Output Volatility

Note: 10-year rolling variance and covariance estimates for 35 industries. Industry value-added growth rates are weighted by nominal value-added shares.
Figure 9: Rolling Domar Decomposition of Domar-Weighted TFP Volatility

Note: 10-year rolling variance and covariance estimates for 35 industries. Industry TFP growth rates are weighted by Domar weights.
Figure 10: Rolling Between-Industry Correlations of VA, Hours, ALP, and TFP Growth

Note: 10-year rolling correlations for 35 industries. Each series is sum of the correlation of the weighted growth rate for each pairwise combination. Weights are nominal value-added shares for all series except TFP, which uses Domar-weights.
Figure 11: Rolling Within-Industry Correlation of Hours and Labor Productivity Growth

Note: 10-year correlation of hours and labor productivity within industries. Each series is an average of the industry correlations. Weighted uses nominal value-added shares for each industry.
Figure 12: Rolling Between-Industry Correlation of Hours and Labor Productivity Growth

Note: 10-year correlation of hours and labor productivity between industries. Each series is an average of the industry correlations. Weighted uses nominal value-added shares for each industry.
Figure 13: Rolling Regression Estimates

Note: Each year shows the estimated coefficient on the interaction between labor productivity growth and a post-year dummy variable (=1 for each subsequent year; =0 otherwise) from a regression like Equation (25). Dotted lines indicate two standard errors from the coefficient estimate.
### Table 1: Growth and Variance Decomposition

**Growth Decomposition** shows the breakdown of output growth into hours growth and average labor productivity (ALP) growth. Significance levels are from a t-test of the null hypothesis that the mean growth rate (but not the variance) is the same for the two periods. **Variance Decomposition** shows the breakdown of the variance of output growth into the variance of hours growth, the variance of ALP growth, and twice the covariance. Significance levels for the variances are from Levene's test that the variance of the growth rate is the same for the two periods. Significance levels for the covariances are from a 2-sample Z-test on unpaired samples for the associated correlation. All growth rates are quarterly log differences multiplied by 400. Sample periods are 1947:Q1-1983:Q4 and 1983:Q4-2005:Q2 for Business, Nonfarm Business, and Nonfinancial Corporations, and 1949:Q1-1983:Q4 and 1983:Q4-2003:Q3 for Manufacturing, Durable Manufacturing, and Nondurable Manufacturing.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Business: Y = f(H, ALP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>3.57</td>
<td>3.54</td>
<td>-0.03</td>
<td>V(Output)</td>
<td>34.51</td>
<td>7.23</td>
</tr>
<tr>
<td>Hours</td>
<td>0.94</td>
<td>1.32</td>
<td>0.38</td>
<td>V(Hours)</td>
<td>16.91</td>
<td>6.31</td>
</tr>
<tr>
<td>ALP</td>
<td>2.63</td>
<td>2.22</td>
<td>-0.41</td>
<td>V(ALP)</td>
<td>17.11</td>
<td>6.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>0.49</td>
<td>-5.17</td>
</tr>
<tr>
<td><strong>Nonfarm Business: Y = f(H, ALP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>3.67</td>
<td>3.50</td>
<td>-0.17</td>
<td>V(Output)</td>
<td>42.03</td>
<td>7.05</td>
</tr>
<tr>
<td>Hours</td>
<td>1.35</td>
<td>1.38</td>
<td>0.03</td>
<td>V(Hours)</td>
<td>17.21</td>
<td>6.50</td>
</tr>
<tr>
<td>ALP</td>
<td>2.32</td>
<td>2.12</td>
<td>-0.21</td>
<td>V(ALP)</td>
<td>19.07</td>
<td>6.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>5.75</td>
<td>-5.70</td>
</tr>
<tr>
<td><strong>Nonfinancial Corporations: Y = f(H, ALP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>4.34</td>
<td>3.87</td>
<td>-0.48</td>
<td>V(Output)</td>
<td>39.06</td>
<td>11.65</td>
</tr>
<tr>
<td>Hours</td>
<td>2.32</td>
<td>1.45</td>
<td>-0.87</td>
<td>V(Hours)</td>
<td>19.86</td>
<td>7.46</td>
</tr>
<tr>
<td>ALP</td>
<td>2.02</td>
<td>2.41</td>
<td>0.39</td>
<td>V(ALP)</td>
<td>13.43</td>
<td>6.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>5.77</td>
<td>-2.28</td>
</tr>
<tr>
<td><strong>Manufacturing: Y = f(H, ALP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>3.06</td>
<td>2.55</td>
<td>-0.51</td>
<td>V(Output)</td>
<td>97.40</td>
<td>16.63</td>
</tr>
<tr>
<td>Hours</td>
<td>0.64</td>
<td>-0.94</td>
<td>-1.58 **</td>
<td>V(Hours)</td>
<td>65.04</td>
<td>13.02</td>
</tr>
<tr>
<td>ALP</td>
<td>2.42</td>
<td>3.50</td>
<td>1.08 **</td>
<td>V(ALP)</td>
<td>17.61</td>
<td>6.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>14.76</td>
<td>-3.09</td>
</tr>
<tr>
<td><strong>Durable Manufacturing: Y = f(H, ALP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>3.47</td>
<td>3.40</td>
<td>-0.07</td>
<td>V(Output)</td>
<td>218.53</td>
<td>33.52</td>
</tr>
<tr>
<td>Hours</td>
<td>0.92</td>
<td>-0.93</td>
<td>-1.85 *</td>
<td>V(Hours)</td>
<td>120.24</td>
<td>20.20</td>
</tr>
<tr>
<td>ALP</td>
<td>2.54</td>
<td>4.32</td>
<td>1.78 **</td>
<td>V(ALP)</td>
<td>41.55</td>
<td>12.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>56.74</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Nondurable Manufacturing: Y = f(H, ALP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>2.70</td>
<td>1.54</td>
<td>-1.17 *</td>
<td>V(Output)</td>
<td>38.10</td>
<td>11.03</td>
</tr>
<tr>
<td>Hours</td>
<td>0.28</td>
<td>-0.96</td>
<td>-1.24 **</td>
<td>V(Hours)</td>
<td>27.28</td>
<td>8.93</td>
</tr>
<tr>
<td>ALP</td>
<td>2.43</td>
<td>2.50</td>
<td>0.07</td>
<td>V(ALP)</td>
<td>10.72</td>
<td>9.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>0.10</td>
<td>-7.15</td>
</tr>
</tbody>
</table>

Note: Quarterly data from BLS (2005).

***, **, * denotes statistical significance at the 1%, 5%, or 10% level, respectively.
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**Table 2: Correlations of Hours and Labor Productivity Growth**


<table>
<thead>
<tr>
<th></th>
<th>Full Sample</th>
<th>Pre-1984</th>
<th>Post-1983</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>-0.06</td>
<td>0.01</td>
<td>-0.42 ***</td>
<td>-0.43 ***</td>
</tr>
<tr>
<td>Nonfarm Business</td>
<td>0.06</td>
<td>0.16 *</td>
<td>-0.45 ***</td>
<td>-0.61 ***</td>
</tr>
<tr>
<td>Nonfinancial Corporations</td>
<td>0.08</td>
<td>0.18 *</td>
<td>-0.16</td>
<td>-0.34 **</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>0.15 **</td>
<td>0.22 ***</td>
<td>-0.17</td>
<td>-0.38 ***</td>
</tr>
<tr>
<td>Durable Manufacturing</td>
<td>0.34 ***</td>
<td>0.40 ***</td>
<td>0.02</td>
<td>-0.38 ***</td>
</tr>
<tr>
<td>Nondurable Manufacturing</td>
<td>-0.09</td>
<td>0.00</td>
<td>-0.39 ***</td>
<td>-0.40 ***</td>
</tr>
</tbody>
</table>

Note: Quarterly data from BLS (2005).

***, **, * indicate statistical significance at the 1%, 5%, or 10% level, respectively.
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Table 3: Trend Decomposition for Nonfarm Business Sector

Results from Baxter-King (1999) band-pass filter of output, hours, and average labor productivity growth for the Nonfarm Business sector. *Standard Deviation* reports the standard deviation of each series. Raw and Trend Growth components are growth rates, while Cyclical and Irregular Deviations are percentage deviations from trend. Significance levels are from Levene's test that the variance is the same for the two periods. All growth rates are quarterly log differences multiplied by 400. Sample period is 1947:Q1-1983:Q4 and 1983:Q4-2005:Q2.

<table>
<thead>
<tr>
<th></th>
<th>Pre-1984</th>
<th>Post-1983</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw Growth</td>
<td>6.48</td>
<td>2.65</td>
<td>-3.83 ***</td>
</tr>
<tr>
<td>Trend Growth</td>
<td>1.09</td>
<td>0.88</td>
<td>-0.21</td>
</tr>
<tr>
<td>Cyclical Deviation</td>
<td>2.51</td>
<td>1.27</td>
<td>-1.23 ***</td>
</tr>
<tr>
<td>Irregular Deviation</td>
<td>0.73</td>
<td>0.30</td>
<td>-0.44 ***</td>
</tr>
<tr>
<td><strong>Hours</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw Growth</td>
<td>4.15</td>
<td>2.55</td>
<td>-1.60 ***</td>
</tr>
<tr>
<td>Trend Growth</td>
<td>0.73</td>
<td>1.14</td>
<td>0.41 ***</td>
</tr>
<tr>
<td>Cyclical Deviation</td>
<td>2.01</td>
<td>1.37</td>
<td>-0.64 ***</td>
</tr>
<tr>
<td>Irregular Deviation</td>
<td>0.37</td>
<td>0.21</td>
<td>-0.15 ***</td>
</tr>
<tr>
<td><strong>Average Labor Productivity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw Growth</td>
<td>4.29</td>
<td>2.48</td>
<td>-1.81 ***</td>
</tr>
<tr>
<td>Trend Growth</td>
<td>0.78</td>
<td>0.58</td>
<td>-0.20</td>
</tr>
<tr>
<td>Cyclical Deviation</td>
<td>1.19</td>
<td>0.78</td>
<td>-0.41 ***</td>
</tr>
<tr>
<td>Irregular Deviation</td>
<td>0.55</td>
<td>0.32</td>
<td>-0.23 ***</td>
</tr>
</tbody>
</table>

Note: Quarterly data from BLS (2005).

***, **, * denotes statistical significance at the 1%, 5%, or 10% level, respectively.
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Table 4: Correlations of Hours and Labor Productivity Growth for Trend Decomposition

Correlation between hours growth and labor productivity growth for the Nonfarm Business sector. Raw and trend components are growth rates, while cyclical deviation and irregular deviation are percentage deviation from trend. Significance levels for each period are from a t-test for the significance of the correlation coefficient. Significance levels for the difference in correlations are from a 2-sample Z-test on unpaired samples for correlations. All growth rates are quarterly log differences multiplied by 400. Sample periods are 1947:Q1-1983:Q4 and 1983:Q4-2005:Q2.

<table>
<thead>
<tr>
<th></th>
<th>Full Sample</th>
<th>Pre-1984</th>
<th>Post-1983</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Growth</td>
<td>0.07</td>
<td>0.17 **</td>
<td>-0.43 ***</td>
<td>-0.60 ***</td>
</tr>
<tr>
<td>Trend Growth</td>
<td>-0.22 ***</td>
<td>0.04</td>
<td>-0.66 ***</td>
<td>-0.70 ***</td>
</tr>
<tr>
<td>Cyclical Deviation</td>
<td>0.06</td>
<td>0.18 **</td>
<td>-0.40 ***</td>
<td>-0.58 ***</td>
</tr>
<tr>
<td>Irregular Deviation</td>
<td>0.12 *</td>
<td>0.22 ***</td>
<td>-0.42 ***</td>
<td>-0.64 ***</td>
</tr>
</tbody>
</table>

Note: Quarterly data from BLS (2005).

***, **, * indicate statistical significance at the 1%, 5%, or 10% level, respectively.
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### Table 5: Growth and Variance Decomposition - Traditional Production Possibility Frontier

Production possibility frontier variables are share-weighted growth rates. *Growth Decomposition* shows alternative decompositions of output and ALP growth. Significance levels are from a t-test of the null hypothesis that the mean growth rate (but not the variance) is the same for the two periods. *Volatility Decomposition* shows alternative decompositions of output and ALP variance. Significance levels for the variance are from Levene's test that the variance of the growth rate is the same for the two periods. Significance levels for the covariance are from a 2-sample Z-test on unpaired samples for the associated correlation. All growth rates are log differences of annual data multiplied by 100. Sample periods are 1948-1983 and 1983-2004.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output</strong></td>
<td>3.69</td>
<td>3.75</td>
<td>0.06</td>
<td><strong>V(Output)</strong></td>
<td>7.99</td>
<td>2.44</td>
<td>-5.55  ***</td>
</tr>
<tr>
<td>hours</td>
<td>0.95</td>
<td>1.53</td>
<td>0.58</td>
<td><strong>V(Hours)</strong></td>
<td>6.25</td>
<td>3.53</td>
<td>-2.72</td>
</tr>
<tr>
<td>ALP</td>
<td>2.74</td>
<td>2.22</td>
<td>-0.52</td>
<td><strong>V(ALP)</strong></td>
<td>2.88</td>
<td>1.13</td>
<td>-1.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(H, ALP)*2</td>
<td>-1.14</td>
<td>-2.22</td>
<td>-1.08  *</td>
</tr>
<tr>
<td><strong>Output</strong></td>
<td>3.69</td>
<td>3.75</td>
<td>0.06</td>
<td><strong>V(Output)</strong></td>
<td>7.99</td>
<td>2.44</td>
<td>-5.55  ***</td>
</tr>
<tr>
<td>Capital</td>
<td>1.99</td>
<td>1.75</td>
<td>-0.24</td>
<td><strong>V(Capital)</strong></td>
<td>0.60</td>
<td>0.25</td>
<td>-0.35</td>
</tr>
<tr>
<td>Labor</td>
<td>0.92</td>
<td>1.12</td>
<td>0.21</td>
<td><strong>V(Labor)</strong></td>
<td>2.09</td>
<td>1.19</td>
<td>-0.90</td>
</tr>
<tr>
<td>TFP</td>
<td>0.78</td>
<td>0.87</td>
<td>0.10</td>
<td><strong>V(TFP)</strong></td>
<td>2.73</td>
<td>0.90</td>
<td>-1.83  ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(Capital, Labor)*2</td>
<td>0.30</td>
<td>0.30</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(Capital, TFP)*2</td>
<td>-0.13</td>
<td>-0.06</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(Labor, TFP)*2</td>
<td>2.42</td>
<td>-0.13</td>
<td>-2.55  **</td>
</tr>
<tr>
<td><strong>ALP</strong></td>
<td>2.74</td>
<td>2.22</td>
<td>-0.52</td>
<td><strong>V(ALP)</strong></td>
<td>2.88</td>
<td>1.13</td>
<td>-1.75</td>
</tr>
<tr>
<td>CapDeep</td>
<td>1.59</td>
<td>1.09</td>
<td>-0.50  *</td>
<td><strong>V(CapDeep)</strong></td>
<td>1.57</td>
<td>0.63</td>
<td>-0.93</td>
</tr>
<tr>
<td>LQ</td>
<td>0.37</td>
<td>0.26</td>
<td>-0.11</td>
<td><strong>V(LQ)</strong></td>
<td>0.13</td>
<td>0.03</td>
<td>-0.09  **</td>
</tr>
<tr>
<td>TFP</td>
<td>0.78</td>
<td>0.87</td>
<td>0.10</td>
<td><strong>V(TFP)</strong></td>
<td>2.73</td>
<td>0.90</td>
<td>-1.83  ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(CapDeep, LQ)*2</td>
<td>0.16</td>
<td>-0.06</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(CapDeep, TFP)*2</td>
<td>-1.83</td>
<td>-0.15</td>
<td>1.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cov(LQ, TFP)*2</td>
<td>0.13</td>
<td>-0.22</td>
<td>-0.36  ***</td>
</tr>
</tbody>
</table>

Note: Annual data from Jorgenson, Ho, and Stiroh (forthcoming).

***, **, * indicate statistical significance at the 1%, 5%, or 10% level, respectively.
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### Table 6: Growth and Variance Decomposition - Extended Production Possibility Frontier

Production possibility frontier variables are share-weighted growth rates. *Growth Decomposition* shows decompositions of output growth. Significance levels are a t-test for the null hypothesis that the mean growth rate (but not the variance) is the same for the two periods. *Variance Decomposition* shows decomposition of output variance. Significance levels for the variance are from Levene's test that the variance of the growth rate is the same for the two periods. Significance levels for the covariance are from a 2-sample Z-test on unpaired samples for the associated correlation. All growth rates are log differences of annual data multiplied by 100. Sample periods are 1948-1983 and 1983-2004.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output</strong></td>
<td>3.69</td>
<td>3.75</td>
<td>0.06</td>
<td><strong>V(Output)</strong></td>
<td>7.99</td>
<td>2.44</td>
<td>-5.55</td>
</tr>
<tr>
<td><strong>K_IT</strong></td>
<td>0.23</td>
<td>0.69</td>
<td>0.46 ***</td>
<td><strong>V(K_IT)</strong></td>
<td>0.01</td>
<td>0.08</td>
<td>0.06 **</td>
</tr>
<tr>
<td><strong>K_NON</strong></td>
<td>1.76</td>
<td>1.06</td>
<td>-0.70 ***</td>
<td><strong>V(K_NON)</strong></td>
<td>0.68</td>
<td>0.10</td>
<td>-0.58 **</td>
</tr>
<tr>
<td><strong>L</strong></td>
<td>0.92</td>
<td>1.12</td>
<td>0.21</td>
<td><strong>V(L)</strong></td>
<td>2.09</td>
<td>1.19</td>
<td>-0.90</td>
</tr>
<tr>
<td><strong>TFP_IT</strong></td>
<td>0.10</td>
<td>0.36</td>
<td>0.26 ***</td>
<td><strong>V(TFP_IT)</strong></td>
<td>0.01</td>
<td>0.03</td>
<td>0.02 *</td>
</tr>
<tr>
<td><strong>TFP_NON</strong></td>
<td>0.67</td>
<td>0.51</td>
<td>-0.16</td>
<td><strong>V(TFP_NON)</strong></td>
<td>2.68</td>
<td>0.84</td>
<td>-1.84 **</td>
</tr>
<tr>
<td>**Cov(K_IT, K_NON)***2</td>
<td>-0.10</td>
<td>0.08</td>
<td>0.17 ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(K_IT, L)***2</td>
<td>0.02</td>
<td>0.06</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(K_IT, TFP_IT)***2</td>
<td>0.02</td>
<td>0.07</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(K_IT, TFP_NON)***2</td>
<td>-0.11</td>
<td>-0.10</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(K_NON, L)***2</td>
<td>0.27</td>
<td>0.24</td>
<td>-0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(K_NON, TFP_IT)***2</td>
<td>-0.09</td>
<td>0.03</td>
<td>0.12 ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(K_NON, TFP_NON)***2</td>
<td>0.04</td>
<td>-0.06</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(L, TFP_IT)***2</td>
<td>0.10</td>
<td>0.02</td>
<td>-0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(L, TFP_NON)***2</td>
<td>2.32</td>
<td>-0.15</td>
<td>-2.46 **</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>**Cov(TFP_IT, TFP_NON)***2</td>
<td>0.04</td>
<td>0.02</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Annual data from Jorgenson, Ho, and Stiroh (forthcoming).

***, **, * indicate statistical significance at the 1%, 5%, or 10% level, respectively.
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Table 7: Correlations of Production Possibility Frontier Variables

Production possibility frontier variables are share-weighted growth rates. Correlation between capital, labor, and TFP components for alternative decompositions before 1984 and after 1983. Significance level for each period is from a t-test for the significance of the correlation coefficient. Significance level for the difference in correlations is from a 2-sample Z-test on unpaired samples for correlations of contributions. All growth rates are log differences of annual data multiplied by 100. Sample periods are 1948-1983 and 1983-2004.

\[
\begin{align*}
Y &= f(H, ALP) \\
\text{Corr}(Hours, ALP) &= -0.24 \, * \quad -0.13 \quad -0.56 \, *** \quad -0.43 \, * \\
Y &= f(K, L, TFP) \\
\text{Corr}(Capital, Labor) &= 0.15 \quad 0.13 \quad 0.27 \quad 0.14 \\
\text{Corr}(Capital, TFP) &= -0.06 \quad -0.05 \quad -0.07 \quad -0.02 \\
\text{Corr}(Labor, TFP) &= 0.39 \, *** \quad 0.51 \, *** \quad -0.06 \quad -0.57 \, ** \\
ALP &= f(k, L_Q, TFP) \\
\text{Corr}(CapDeep, L_Q) &= 0.15 \quad 0.17 \quad -0.21 \quad -0.38 \\
\text{Corr}(CapDeep, TFP) &= -0.38 \, *** \quad -0.44 \, *** \quad -0.10 \quad 0.34 \\
\text{Corr}(L_Q, TFP) &= 0.00 \quad 0.11 \quad -0.65 \, *** \quad -0.77 \, *** \\
Y &= f(K_{IT}, K_{NON}, L, TFP_{IT}, TFP_{NON}) \\
\text{Corr}(K_{IT}, K_{NON}) &= -0.42 \, *** \quad -0.49 \, *** \quad 0.44 \quad 0.93 \, *** \\
\text{Corr}(K_{IT}, L) &= 0.10 \quad 0.06 \quad 0.09 \quad 0.03 \\
\text{Corr}(K_{IT}, TFP_{IT}) &= 0.86 \, *** \quad 0.83 \, *** \quad 0.69 \, *** \quad -0.14 \\
\text{Corr}(K_{IT}, TFP_{NON}) &= -0.17 \quad -0.27 \quad -0.20 \quad 0.07 \\
\text{Corr}(K_{NON}, L) &= 0.10 \quad 0.12 \quad 0.36 \quad 0.24 \\
\text{Corr}(K_{NON}, TFP_{IT}) &= -0.47 \, *** \quad -0.50 \, *** \quad 0.25 \quad 0.75 \, *** \\
\text{Corr}(K_{NON}, TFP_{NON}) &= 0.03 \quad 0.02 \quad -0.10 \quad -0.12 \\
\text{Corr}(L, TFP_{IT}) &= 0.19 \quad 0.31 \, * \quad 0.04 \quad -0.27 \\
\text{Corr}(L, TFP_{NON}) &= 0.37 \, *** \quad 0.49 \, *** \quad -0.07 \quad -0.56 \, ** \\
\text{Corr}(TFP_{IT}, TFP_{NON}) &= 0.02 \quad 0.10 \quad 0.07 \quad -0.03 \\
\end{align*}
\]

Note: Annual data from an Jorgenson, Ho, and Stiroh (forthcoming).

***, **, * indicate statistical significance at the 1%, 5%, or 10% level, respectively.
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Table 8: Decomposition of Aggregate Output and TFP Growth into Industry Contributions

Decomposition of aggregate output growth for 35 industries from 1958 to 2000. *Growth Decomposition* shows alternative decompositions of aggregate output and TFP growth. *Variance Decomposition* shows alternative decompositions of aggregate output and TFP variance. For industry sums, \( V(.) \) indicates the variances of weighted growth rate, while \( C(.,.) \) indicates the covariance of the weighted growth rate. All growth rates are log differences of annual data multiplied by 100. Sample periods are 1958-1983 and 1984-2000.

<table>
<thead>
<tr>
<th>Growth Decomposition</th>
<th>Variance Decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aggregate Output Decomposition</strong></td>
<td><strong>Pre-1984</strong></td>
</tr>
<tr>
<td><strong>Pre-1984</strong></td>
<td><strong>Post-1983</strong></td>
</tr>
<tr>
<td>Production Function</td>
<td>3.25</td>
</tr>
<tr>
<td>Production Possibility Frontier</td>
<td>3.47</td>
</tr>
<tr>
<td>( \Sigma v_{V,i} V_i )</td>
<td>3.47</td>
</tr>
<tr>
<td>( \Sigma \Sigma 2C(v_{V,i} V_i, v_{V,j} V_j) )</td>
<td>6.30</td>
</tr>
<tr>
<td><strong>Industry Value-Added Decomposition of Output</strong></td>
<td>( \Sigma v_{V,i} H_i )</td>
</tr>
<tr>
<td>( \Sigma v_{V,i} ALP_i )</td>
<td>1.98</td>
</tr>
<tr>
<td>( \Sigma \Sigma 2C(v_{V,i} H_i, v_{V,j} H_j) )</td>
<td>4.74</td>
</tr>
<tr>
<td>( \Sigma 2C(v_{V,i} H_i, v_{V,j} ALP_j) = \text{Within} )</td>
<td>-0.24</td>
</tr>
<tr>
<td>( \Sigma \Sigma 2C(v_{V,i} ALP_i, v_{V,j} ALP_j) = \text{Between} )</td>
<td>0.63</td>
</tr>
<tr>
<td>( \Sigma \Sigma 2C(v_{V,i} ALP_i, v_{V,j} ALP_j) )</td>
<td>0.92</td>
</tr>
</tbody>
</table>

| **Domar-Weighted TFP Decomposition** | **Pre-1984** | **Post-1983** | **Change** |
| **Pre-1984** | **Post-1983** | **Change** | **Pre-1984** | **Post-1983** | **Change** |
| Domar-Weighted TFP | 0.82 | 0.83 | 0.01 | Domar_Weighted TFP | 3.24 | 1.56 | -1.68 |
| \( \Sigma v_{V,i}/s_{V,i} TFP_i \) | 0.82 | 0.83 | 0.01 | \( \Sigma V(v_{V,i}/s_{V,j} TFP_j) \) | 1.52 | 0.68 | -0.83 |
| \( \Sigma \Sigma 2C(v_{V,i}/s_{V,i} TFP_i, v_{V,j}/s_{V,j} TFP_j) \) | 1.72 | 0.87 | -0.85 |

Note: Annual data from Jorgenson, Ho, and Stiroh (2005).
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Table 9: Within Industry Change in Contribution to Volatility of Aggregate Variables

Results are for each of 35 industries from 1958 to 2000. Each estimate is the difference in the industry's direct contribution to aggregate volatility from 1958-1983 to 1983-2000. Significance levels are from Levene's test that the variance of the contribution is the same for the two periods. Dur indicates a durable manufacturing sector and Other includes all remaining industries.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Industry</th>
<th>Value-Added</th>
<th>Hours</th>
<th>ALP</th>
<th>TFP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Other Agriculture</td>
<td>-0.098</td>
<td>-0.004</td>
<td>-0.092</td>
<td>-0.094</td>
</tr>
<tr>
<td>2</td>
<td>Metal Mining</td>
<td>-0.001 **</td>
<td>0.000 *</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>Coal Mining</td>
<td>-0.002 **</td>
<td>-0.002 **</td>
<td>-0.002 ***</td>
<td>-0.001 **</td>
</tr>
<tr>
<td>4</td>
<td>Petroleum and Gas</td>
<td>-0.027</td>
<td>-0.043</td>
<td>-0.039</td>
<td>-0.101 *</td>
</tr>
<tr>
<td>5</td>
<td>Nonmetallic Mining</td>
<td>0.000 ***</td>
<td>0.000</td>
<td>0.000 **</td>
<td>0.000 ***</td>
</tr>
<tr>
<td>6</td>
<td>Construction</td>
<td>-0.065</td>
<td>-0.076</td>
<td>-0.115 **</td>
<td>-0.094 **</td>
</tr>
<tr>
<td>7</td>
<td>Food Products</td>
<td>-0.028</td>
<td>-0.002 **</td>
<td>-0.023</td>
<td>-0.023</td>
</tr>
<tr>
<td>8</td>
<td>Tobacco Products</td>
<td>0.001 **</td>
<td>0.000</td>
<td>0.001 **</td>
<td>0.001 **</td>
</tr>
<tr>
<td>9</td>
<td>Textile Mill Products</td>
<td>-0.002 **</td>
<td>-0.001 ***</td>
<td>-0.003 **</td>
<td>-0.002 **</td>
</tr>
<tr>
<td>10</td>
<td>Apparel and Textiles</td>
<td>-0.005 ***</td>
<td>-0.002 **</td>
<td>-0.003 *</td>
<td>-0.003 **</td>
</tr>
<tr>
<td>11</td>
<td>Lumber and Wood</td>
<td>-0.002</td>
<td>-0.002 *</td>
<td>-0.007 ***</td>
<td>-0.006 ***</td>
</tr>
<tr>
<td>12</td>
<td>Furniture and Fixtures</td>
<td>-0.001 **</td>
<td>-0.001 **</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>Paper Products</td>
<td>0.001</td>
<td>-0.002 **</td>
<td>0.005</td>
<td>0.003</td>
</tr>
<tr>
<td>14</td>
<td>Printing and Publishing</td>
<td>0.001</td>
<td>0.000</td>
<td>0.002 **</td>
<td>0.001</td>
</tr>
<tr>
<td>15</td>
<td>Chemical Products</td>
<td>-0.051 **</td>
<td>-0.003</td>
<td>-0.039 **</td>
<td>-0.049 **</td>
</tr>
<tr>
<td>16</td>
<td>Petroleum Refining</td>
<td>-0.021</td>
<td>-0.001 **</td>
<td>-0.019</td>
<td>-0.021</td>
</tr>
<tr>
<td>17</td>
<td>Rubber and Plastic</td>
<td>-0.003</td>
<td>-0.003 **</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>18</td>
<td>Leather Products</td>
<td>0.000 ***</td>
<td>0.000 ***</td>
<td>-0.001 ***</td>
<td>0.000 ***</td>
</tr>
<tr>
<td>19</td>
<td>Stone, Clay, and Glass</td>
<td>-0.003 **</td>
<td>-0.002 ***</td>
<td>0.000</td>
<td>0.000 **</td>
</tr>
<tr>
<td>20</td>
<td>Primary Metals</td>
<td>-0.032 ***</td>
<td>-0.013 ***</td>
<td>-0.012</td>
<td>-0.015</td>
</tr>
<tr>
<td>21</td>
<td>Fabricated Metals</td>
<td>-0.028 ***</td>
<td>-0.018 ***</td>
<td>-0.001</td>
<td>-0.004</td>
</tr>
<tr>
<td>22</td>
<td>Industrial Machinery and Equ</td>
<td>-0.045</td>
<td>-0.034 ***</td>
<td>0.002</td>
<td>-0.006</td>
</tr>
<tr>
<td>23</td>
<td>Electronic and Electric Equ</td>
<td>0.024 **</td>
<td>-0.019 **</td>
<td>0.026 ***</td>
<td>0.023 ***</td>
</tr>
<tr>
<td>24</td>
<td>Motor Vehicles</td>
<td>-0.061 ***</td>
<td>-0.029 ***</td>
<td>-0.010 ***</td>
<td>-0.024 ***</td>
</tr>
<tr>
<td>25</td>
<td>Other Transportation Equ</td>
<td>-0.001</td>
<td>-0.010</td>
<td>-0.006</td>
<td>-0.005</td>
</tr>
<tr>
<td>26</td>
<td>Instruments</td>
<td>-0.003</td>
<td>-0.001</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>27</td>
<td>Miscellaneous Manufacturing</td>
<td>-0.002 ***</td>
<td>0.000 *</td>
<td>-0.001 **</td>
<td>-0.001 ***</td>
</tr>
<tr>
<td>28</td>
<td>Transport and Warehouse</td>
<td>-0.035 ***</td>
<td>-0.009</td>
<td>-0.003</td>
<td>-0.015</td>
</tr>
<tr>
<td>29</td>
<td>Communications</td>
<td>-0.004</td>
<td>0.002</td>
<td>0.002</td>
<td>-0.001</td>
</tr>
<tr>
<td>30</td>
<td>Electric Utilities</td>
<td>0.000</td>
<td>0.002</td>
<td>0.003</td>
<td>0.003 *</td>
</tr>
<tr>
<td>31</td>
<td>Gas Utilities</td>
<td>-0.013</td>
<td>0.000</td>
<td>-0.013</td>
<td>-0.012</td>
</tr>
<tr>
<td>32</td>
<td>Trade</td>
<td>-0.105</td>
<td>0.029</td>
<td>-0.081</td>
<td>-0.103</td>
</tr>
<tr>
<td>33</td>
<td>FIRE</td>
<td>0.025</td>
<td>0.050 **</td>
<td>0.066 *</td>
<td>0.024</td>
</tr>
<tr>
<td>34</td>
<td>Services</td>
<td>-0.367</td>
<td>0.113 **</td>
<td>-0.263</td>
<td>-0.303</td>
</tr>
<tr>
<td>35</td>
<td>Government Enterprises</td>
<td>-0.002</td>
<td>0.000</td>
<td>-0.001</td>
<td>-0.002</td>
</tr>
</tbody>
</table>

Sum | -0.96 | -0.08 | -0.63 | -0.83 |
Sum - Dur | -0.16 | -0.13 | -0.01 | -0.04 |
Sum - Other | -0.80 | 0.05 | -0.62 | -0.79 |

Note: Annual data from Jorgenson, Ho, and Stiroh (2005).

***, **, * indicate statistical significance at the 1%, 5%, or 10% level, respectively.
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Table 10: Changing Relationship between Hours and Labor Productivity Growth

Ordinary least squares regressions of hours growth on labor productivity growth (gross output per hour), post-1983 dummy variable (=0 if year>=1984; =0 otherwise), and interaction between productivity growth and post-1983 dummy variable. Constant and Post-83 dummy are not reported when year dummies are included because the estimated coefficient depends on which year dummies are excluded. Robust standard errors in parentheses allow for correlation of errors within a year.

<table>
<thead>
<tr>
<th>ALP Growth</th>
<th>-0.213***</th>
<th>-0.134**</th>
<th>-0.138**</th>
<th>-0.192***</th>
<th>-0.200***</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.055)</td>
<td>(0.058)</td>
<td>(0.049)</td>
<td>(0.050)</td>
</tr>
<tr>
<td>Post-83 Dummy * ALP Growth</td>
<td>-0.186**</td>
<td>-0.170*</td>
<td>-0.160**</td>
<td>-0.143*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.080)</td>
<td>(0.087)</td>
<td>(0.077)</td>
<td>(0.080)</td>
<td></td>
</tr>
<tr>
<td>Post-83 Dummy</td>
<td>-0.043</td>
<td>-0.087</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.786)</td>
<td>(0.796)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.832*</td>
<td>0.863</td>
<td>0.873</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.444)</td>
<td>(0.661)</td>
<td>(0.681)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Industry Dummies: Yes
Year Dummies: Yes
Adjusted-R²: 0.04 0.05 0.11 0.33 0.40
No. Obs.: 1,470 1,470 1,470 1,470 1,470

Note: Annual data from Jorgenson, Ho, and Stiroh (2005).
***, **, * denotes statistical significance at the 1%, 5%, and 10% level respectively.
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