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Abstract
This paper analyzes to what extent changes in monetary policy regimes influence the business cycle in a small open economy and investigates the impact of policy breaks on the estimation procedure. We estimate a dynamic stochastic general equilibrium (DSGE) model on Swedish data, explicitly taking into account the monetary regime change in 1993, from exchange rate targeting to inflation targeting. The results suggest that monetary policy reacted strongly to exchange rate movements in the former, and mostly to inflation in the latter. The external sector plays an important role in the economy, and the international transmission mechanism is significantly affected by the choice of exchange rate regime. A counterfactual experiment that applies the inflation targeting policy rule on the disturbances from the exchange rate targeting period suggests that such a policy would have led to higher output and employment, but also to a depreciated currency, higher inflation, and a more volatile economy. We also present evidence that ignoring the break in the estimation leads to spurious results for both the parameters associated with monetary policy as well as those that are policy-independent.
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1 Introduction

After the breakdown of the Bretton-Woods system, several countries searched for a new nominal anchor for their monetary policy. Many small open economies initially opted for some form of managed exchange-rate regimes but, over time, most proved to be incapable of resisting the pressures of international capital markets. As those regimes proved to be inefficient, monetary authorities searched for a new anchor for the conduct of monetary policy. Inflation targeting eventually became the new regime of choice, initially adopted by New Zealand and quickly followed by others, such as Canada, United Kingdom and Sweden. More than two decades after inflation targeting came into being, it is time to evaluate to which extent such changes in monetary policy regime influence our view of economic dynamics.

From a methodological point of view, dealing with regime breaks is not a trivial task. In this paper, we propose a simple method to estimate a model over a period of time containing a regime shift. We then evaluate to which degree it is relevant to explicitly acknowledge the break in the estimation procedure. To be precise, we are not engaging in an exercise in which we are searching for the structural break. In this case we know for a fact that the regime change took place and we further know the precise date of such an event. Therefore, the whole exercise comes down to discussing the extent to which it is important to incorporate that regime break in the estimation procedure or not.

We look at Sweden as a good example of a small open economy that went through a monetary policy regime change. Sweden adopted an exchange rate target zone in 1977, setting a central parity for the Swedish krona against a basket of currencies, and only allowing small deviations from that parity. After the dramatic and unsuccessful attempt to defend the currency at the end of 1992, the Swedish authorities decided to abandon that exchange rate regime. Shortly thereafter, in January of 1993, Sveriges Riksbank (the central bank of
Sweden announced the adoption of an inflation targeting regime.\textsuperscript{1}

To analyze how the economic dynamics changed from one regime to the other, we estimate a small open economy dynamic stochastic general equilibrium (DSGE) model on Swedish data. Our main goals are to estimate the different monetary policy regimes during the target zone (TZ) period and the inflation targeting (IT) period, analyze how differences in monetary policy affected business cycle dynamics and quantify the extent to which ignoring the break can lead to spurious results in the estimation.

We start by estimating the model assuming that all the parameters in the model are constant in the two sub-periods, except for the monetary policy related ones.\textsuperscript{2} This allows us to estimate two separate policy rules, one for each regime. We compare the propagation of shocks in the two periods through impulse response analysis, and then analyze whether the regime change implies a different decomposition of business cycle volatility. The main conclusion is that the influence of different shocks is very different in the two regimes and, therefore, it is important to account for the regime change in the estimated DSGE in order to properly capture the information in the data.

According to our results, monetary policy reacted strongly to exchange rate movements during the target zone regime while it focused mainly on inflation stabilization during the inflation targeting period. The external sector plays an important role in the open economy and the international transmission mechanism is significantly affected by the choice of exchange rate regime. Moreover, the difference between the two regimes is sharper after shocks that originate abroad. As emphasized in Svensson (1994), the main advantage of a target zone, compared to a fixed peg, is that it gives the monetary authority the ability to

\textsuperscript{1}After the Bretton Woods collapse in 1973, Sweden participated in the so-called "snake" exchange rate mechanism. In 1977, the Riksbank announced a unilateral target zone to a currency basket constructed using trading weights. In May 1991, the ECU became the official target. Lindbeck et al. (1994), Lindberg et al. (1993), Lindberg and Söderlind (1994) and the official web page of Sveriges Riksbank are good references for a more detailed description of the exchange rate regimes adopted in Sweden in the last century.

\textsuperscript{2}As explained at some length in the model section, besides the parameters in the Taylor rule we also allow the risk premium shock in the UIP condition to be regime-dependent.
stabilize the exchange rate without losing all of its ability to react to domestic shocks. Our results confirm this view. However, foreign shocks hit the economy harder during the TZ period than during the inflation targeting regime because the exchange rate’s role as a shock absorber is more restricted. Confirming this view, the contribution of foreign shocks to the business cycle is larger during the target zone regime.

To shed further light on the implications of the two monetary regimes on the business cycles of a small open economy, we also conduct a counterfactual experiment. We evaluate how the inflation targeting monetary policy rule would have performed in response to the shock innovations from the target zone historical sample. In this exercise we find that Sweden would have had significantly higher levels of output, hours and consumption, at the expense of a more depreciated currency (in both nominal and real terms), and inflation would have been on average higher and more volatile. The nominal interest rate would have been lower on average but more volatile as well. In general most variables, other than capital, would have been more volatile.

Finally, it is important to investigate the extent to which ignoring the regime change can lead to spurious results. Therefore we reestimate the model over the whole sample ignoring the policy break and compare the results to our benchmark estimation. We find that in this case we risk capturing business cycle properties that are averaged across the two periods. This misspecification will affect not only the parameters of the policy rule but also the posterior distribution of the parameters that are meant to be structural and independent of the policy regime. This means that we estimate a policy characterization that is not correct for either period and further contaminates the estimation of the policy-independent parameters. In particular, the misspecification affects the parameters associated with the demand side of the economy and, therefore, the whole internal propagation mechanism of the model.

The results discussed in this paper are also important in a wider context because Sweden
is far from the only country with policy regime changes in recent history. There is a significant number of small open economy countries that experienced policy regime changes in the last thirty years that are well documented, and can thus be subject to the same procedure that we apply to Sweden.

The model in this paper, based on Kollmann (2001), incorporates physical capital, deviations from the law of one price (LOP) and Calvo price and wage setting. As shown by Betts and Devereux (2000), pricing-to-market (PTM) behavior by firms increases nominal and real exchange rate volatility. Considering the empirical failure of the LOP, Kollmann (2001) assumes that intermediate goods firms can price discriminate between domestic and foreign markets and that prices are set in the currency of their customers. To capture the well documented inertia in consumption, we include external habit formation in the utility function. Moreover, we assume frictions in financial markets to create a wedge between the returns on domestic and foreign assets. As in Benigno (2001), this "frictional" risk premium is assumed to be a decreasing function of the country’s net foreign asset position.

We consider two different specifications for monetary policy. For the first part of the sample, the target zone period, we partly follow Svensson (1994). A linear managed float without an explicit band is used as an approximation to a non-linear exchange rate band model. In contrast to Svensson (1994), we describe monetary policy by an interest rate rule, whereby the monetary authority reacts to exchange rate deviations from the central parity. For the second part of the sample, in the inflation targeting regime, we describe monetary policy with a Taylor-type rule where the central bank reacts to current inflation, output and, potentially, exchange rate movements.

Seven structural shocks complete the model specification: Shocks to preferences, labor supply, productivity, monetary policy, wage and price markups, and risk premium.3 In addi-

---

3In a target zone, the exchange rate is allowed to float around the central parity within tight bands. If the pressures on the exchange rate are too strong, the authorities might decide to change the central parity. Therefore, investors form expectations about these changes, and this is what we describe as realignment.
tion, three more shocks enter a pre-estimated VAR representing the foreign sector. Following Smets and Wouters (2003), we estimate the model using Bayesian methods.

Structural estimation of small open economy models has been the subject of extensive research in the recent past. Smets and Wouters (2003) showed the advantages of using Bayesian techniques in the estimation of a closed economy model DSGE on Euro Area data. Adolfson et al. (2007) extend that work, applying the same approach on an open economy model for the Euro Area. Other recent papers that estimate open economy models with Bayesian methods include Justiniano and Preston (2010a), Justiniano and Preston (2010b) and Lubik and Schorfheide (2007), among many others.

Unlike the previous literature, this paper considers the effects of monetary regime change on the dynamics of a small open economy. In this way, the paper contributes to the literature on time-varying DSGE models, e.g., Fernández-Villaverde and Rubio-Ramírez (2007) and Justiniano and Primiceri (2008). However, in contrast to those papers, we model a specific change of monetary policy regimes at a given well known date, rather than allowing specific parameters to change over time in a random fashion. Independent work by Adolfson et al. (2008) also considers the change in monetary policy due to the adoption of inflation targeting in Sweden. However, their paper only considers the impact of regime change on the stability of the interest rate rule parameters. Instead, we focus on the overall monetary policy regime, model explicitly the exchange rate targeting regime and evaluate the role of devaluation expectations during the target zone.

The rest of the paper is organized as follows. Section 2 presents the theoretical model. Section 3 describes the estimation procedure and presents the results from the estimation with the regime change in terms of parameter estimates, impulse response functions and expectations. Usually the pressure is more on the devaluation side and hence we use the terms "realignment expectations" and "devaluation expectations" interchangeably. As will be further discussed in the model description, we assume these expectations to be subject to shocks. These shocks, obviously, only play a role in the target zone period and are incorporated in the risk premium for that period.
variance decomposition. In section 4, we apply the shock innovations extracted from the target zone historical sample to the estimated system under inflation targeting, while in section 5 we reestimate the model over the whole sample ignoring the break. Section 6 presents our conclusions.

2 The Model

The model follows closely Kollmann (2001) who considers a small open economy with a representative household, firms and a government. A single nontradable final good is produced by the domestic country, as well as a continuum of intermediate tradable goods. The final-goods market is perfectly competitive, while there is monopolistic competition in the intermediate goods market. Prices are assumed to be sticky in the buyer’s currency. This assumption, commonly denominated as local currency pricing (LCP), is supported by empirical evidence on Swedish exporters’ invoicing practice, and influences the role of the exchange rate in the international transmission mechanism. Specifically, local currency pricing shuts down the expenditure switching effect of the exchange rate in the domestic country. Instead, exchange rate depreciation (appreciation) has a wealth effect on exporters’ profits, leading them to raise (decrease) their markups. Thus, in the model, a nominal depreciation improves the domestic country’s terms of trade.

The household owns the domestic firms, holds one-period domestic and foreign currency bonds and rents capital to firms. Overlapping wage contracts a la Calvo are assumed. We further consider habit persistence in consumption. The monetary authority follows a Taylor-type interest rate rule in both monetary policy regimes. Moreover, following Benigno (2001), we model the risk premium on the return to foreign borrowing as a function of the level of net foreign assets. In the next subsections, we describe each sector of the economy in more

---

detail. For ease of presentation in the text we only set up the agents’ optimization problems, leaving the full list of equations (already log-linearized) to Appendix A.

2.1 Final Goods Production

A non-tradable final good, \( Z_t \), is produced in a perfectly competitive market using domestically produced \( (Q^d) \) and imported \( (Q^m) \) intermediate goods according to the following technology:

\[
Z_t = \left( \frac{Q^d_t}{\alpha^d} \right)^{\alpha^d} \left( \frac{Q^m_t}{1 - \alpha^d} \right)^{1 - \alpha^d} \tag{2.1}
\]

where

\[
Q^i_t = \left[ \int_0^1 \frac{q^i_t(s)}{P^i_t} \frac{1}{1 + \nu_t} \, ds \right]^{1 + \nu_t}, \quad i = d, m \tag{2.2}
\]

are the domestic and the imported intermediate input quantity indices, \( q^d_t(s) \) and \( q^m_t(s) \) the domestic and imported type "s" intermediate goods and \( \nu_t \) time varying price markup shock.

Cost minimization implies demand for inputs:

\[
q^i_t(s) = Q^i_t \left( \frac{p^i_t(s)}{P^i_t} \right)^{-\frac{1 + \nu_t}{\nu_t}}, \quad i = d, m \tag{2.3}
\]

\[
Q^i_t = \alpha^i \frac{P_t Z_t}{P^i_t}, \tag{2.4}
\]

and the price indices are given by:

\[
P^i_t = \left[ \int_0^1 \frac{p^i_t(s)}{P^i_t} \frac{1}{1 + \nu_t} \, ds \right]^{-\nu_t}, \quad i = d, m \tag{2.5}
\]

\[
P_t = \left( P^d_t \right)^{\alpha_d} \left( P^m_t \right)^{1 - \alpha_d}. \tag{2.6}
\]


2.2 Intermediate Goods Production

In the intermediate goods market, a continuum of monopolistic competitive firms combines labor \((L)\) and capital \((K)\) according to the following technology:

\[
y_t(s) = \theta_t K_t(s) L_t(s)^{1-\psi}, \tag{2.7}
\]

with

\[
L_t(s) = \left[ \int_0^1 l_t(h; s) \frac{1}{1+\theta_t} dh \right]^{1+\gamma_t}, \tag{2.8}
\]

where \(\gamma_t\) is a time varying wage markup.

Cost minimization implies

\[
W_t = \left[ \int_0^1 w_t(h) \frac{1}{1+\theta_t} dh \right]^{-\gamma_t}, \tag{2.9}
\]

where \(w_t(h)\) denotes the nominal wage of worker \(h\), and \(W_t\) is the price index for labor inputs. The firm’s production is sold at both domestic and foreign markets:

\[
y_t(s) = q^d_t(s) + q^x_t(s). \tag{2.10}
\]

Export demand is assumed to have the same form as the domestic demand function,

\[
Q^x_t = \left( \frac{P^x_t}{P^*_t} \right)^{-\eta} Y^*_t, \tag{2.11}
\]

where \(Y^*_t\) is foreign real GDP and \(P^*_t\) the foreign aggregate price level. Total foreign demand is allocated to the different varieties according to:

\[
Q^x_t = \left[ \int_0^1 q^x_t(s) \frac{1}{1+\nu_t} ds \right]^{1+\nu_t}. \tag{2.12}
\]
The demand for each variety is therefore similar to domestic demand:

\[ q_i^x (s) = Q_i^x \left( \frac{P_i^x (s)}{P_t^x} \right)^{-\frac{1+\nu_t}{\nu_t}}, \]  

(2.13)

with price index:

\[ P_t^x = \left[ \int_0^1 p_i^x (s)^{-\frac{1}{\nu_t}} ds \right]^{-\nu_t}. \]  

(2.14)

The profits from producing and importing are

\[ \Pi_{i+t}^i (p_t^i) = (P_{i+t}^i)^{\frac{1}{\nu_{i+t}}} Q_{t+t}^i \left[ \left( P_t^i \right)^{-\frac{1}{\nu_{i+t}}} - S_{i+t}^i \left( p_t^i \right)^{-\frac{1}{\nu_{i+t}}} \right], \]  

for \( i = d, m, x, \)  

(2.15)

where \( S_i^i \) is the marginal cost. Firms can price discriminate among the domestic and foreign markets and set prices in the currency of the buyer. The firms’ profit maximization problem is therefore:

\[
\max_{p_t^i} \sum_{\tau=0}^{\infty} \alpha_p^\tau E_t \left[ \rho_{t, t+\tau} \Pi_{i+t}^i (p_t^i) \right] \\
\text{s.t.} \quad \Pi_{i+t}^i (p_t^i) = (P_{i+t}^i)^{\frac{1}{\nu_{i+t}}} Q_{t+t}^i \left[ \left( P_t^i \right)^{-\frac{1}{\nu_{i+t}}} - S_{i+t}^i \left( p_t^i \right)^{-\frac{1}{\nu_{i+t}}} \right],
\]

(2.16)

where

\[
\rho_{t, t+\tau} = \beta^\tau \frac{\xi_{t+t} U_c (t+\tau)}{\xi_t U_c (t)} \frac{P_t}{P_{t+\tau}}
\]

is the discount factor in domestic currency and \( (1 - \alpha_p) \) is the probability of being able to set the price in a given period, as implied by the representative household problem described in the following subsection.
2.3 The Representative Household

The representative household (HH) maximizes expected utility:\(^5\)

\[
\begin{align*}
\max & \quad E_0 \sum_{t=1}^{\infty} \beta^t \xi_t U(C_t, L_t) \\
\text{s.t.} & \quad U(C_t, L_t) = \left( C_t - v \tilde{C}_{t-1} \right)^{1-\sigma_c} - \kappa_t \int_0^1 l_t(h)^{1+\sigma_l} dh, \\
\end{align*}
\]

where \(l_t(h)\) represents the quantity of labor of type \(h\) supplied and \(\tilde{C}_{t-1}\) past aggregate consumption, taken as exogenous by each individual household. As in Smets and Wouters (2003), we introduce two preference shocks in the utility function: \(\xi_t\), which affects the intertemporal elasticity of substitution and \(\kappa_t\), a shock to the disutility of labor relative to the utility of consumption.

The household invests in capital:

\[
K_{t+1} = (1 - \delta) K_t + I_t - \phi(K_{t+1}, K_t),
\]

where the convex adjustment costs are given by

\[
\phi(K_{t+1}, K_t) = \frac{\Phi}{2} \frac{(K_{t+1} - K_t)^2}{K_t}.
\]

Frictions in financial markets create a wedge between the returns to domestic and foreign assets. As in Benigno (2001), this risk premium is assumed to be a decreasing function of the country’s net foreign asset position:

\[
\Omega_t = \exp \left\{ -\frac{\omega}{2\Upsilon} \frac{c_t B_t}{P_t} + \zeta_t \right\},
\]

where \(\zeta_t\) is an exogenous shock, and \(\Upsilon\) is the steady state value of exports in units of domestic

\(^5\)We assume a cashless limit economy as in Woodford (2003).
final goods, \( Y \equiv eP^xQ^x/P \). This implies that households pay an increasing intermediation premium on their debt.\(^6\)

The budget constraint is:

\[
A_t + e_t B_t + P_t (C_t + I_t) = (1 + i_{t-1}) A_{t-1} \\
+ (1 + \bar{i}_{t-1}) \Omega_{t-1} e_t B_{t-1} + R_t K_t \\
+ \sum_{i=d,x,m} \int_0^1 \Pi_i^t (s) ds + \int_0^1 \int_0^1 w_t (h) l_t (h; s) dhds,
\]

where \( A_t \) and \( B_t \) are stocks of domestic and foreign assets at the end of period \( t \). With probability \( (1 - \alpha_w) \), the household is able to set the wage for type \( h \) labor, taking the average wage rate \( W_t \) as given and satisfying the demand for labor of each type:

\[
l_t (h) = \chi_t w_t (h)^{\frac{1 + \gamma_t}{\gamma_t}},
\]

where \( \chi_t = \psi^{-1} (1 - \psi) (W_t)^{\frac{1}{\gamma_t}} R_t K_t. \)

### 2.4 Monetary Authority

The model accounts for the monetary policy regime shift in Sweden after the 1992 crisis. The data set considered in this paper begins in 1980. Monetary policy between that year and the third quarter of 1992 is best described as a target zone regime. During this first part of the sample, we follow Svensson (1994) by explicitly modeling expectations of realignment and deviations from central parity. However, we depart from that paper by introducing an interest rate rule that takes into account exchange rate deviations from central parity instead of deriving the optimal policy behavior.

\(^6\)The financial frictions generate a wedge between borrowing and lending to foreigners. This, together with the assumption that \( \beta (1 + \bar{i}^*) = 1 \), leads to an optimal choice of zero net foreign assets in a non-stochastic steady state.
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After the exchange rate crisis in 1992, the Riksbank decided to let the krona float and enter a regime of explicit inflation targeting. In the inflation targeting regime, monetary policy is represented by a simple Taylor-type rule in which the interest rate responds to inflation, output and exchange rate movements. We further augment the policy rule to include interest rate smoothing.

2.4.1 Target Zone Regime

Following Svensson (1994), we write the exchange rate as \( \hat{e}_t = \hat{e}_{c,t} + \hat{e}_{x,t} \), where \( \hat{e}_{c,t} \) is the central parity exchange rate and \( \hat{e}_{x,t} \) refers to the deviations of the exchange rate from central parity. It follows that expected realignments satisfy:

\[
E_t[\hat{e}_{t+1} - \hat{e}_t] = E_t[\hat{e}_{c,t+1} - \hat{e}_{c,t}] + E_t[\hat{e}_{x,t+1} - \hat{e}_{x,t}]. \tag{2.24}
\]

Realignment expectations have an endogenous component, here modeled as a linear response to the exchange rate deviations from central parity, and an exogenous component which follows an AR(1) process:

\[
E_t[\hat{e}_{c,t+1} - \hat{e}_{c,t}] = g_t + \rho_x \hat{e}_{x,t} \tag{2.25}
\]
\[
g_t = \rho_g g_{t-1} + \varepsilon_{g,t}. \tag{2.26}
\]

Compared to a fully fixed exchange rate system, a target zone regime gives central banks more flexibility in the management of the exchange rate, thereby allowing monetary policy to be used for other purposes. Nevertheless, the central bank is constrained to using the policy instrument to also keep the exchange rate close to central parity and fight expectations of realignment. Therefore, we represent monetary policy by a modified Taylor rule taking into
account the reaction to exchange rate deviations from the central parity:

\[ \hat{i}_t = \rho_{m,TZ} \hat{i}_{t-1} + (1 - \rho_{m,TZ}) \left[ \Gamma_{p,TZ} \hat{\pi}_t + \Gamma_{y,TZ} \hat{Y}_t/4 + \Gamma_{x,TZ} \hat{e}_{x,t} \right] + \varepsilon_{m,TZ,t}, \tag{2.27} \]

where \( \hat{\pi}_t \) and \( \hat{Y}_t \) are expressed as percentage deviations from steady state values, \( \varepsilon_{m,t} \) is an i.i.d. shock which captures the non-systematic component of monetary policy, and \( \hat{i}_t \) is defined by \( \hat{i}_t \equiv \frac{\bar{\iota} - 1}{1 + \bar{\iota}} \), with \( \bar{\iota} \) the steady state level of the interest rate. Inserting (2.25) into (2.24), we get an expression for the expectations of depreciation:

\[ E_t [\hat{e}_{t+1} - \hat{e}_t] = E_t \hat{e}_{x,t+1} + g_t - (1 - \rho_x) \hat{e}_{x,t}. \tag{2.28} \]

With some algebra, it is possible to rewrite the uncovered interest rate parity relation for the target zone period as:

\[ \hat{i}_t = \hat{i}_t^* + E_t \hat{e}_{t+1} + (\rho_x - 1) \hat{e}_t - \omega \hat{B}_t + \zeta_{t,TZ}. \tag{2.29} \]

where we define

\[ \zeta_{t,TZ} \equiv g_t + \zeta_t \tag{2.30} \]

to highlight the fact that the exogenous component of the expectation of realignment, \( g \), appears only in the target zone period. For identification reasons, we choose to estimate the sum \( g + \zeta \), and rename it simply as \( \zeta_{t,TZ} \). Thus, in what follows, the "risk premium shock" encompasses both a pure "expectations of devaluation" and a "risk premium" component when referring to the target zone regime. To make it clear, for the inflation targeting regime we define similarly

\[ \zeta_{t,IT} \equiv \zeta_t, \tag{2.31} \]

and we allow \( \zeta_{t,TZ} \) and \( \zeta_{t,IT} \) to follow different stochastic processes (allowing for different
autocorrelation and volatility).

### 2.4.2 Inflation Targeting Regime

In the inflation targeting period, with the exchange rate freely floating, the monetary authority’s actions while steering the economy are no longer constrained. It is reasonable to expect that it might want to achieve greater interest rate smoothing, more aggressiveness in its reaction to inflation and more responsiveness to output fluctuations. This will be part of the empirical question we are trying to address, namely to what extent the target zone limits central bank reactions to inflation and output changes as well as the degree of interest rate smoothing. Moreover, according to the results in Lubik and Schorfheide (2007), the Bank of Canada and the Bank of England include the nominal exchange rate in their policy rules. Hence, we model monetary policy through a standard log-linearized Taylor rule augmented with a response to exchange rate movements:

\[
\hat{\pi}_t = \rho_{m, IT} \hat{\pi}_{t-1} + (1 - \rho_{m, IT}) \left[ \Gamma_{p, IT} \hat{\pi}_t + \Gamma_{y, IT} \hat{y}_t/4 + \Gamma_{x, IT} \Delta \hat{e}_t \right] + \varepsilon_{m, IT, t}.
\] (2.32)

Note that the coefficients in the two Taylor rules, in equation (2.27) and (2.32), are regime-dependent; hence we allow for different responses of the monetary authority to inflation, output, exchange rate and interest rate in the two regimes. Moreover, the variance of the monetary policy shock is allowed to vary across the two subsamples.
2.5 Foreign Sector

For simplicity, we treat the foreign sector as exogenous and assume that foreign output, inflation and interest rate follow a log-linear VAR model with one lag:

\[
G_0 \begin{bmatrix}
\hat{Y}_t^* \\
\pi_t^* \\
\hat{i}_t^*
\end{bmatrix} = G_1 \begin{bmatrix}
\hat{Y}_{t-1}^* \\
\pi_{t-1}^* \\
\hat{i}_{t-1}^*
\end{bmatrix} + \begin{bmatrix}
\varepsilon_{y,t}^* \\
\varepsilon_{p,t}^* \\
\varepsilon_{i,t}^*
\end{bmatrix}.
\] (2.33)

We pre-estimate the foreign VAR using standard OLS methods and keep these parameters fixed through the estimation of the DSGE model.

2.6 Equilibrium

The equilibrium in the domestic goods market requires that

\[
Z_t = C_t + I_t,
\] (2.34)
\[
K_t = \int_0^1 K_t(s) \, ds.
\] (2.35)

It is assumed that no foreigners hold domestic assets, so that in equilibrium:

\[
A_t = 0.
\] (2.36)

Finally, in equilibrium, it is possible to recover the Balance of Payments equation from the budget constraint:

\[
B_t = (1 + i_{t-1}^*) \Omega_{t-1} B_{t-1} + P_t^x Q_t^x - P_t^x Q_t^m.
\] (2.37)
2.7 Shock Structure

There are seven structural shocks in the economy: shocks to preferences, productivity, the risk premium, labor supply, the Taylor rule, the price markup and the wage markup. The first four follow stochastic processes given by:

\[ z_t = (1 - \rho_z) + \rho_z z_{t-1} + \varepsilon_{z,t}, \]  

while the two markup shocks and the monetary shock are i.i.d. and take the form:

\[ z_t = z + (1 + z) \varepsilon_{z,t}. \]  

The shock structure is completed by three additional shocks - shocks to foreign inflation, output and interest rate - that are included in the pre-estimated exogenous foreign VAR.

The full model is solved and estimated in log-linear form around its deterministic steady state.

3 Estimation With Regime Change

We estimate the model using Bayesian techniques and explicitly incorporate the monetary policy regime change to analyze the extent to which the policy break influences the estimated results. More precisely, we rewrite the system in state-space form representation for each period/regime and match the observables with latent variables through a system of observation equations to construct the likelihood of the model.\(^8\) Combining our priors, described in the next subsection, with the likelihood, we form the posterior density and

\(^7\) We solve the model using the Matlab routine gensys.m created by Christopher Sims. The log-linearized equilibrium conditions are presented in Appendix A.

\(^8\) Because the steady state is exactly the same in both regimes, the variables in log-deviations from steady state convey exactly the same interpretation in both regimes, as they are referring to the same steady state.
estimate its mode through numerical optimization methods. Then, we generate a sample of four parallel chains of 200,000 draws using Markov Chain Monte Carlo (MCMC) methods.

To explicitly account for the monetary regime change that occurred after November 1992, when forming the likelihood of the model, we initialize the Kalman filter for the two subsamples differently. Specifically, first we set the state space form for the target zone period initializing the Kalman filter with mean zero and an identity covariance matrix. Then, we eliminate the last observation of the target zone subsample and the first of the inflation targeting to minimize the effects of breaks in expectations in the theoretical model. We restart the Kalman filter for the second subsample with a mean equal to the values of the state variables of the last observation available for the target zone. The covariance matrix is set equal to the covariance matrix in the last period of the first subsample for the state variables that are common in both regimes, but multiplied by a factor of $(1.5)^2$ to imply that there is some increase in uncertainty about the filter.

A common problem in highly parametrized models is that it is unfeasible to directly infer the properties of the posterior. Therefore it becomes necessary to employ iterative simulation algorithms. In this paper, we exploit a Metropolis algorithm using a Normal as the jumping distribution. To initialize the MCMC procedure, we use importance resampling. First, we draw a sample of 1,000 simulations from an approximate distribution based on a mixture of Normals with means equal to the posterior mode and variances equal to the inverse Hessian scaled using four different factors. Then, we improve this approximation using importance resampling and using the results as starting points for the Metropolis algorithm. To ensure convergence, we updated the covariance matrix used for the jumping distribution twice.\textsuperscript{9}

The data used for the estimation corresponds to ten variables in the model: foreign interest rate, foreign consumer price index (CPI), foreign output, domestic output, domestic output, 

\textsuperscript{9}The covariance matrix used in the jump distribution is scaled to generate an acceptance ratio of about 23% for each chain.
CPI, domestic interest rate, nominal exchange rate, real wages, hours worked and consumption. Our data set contains quarterly data over the period 1980q1 - 2008q4. The data refers to Sweden and a foreign sector which is a composite of eight foreign countries among its major trading partners: Denmark, Finland, France, Germany, Italy, Japan, Netherlands, Norway, United Kingdom, and United States. To construct foreign variables, we aggregate national variables according to their trade weights.\footnote{In the nominal variables (CPI, interest rate and exchange rate), the US has double weight, in accordance with the actual basket which the Riksbank targeted in the first half of our sample. Given that we have a general equilibrium model, we also use a double weight for prices and interest rates, but not for real output (the driving force behind the real demand for exports). We maintain the same weighting scheme throughout the second part of the sample to keep the model consistent.} All series were seasonally adjusted and detrended using a linear trend prior to estimation.\footnote{Interest rate and exchange rate series were not seasonally adjusted.} A more detailed description of the data can be found in Appendix B and Tables 1 and 2.

The first subsection discusses the priors, the second analyzes the posterior and the third and fourth analyze impulse response and variance decomposition respectively.

### 3.1 Priors

In Bayesian estimation, priors fulfill two important purposes. The first is to incorporate information about some of the parameters of interest to narrow down the possible scope of search, thereby allowing for more precise estimation. In this sense, we are applying a strict Bayesian updating on previously available information. The second purpose of priors is to smooth the search and move it away from theoretically unacceptable parameter values (like restricting some parameters to be positive). In setting the priors, we take these two purposes into account. The main properties of our prior distributions are presented in Table 3.

Technology, utility and price setting parameters are assumed to be Normal, Beta (whenever the parameter varies in a range of zero and one), Gamma or Inverse Gamma (whenever parameters are positive). Lindé (2004) calibrates the price elasticity of aggregate exports ($\eta$)
for Sweden at 1, referring to the findings of Johansson (1998) who estimates this parameter at 1.3 for manufactured goods and 0.7 for the services sectors. We use a prior distributed as an inverted gamma with mean 1.5 and standard deviation 0.3. Apel et al. (2005) provide a survey of Swedish firms according to which firms change their prices once a year. However, using macro data, both Smets and Wouters (2003) and Adolfson et al. (2007) estimate a higher degree of price rigidity for the Euro area. Therefore, for both Calvo parameters $\alpha_p$ and $\alpha_w$, we choose a beta distribution with the mode 0.8 and a standard deviation of 0.15. The prior for the risk aversion parameter is a Normal with mean 2, consistent with the calibrated value used by Kollmann (2001) and the value estimated by Lindé et al. (2009). In Smets and Wouters (2003), the prior for the habit persistence parameter $(\nu)$ is distributed as a beta with the mean 0.70, while Adolfson et al. (2007) have a prior with a lower mean, 0.65. We choose a beta with a mean of 0.7 and a standard deviation of 0.1. As for the other utility parameter, the inverse elasticity of labor supply $(\sigma_l)$, we chose a normal with mean 1. For the adjustments cost parameter $\Phi$, we use a gamma with a mean of 10 and a standard deviation of 5 to encompass the values used in Kollmann (2001). Lane and Milesi-Ferretti (2001) regress the interest rate differential on NFA/exports and estimate the financial frictions at 2.8. In our model, this would correspond to a $\omega$ of 0.0035, so this was used as the mode for our prior.\footnote{For computational purposes, we rescale several parameters so that the values shown in the posterior tables are for the normalized parameters, $\Theta = \mu \Theta$, where $\mu$ is a scale factor and $\Theta$ are the model parameters. To be precise we consider $\mu_\gamma = 1/100$, $\mu_\sigma = 1/100$, $\mu_{\gamma e} = 1/10$, $\mu_{\sigma e} = 1/100$, $\mu_{\sigma r} = 1/100$, $\mu_{\gamma r} = 1/100$, and $\mu_{\sigma c} = 1/100$. This is why, for example, in Table 3 the prior median of $\omega$ is 0.34, instead of 0.0034.}

We consider identical priors for the monetary policy rule parameters for both periods. More precisely, we assume $\Gamma_p$ and $\Gamma_y$ to be distributed according to gammas with means of 2 and 0.5, respectively. The prior for the interest rate smoothing parameter $(\rho_m)$ is distributed as a beta with a mean of 0.8. The Taylor rule parameter on the exchange rate $(\Gamma_e)$ is a truncated normal with a mean of 1.6 and the mode for the coefficient for the endogenous
part in the realignment expectations ($\rho_x$) is set at 0.20. These last two parameters are to some extent based on the theoretical experiments and empirical analysis by Svensson (1994).

All variances of the structural shocks are assumed to be distributed as inverted Gammas, with a normalized mean and loose variance. Finally, we assume the autocorrelation coefficients of the shocks to follow a beta with a mean of 0.8 and a standard deviation of 0.15.

We choose to calibrate some parameters that are related to steady state levels and therefore difficult to pin down in our detrended data. More precisely, we set the discount factor, $\beta$, at 0.99 and the depreciation rate, $\delta$, at 0.025. The fraction of the final goods expenditure that is made on domestic goods, $\alpha^d$, is calibrated to match the implied steady state imports GDP ratio in the two subsamples. The technology parameter, $\psi$, is calibrated at 0.3, consistent with the value used in Lindé (2004) and Smets and Wouters (2003). As in Kollmann (2001), we refer to the estimates of Martins et al. (1996) to calibrate the steady state markup over marginal cost for intermediate good, $\nu$, at 0.16, a value in line with the estimate for the manufacturing sector in Sweden.

### 3.2 Parameter Posteriors

The first question that we ask in this paper is whether there are significant differences in monetary policy under the target zone and inflation targeting regimes. In order to answer that we start by analyzing the posterior of the parameters, with a special focus on those related to the regime change. Table 3 displays a comparison of prior with posterior moments.\(^{13}\)

The first two panels show parameters that are constant across regimes while the lower two

\(^{13}\)We monitored convergence by estimating the potential scale reduction ($\hat{R}$), and the effective number of independent draws for the group of five chains ($mn_{eff}$) as suggested in Gelman et al. (2004). To monitor for within chain convergence, we followed the methods proposed in Geweke (1999) to compute the effective number of independent draws ($n_{eff}$). We complemented these tests with the separated partial means test also proposed in that paper as well as a graphical analysis. These statistics are not presented but are available upon request.
The estimated monetary policy rules show interesting differences between the target zone and the inflation targeting regimes. Consistent with *a priori* expectations, in the target zone the central bank reacted strongly to exchange rate deviations from central parity while under inflation targeting monetary policy focused mainly on inflation stabilization. According to our results, monetary policy responded much more aggressively to exchange rate movements during the target zone period than during the inflation targeting period. During the target zone regime, $\Gamma_{e,TZ}$ has a median of 1.3 – taking into account the interest rate smoothing parameter, our estimate implies that a 1% deviation of the exchange rate from central parity would lead, *ceteris paribus*, to a 91 basis point increase in the policy rate. In contrast, in the inflation targeting regime a 1% quarterly change in the nominal exchange rate would move the annualized interest rate by less than one basis point, a remarkable difference in response.

The estimated response of monetary policy to inflation is somewhat stronger during the inflation targeting regime (median of 2.06) than during the target zone period (median of 1.78). Interestingly, policy reacted to some extent to output during the target zone period (median of 0.66), but almost not at all in the period of inflation targeting (median of 0.01). Thus, according to our estimation, during the inflation targeting period, monetary policy is more focused on responding to inflation than responding to movements in the real economy. This finding is consistent with the Sveriges Riksbank Act, which states that the objective of monetary policy is to "maintain price stability" and suggests an attempt to rebuild credibility and gain the confidence of the general public.\(^\text{14}\)

As expected, we estimate a lower value for the interest rate smoothing coefficient during the target zone regime (median of 0.82) than during the inflation targeting period (median

---

\(^\text{14}\)In more recent documents of the Riksbank, output concerns are considered only gradually, as credibility is being built. Heikensten and Vredin (1998), for example, stress that there is no conflict between the long-term objective, price stability, and the mitigation of short-run output fluctuations only as long as "inflation target credibility is not weakened".
of 0.90). The non-systematic component in the Taylor rule ($\varepsilon_{m,t}$) is almost 4 times more volatile during the target zone period than during the inflation targeting period. These results are consistent with the findings in Adolfson et al. (2008), and suggest that monetary policy has become more predictable and systematic after the introduction of the inflation targeting regime. Another coefficient of significant interest is the sensitivity of the expected rate of realignment, $\rho_x$, with a posterior median of 0.35, a value close to the estimates in Svensson (1994). The combined shock to realignment expectations and risk premium shock in the target zone is both less persistent and less volatile than the risk premium shock in the inflation targeting regime.

As for other, regime independent parameters, shown in the top two panels, our posterior moments are in the ballpark of previous studies with a few exceptions. The price elasticity of foreign demand for the domestic good, $\eta$, is estimated at 1.76, thus above the values estimated by Johansson (1998), but lower than the 3.0 obtained by Gottfries (2002). The Calvo parameters, $\alpha_p$ and $\alpha_w$, have medians of 0.85 and 0.95, thus implying that prices are more flexible than wages in Sweden. This result is at odds with the results of Adolfson et al. (2008) for Sweden and Smets and Wouters (2003) for the Euro area. However, those two papers assume both price and wage indexation, another source of stickiness, and estimate a higher degree of indexation for wages as compare to prices. For the sake of simplicity, here we assume no indexation to the past for either of the two series. Finally, both the technology and the labour supply shock processes are estimated to be quite persistent, with estimated autocorrelation coefficients of 0.99.

### 3.3 Dynamic Responses

This subsection analyzes to what extent the two monetary policy regimes estimated for Sweden affect the transmission of different shocks, as measured by the response of some key
Swedish macro variables. These responses are shown in Figures 1 through 5.\footnote{Responses are presented in percentage points. The shocks are set to one standard deviation. In the plots, we present the median response. For the sake of exposition, we present only six shocks. All the other impulse response functions are available upon request.} Our results illustrate the importance of correctly formulating the monetary policy regime since it affects sensibly the transmission mechanism of the different disturbances to the economy.

Our main findings are that the external sector plays an important role in the economy and the international transmission mechanism is significantly affected by the choice of exchange rate regime. In particular, the difference in the economic dynamics under the two regimes is sharper in the case of shocks that originate abroad. Responses to foreign shocks are generally stronger in the target zone regime than in the inflation targeting regime since the exchange rate acts as a shock absorber in the latter. As highlighted in our results in Section 5 (discussed below), it is therefore crucial to account for the regime change in our estimated DSGE to properly analyze the business cycle dynamics of a small open economy like Sweden. We analyze some of the responses in more detail below.

An increase in the foreign interest rate (Figure 1) has a considerable negative effect on GDP, employment and capital accumulation in the target zone period, while during inflation targeting period its consequences are much more benign and mild. On the other hand, this shock induces, not surprisingly, a larger real and nominal exchange rate depreciation under inflation targeting. In the inflation targeting regime, the domestic interest rate reacts less to the higher foreign interest rate and lets the domestic currency depreciate. Given our assumption of local currency pricing, a depreciation of the home currency raises the markup of exporting firms. This foreign monetary policy tightening contracts demand abroad but at the same time the resulting depreciation induces a sizable increase in exporters’ profits. Exporters are therefore able to charge a lower price and exports increase. This leads to a slight increase in output, employment and inflation. In contrast, during the target zone period, the central bank increases the domestic interest rate more significantly to prevent
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a large depreciation. This has contractionary effects and triggers a decrease in output, employment and capital stock. Therefore, the two regimes imply responses that are both qualitatively and quantitatively different.

The risk premium shocks (Figure 2) also have very different effects during the two regimes. The comparison between the two shocks is particularly interesting since, as explained above, in our estimation for the target zone period the risk premium shock also incorporates a realignment expectations component. During the target zone period, the depreciation generated by an increase in the risk premium (or expectations of depreciation) leads the monetary authorities to increase the interest rate, thus generating a contraction in the real economy. In contrast, under inflation targeting, the monetary policy tightening that follows a risk premium shock is more muted. In that case, the increase in exporters’ profits induced by the depreciation has an expansionary effect.

A positive labor supply shock (Figure 3) changes the intratemporal substitution between labor and consumption. The shock has similar effects on output, employment and capital accumulation under both monetary regimes. However, the response of inflation differs across the two regimes and this shock leads to stagflation if no action is taken. Indeed, this is what happens in the target zone period; the shock generates a recession and inflation. In the inflation targeting period, the exchange rate is allowed to change and therefore the necessary real exchange rate adjustment is more immediate. The exchange rate appreciation shrinks exporters’ profits more than in the target zone period. As employment contracts, so does consumption. Throughout the entire episode for the two regimes, capital stock falls significantly and very persistently.

A technology shock (Figure 4) generates similar qualitative responses in the two regimes. However, in the inflation targeting period, the domestic currency is allowed to depreciate more, leading to higher interest rates and lower output as compared to the target zone period. In the inflation targeting period, the real exchange rate adjustment is more sizable.
and immediate. Given our assumption about the exporters’ invoicing practice, the exchange rate depreciation increases exporters’ profits more than in the target zone period.

A monetary shock (Figure 5) is worth mentioning only in that it generates a much stronger response in the inflation targeting period. Even though the size of the shock during this period is about half the one during the target zone period, output response is almost twice as strong. The reason for this is that such a monetary shock destabilizes the exchange rate and, thus, needs to be undone in a target zone regime soon after. In the inflation targeting regime, since exchange rates are free to float and react, exports are more responsive (precisely because export prices change more), as are output and the remaining economy.

### 3.4 Sources of Business Cycle Fluctuations

To analyze to what extent differences in policy regimes affect the sources of business cycle fluctuations, we perform a variance decomposition for output, inflation, interest rate, and nominal and real exchange rates. Tables 4 and 5 show the results, measured in terms of the contribution of each shock to the volatility of each variable, at different horizons of business cycle frequency.\(^\text{16}\)

Labor supply shocks are the most significant source of output fluctuations in both regimes and for all of the time horizons considered. In the short run (as measured at one quarter ahead), technology shocks are the second most important source of output fluctuations during the target zone period (accounting for about 13%). In contrast, in the inflation targeting regime the preference shock is more relevant, accounting for about 20% of the volatility of real output at a one-quarter horizon while the productivity shock accounts for about 10%. Labor supply shocks may capture unmodelled labor market features or shifts in per capita hours of work due, for example, to demographic changes or fiscal reforms. Our results are in line with Smets and Wouters (2003), who find that labor supply shocks are one of the main

\(^{16}\)Each element of the table presents the median.
sources of output variation for the Euro area.

The risk premium and realignment expectation shocks are both important in explaining real exchange rate and nominal interest rate volatilities in the medium run, in both the target zone and inflation targeting regimes (recall that in the former, the risk premium also includes shocks to realignment expectations). To be precise, at the four-quarter horizon, risk premium shocks account for about 50% of interest rate and real exchange rate volatility, while during the target zone period risk premium shocks (including shocks to the expectation of realignment) explain up to 18% and 14%, respectively.

Interestingly, monetary shocks account for a significant part of the real exchange rate fluctuations during the target zone (almost 48% at 1 quarter ahead, 38% at 4 quarters ahead and 11% at 20 quarters ahead), but have only a limited role during the inflation targeting period (always less than 6%). Price and wage markup shocks explain most of the inflation variation under both monetary regimes in the short and medium run.

Finally, it is worth noting that, consistent with previous DSGE studies, foreign shocks have only a limited contribution to business cycle fluctuations at every horizon in both regimes. However, their importance is somewhat higher during the target zone period. For example, in the short run their role in explaining output fluctuations is as much as four times larger in the target zone period than in the inflation targeting period.

4 A Counterfactual Experiment

To further highlight differences and implications of the two monetary regimes under study for the business cycle of a small open economy, in this section we perform a counterfactual experiment. Namely, we extract the shock innovations from the target zone historical sample and then apply them to the equations in the inflation targeting regime. The idea behind

this experiment is to analyze how the variables would react during the target zone period if the policy regime were consistent with the one estimated for the inflation targeting regime. This analysis allows us to consider how different the evolution of the economy would be if the policy regime were the one estimated for the inflation target regime.

In doing this exercise, some caution is needed when it comes to shocks to the monetary policy and the risk premium terms. These shocks are regime-specific, hence capturing these innovations and applying them to the alternative policy regime can be misleading. Therefore the comparison shown in Table 6 and in Figure 6 shuts down the innovations to these two shocks.\textsuperscript{18}

The main result to take from this exercise is that applying the IT policy regime to the innovations in the shocks hitting Sweden during the target zone period results in higher levels of output, capital, hours and consumption, at the expense of a more depreciated currency (in both nominal and real terms). Inflation would be on average higher under an IT policy and more volatile. The nominal interest rate would be lower on average but more volatile as well.

It is especially interesting to analyze the second half of the TZ period as inflation started peaking, and the nominal interest rate and output fell somewhat relative to the trend. However, when applying the policy estimated for the IT period, the interest rate increased, although at a slightly lower level, which in turn led to an output level that was much higher relative to the trend and to the result implied by the TZ policy regime. Similarly, consumption was substantially higher in this part of the sample under the policy estimated for the IT period.

On the other hand, the volatility of most variable increased. The only exception was capital, which was less volatile. Notice, however, that the increase in volatility of output and inflation were fairly small, especially in comparison to the increased level of output. It is up\textsuperscript{18} Even if we do not shut down these two shocks the results are qualitatively similar.
from discussion which of these is more important from a normative standpoint and greatly
depends on the loss function of the policymakers.

5 Estimation Without Regime Change

In the previous section we analyzed the differences between the two monetary policy
regimes. In this section we turn to the discussion of how much it matters to properly account
for the monetary policy regime change in the estimation. To do this, we re-estimate the model
over the exact same data, but without the policy regime change from one subperiod to the
other, so that in both periods we assume that the regime can be described with the same
interest rate rule – which we assume to have the same form as in (2.32), the IT rule. Notice
that this also implies no realignment expectations shocks and therefore the risk premium
term has the same properties in the two subperiods.

The main goal of this analysis is to evaluate the extent to which ignoring the regime
break can lead to spurious results in the estimation of the model.

5.1 Spurious Parameter Posteriors

In order to help the discussion, Table 7 presents the median and 90% interval for both
the baseline and the no regime change (NRC) estimations. *Ex ante*, we should expect that
the NRC estimation would yield parameter posteriors for the policy rule that would be a
mixture of the posterior for the two regimes in the baseline estimation (the two lower groups
of parameters in the table). Furthermore, if the misspecification is not significant then we
should expect to get very similar results for the structural parameters that are constant
across regimes (the two top panels in the table). The results are shown in Table 7.

Let us begin with the parameters that are regime-dependent, shown in the bottom two
panels in the table. Using the median of the posterior distributions, we can write the policy
rules as:

\[
TZ : \hat{i}_t = 0.82\hat{i}_{t-1} + 0.18 \left[ 1.78\Pi_t + 0.66\frac{\hat{Y}_t}{4} + 1.30\hat{e}_{x,t} \right] + 0.0058\varepsilon_{m,TZ,t} \quad (5.1)
\]

\[
IT : \hat{i}_t = 0.90\hat{i}_{t-1} + 0.10 \left[ 2.06\Pi_t + 0.01\frac{\hat{Y}_t}{4} + 0.02(\hat{e}_t - \hat{e}_{t-1}) \right] + 0.0015\varepsilon_{m,IT,t} \quad (5.2)
\]

\[
NRC : \hat{i}_t = 0.85\hat{i}_{t-1} + 0.15 \left[ 1.70\Pi_t + 0.01\frac{\hat{Y}_t}{4} + 0.10(\hat{e}_t - \hat{e}_{t-1}) \right] + 0.0026\varepsilon_{m,t} \quad (5.3)
\]

where TZ refers to the target zone policy rule in the baseline estimation, IT to the inflation targeting rule in the baseline estimation, and NRC to the policy rule estimated in the NRC estimation.

We need to be careful in the comparison between the IT and NRC rules vs. the TZ when it comes to the exchange rate because we consider different measures of exchange rate movements in those rules. Notwithstanding this caveat, we could expect that when we ignore the regime change in the estimation we would get stronger interest rate response to the rate of exchange rate devaluation than in the inflation targeting period alone – because it needs to account for the response in the target zone regime, which ought to be fairly strong in order to keep the regime credible. Indeed that is the case. However, the coefficient on the exchange rate depreciation is very small in both the inflation targeting regime and the NRC estimation, while there is a strong response to the exchange rate deviations from the central parity in the target zone regime. These parameter configurations indicate that ignoring the regime change would imply, *ceteris paribus*, a policy response to the exchange rate as much as 6 times larger than compared to the inflation targeting rule. For shocks that imply a strong response in the exchange rate this can be important.

It is worth mentioning that the response to output is negligible in both the IT period and the NRC estimation. However, in the TZ period there is a fairly strong response to output. This means that if we focus on the current policy response function there is no bias on this
coefﬁcient if we omit the regime change in the estimation. The response to inﬂation is more or less comparable across periods and estimations.

It is also possible to observe that the volatility of the shocks to the policy rule is almost 4 times bigger in the target zone regime compared to the inﬂation targeting regime (0.0058 compared to 0.0015), suggesting that the policy is more predictable in the inﬂation targeting regime (also due to the bigger persistence of the interest rate). Ignoring the regime change in the estimation gives a volatility that is somewhat in-between (0.0026), which is not a total surprise – a similar result applies to the persistency of the interest rate level.

The characteristics of the risk premium shock are very different across regimes, much like the monetary policy shock, especially in terms of volatility. It is thus not surprising that the volatility in the NRC estimation is in between that of the two separate periods in the baseline estimation.

Turning to the parameters considered to be constant across regimes in both estimations (upper two blocks in Table 7), we ﬁnd that both prices and wages have estimated degrees of rigidity that are similar across the two estimations ($\alpha_p \approx 0.85, \alpha_w = 0.95$). This element is important because nominal rigidities are key for the role of monetary policy and ﬁnding that they are not sensitive to the inclusion of the monetary regime break is an indication that the model is somewhat robust to the monetary regime speciﬁcation, at least in this respect. However, when we compare the price-elasticity of foreign demand, $\eta$, across the two estimations, the posterior median is very different (1.76 in the benchmark estimation, compared to 2.56 in the NRC), which suggests that exports are more sensitive to changes in relative prices in the NRC case. This is obviously important for the estimation of a small (very) open economy model, as is the case for Sweden.

Two other structural parameters that do not show robustness across estimation with and without regime change are the households’ preference parameters. The intertemporal elasticity of substitution, $\sigma_c^{-1}$, is much higher in the NRC estimation compared to the benchmark
(3.68, compared to 1.06). The habit formation parameter, $v$, is also somewhat sensitive to the assumption of a regime change. In particular, it is very high (0.90) if we ignore regime change, but it is extremely high (0.97) if we acknowledge the regime change. This implies that the sensitivity of consumption to the interest rate, $(1 - v) \sigma_c^{-1}$ is substantially higher in the NRC estimation than in the baseline estimation (0.36 versus 0.03, so about one order of magnitude). It is true that nominal rigidities affect how much impact the monetary policy can have on the economy and they are stable across estimation assumptions, but the sensitivity of demand to the real interest rate is crucial for the evaluation of how the demand responds to monetary policy, and this is at the heart of the transmission mechanism. Our results show that the transmission mechanism is influenced by whether we acknowledge the regime shift in the estimation or not. In particular the results suggest that the policy rate has to move about ten times more when we acknowledge the regime change in order to achieve the same impact in household expenditure, compared to the assumption of no regime change.

The differences relate to the parameters of the preference shock. In the NRC estimation this shock is both less persistent and less volatile. In terms of volatility it is one order of magnitude smaller, much like the sensitivity of consumption to the real interest rate. From the Euler equation,

$$E_t \hat{C}_{t+1} - (1 + v) \hat{C}_t + v \hat{C}_{t-1} = \sigma_c^{-1} (1 - v) (\hat{\eta}_t - E_t \hat{\eta}_{t+1}) + \sigma_c^{-1} (1 - v) \left( E_t \hat{\xi}_{t+1} - \hat{\xi}_t \right), \quad (5.4)$$

it is clear that if we interpret $\hat{\xi}_t$ as capturing shocks to consumption, its size is then influenced by the estimate for $\sigma_c^{-1} (1 - v)$. Hence, if in the NRC we get $\sigma_c^{-1} (1 - v)$ to be higher by a factor of 10, it is not surprising that the standard deviation of $\hat{\xi}_t$ is lower by a factor of 10, which keeps the response of consumption to that shock roughly similar. Hence this change is not surprising once we establish the difference in the sensitivity of consumption to the real
Another parameter of interest for a small open economy is the degree of sensitivity of the interest rate to the level of debt, $\omega$. If we acknowledge the regime change this parameter is 0.10, while if we ignore the regime change we get a posterior median of 0.40, which implies a much higher sensitivity of the country risk-premium to the net indebtedness of the country. This might be induced in the estimation by the need of the model to generate country risk premium during the target zone period that is no longer accounted for by the risk of realignment expectations. When we estimate the model taking into account the policy break, devaluation expectations appear to depend strongly on the current exchange rate deviation from the central parity. Because the NRC estimation does not account for that when generating the UIP relation it forces the risk premium to depend more strongly on the international indebtedness of the country.

The labor supply elasticity parameter, $\sigma_l$, and the investment adjustment cost, $\Phi$, are both smaller in the NRC case, compared to the benchmark, but neither of them by much. If we consider that habits and investment adjustment costs are two important channels of endogenous persistency then we conclude that ignoring the monetary policy regime change in the estimation leads to less endogenous persistency in terms of the real side of the economy. Regarding the parameters of the exogenous processes, they are mostly similar across the two estimations with the exception of the preferences shock, which was discussed previously.

The results discussed in this section are very important for two reasons. First, they show that an estimation of the policy rule that ignores the fact that there was a monetary policy regime change will result in a policy characterization that is not correct for either period. This is especially important if we want to use the estimation results to undertake forecasting exercises. Second, ignoring the regime change in the estimation does affect the posterior distribution of the parameters that are supposed to be structural and independent of the policy regime, which will make the whole estimation unreliable. In particular this affects
the parameters associated with the demand side (the ones associated with the so-called "IS curve", which relates how the demand curve responds to the interest rate). If we want to conduct policy simulations based on such "structural" parameters then we may get biased simulations.

5.2 Spurious Business Cycle Properties

The omission of the monetary policy regime break and the biased estimation results documented in the previous subsection significantly affect the estimation of the dynamic responses and sources of business cycle volatility. The results are shown in Figures 1 through 5 and Table 8.

The dynamic responses of output, inflation and employment after a productivity (fig. 4) or monetary shock (fig. 5) clearly illustrate this point. Even though the responses of these variables are similar during the IT and the TZ periods, the NRC estimation delivers very different results. After a technology shock, output and employment display more persistency while inflation decreases less on impact and it returns quicker to steady state in the NRC estimation than compared to the IT and TZ cases. Output, employment and inflation decrease much more substantially after a monetary shock in the NRC estimation than in the IT or TZ cases. Interestingly, in the NRC estimation both export and imports are more responsive after a monetary policy tightening.

The variance decomposition analysis also shows interesting results but mainly with respect to the secondary contributions to business cycle volatility. At the one-quarter-ahead horizon, the NRC estimation correctly identifies the biggest contribution to all the shocks, except for the real exchange rate. This is mainly because the persistent labor supply shocks play the biggest role in the three cases, IT, TZ and NRC. However, when it comes to the secondary contributions to business cycle volatility we find some more differences. For example the pref-
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The main contribution of this paper is twofold: to show the implications of different monetary regimes on the macroeconomic dynamics of a small open economy and to quantify to what extent ignoring the regime shift in the estimation can produce spurious results.

We estimate a structural model for Sweden, a good example of a small open economy that went through a regime break. We explicitly account for the well documented monetary policy regime shift that occurred after the speculative attack against the Swedish krona in 1992 and the consequent switch from a target zone regime to explicit inflation targeting. We then analyze the economy behavior across those two regimes and the main sources of volatility.

Consistent with common sense and a priori expectations, in the target zone regime, the Riksbank reacted strongly to exchange rate deviations from central parity, while under
inflation targeting, it reacted mainly to inflation. The two estimated monetary regimes have different effects on the transmission of different shocks and the difference is more clear after foreign shocks, which turn out to have a bigger impact on business cycles during the TZ period.

Applying the IT monetary policy rule to the shocks that hit the economy during the TZ period, would have led to higher output and employment but also to a depreciated currency, higher inflation and a more volatile economy.

Our main finding is that it is important to account for the regime change in the estimated DSGE to properly capture the information in the data. If we had estimated the model over the entire sample without accounting for this, we would have acquired business cycle properties that are averaged across the two periods and obtained spurious results for both the policy rule and the policy-independent parameters of the model.

It can be argued that, based on these results, we should attempt to develop a model that is more robust to the policy specification. However, it is not obvious ex-ante how one can do that in a systematic way without incurring the risk of simple data/model-mining. With our paper we suggest that a first step is to make sure that the policy regime is properly characterized.

While it is usually a hard task to search for and identify policy regime breaks, in the Swedish case analyzed here this is not a problem. Both monetary policy regimes were well advertised, eliminating the need to search for a regime break, although the difficulty lies in incorporating this break explicitly in the estimation. Interestingly, a similar argument applies to a number of small open economies in which monetary and exchange rate regimes have been announced and changed during the last thirty years, thus compromising the estimation of models for these economies.
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A Log-linearized Equations

In this section, we present all log-linearized expressions, using the notation of $\bar{X}_t = \ln (X_t / X)$. The expressions for the final and intermediate goods sectors are given by:

\[ \hat{Z}_t = \alpha_d \hat{Q}_t^d + (1 - \alpha_d) \hat{Q}_t^m, \quad (A.1) \]
\[ \hat{Q}_t^d = \hat{Z}_t - \hat{P}_t^{dr}, \quad (A.2) \]
\[ \hat{Q}_t^m = \hat{Z}_t - \hat{P}_t^{mr}, \quad (A.3) \]
\[ \hat{Q}_t^x = \hat{Y}_t^x - \eta \hat{P}_t^{xx}, \quad (A.4) \]
\[ \hat{Y}_t = \frac{\alpha_d (1 + \nu)}{\alpha_d (1 + \nu) + (1 - \alpha_d)} \hat{Q}_t^d + \frac{1 - \alpha_d}{\alpha_d (1 + \nu) + (1 - \alpha_d)} \hat{Q}_t^r, \quad (A.5) \]
\[ \hat{Y}_t = \hat{\theta}_t + \hat{K}_t + (1 - \psi) \left( \hat{R}_t^r - \hat{W}_t^r \right), \quad (A.6) \]
\[ \hat{L}_t = \hat{R}_t^r - \hat{W}_t^r + \hat{K}_t, \quad (A.7) \]
\[ \hat{s}_t = -\hat{\theta}_t + \psi \hat{R}_t^r + (1 - \psi) \hat{W}_t^r, \quad (A.8) \]
\[ 0 = \alpha_d \hat{P}_t^{dr} + (1 - \alpha_d) \hat{P}_t^{mr}, \quad (A.9) \]
\[ (1 + \alpha_p^2 \beta) \hat{P}_t^{xx} = \alpha_p \beta E_t \hat{\alpha}_t^{*} + \alpha_p \hat{\alpha}_t^{*} + \alpha_p \hat{P}_t^{xx} + \alpha_p \beta E_t \hat{P}_t^{xx}, \quad (A.10) \]
\[ + (1 - \alpha_p) (1 - \alpha_p \beta) [\hat{\theta}_t - \hat{q}_t] + \alpha_p \hat{\nu}_t, \]
\[ (1 + \alpha_p^2 \beta) \hat{P}_t^{mx} = \alpha_p \beta E_t \hat{\alpha}_t^{*} + \alpha_p \hat{\alpha}_t^{*} + \alpha_p \hat{P}_t^{mx} + \alpha_p \beta E_t \hat{P}_t^{mx}, \quad (A.11) \]
\[ + (1 - \alpha_p) (1 - \alpha_p \beta) \hat{q}_t + \alpha_p \hat{\nu}_t, \]
The household first-order conditions are:

\[ 0 = \hat{\gamma}_t + E_t \hat{\xi}_{t+1} - \hat{\xi}_t - E_t \hat{\pi}_{t+1} - \frac{\sigma_c}{1 - \nu} \left[ E_t \hat{C}_{t+1} - (1 + \nu) \hat{C}_t + v \hat{C}_{t-1} \right] , \]  

(A.13)

\[ \hat{\gamma}_t = E_t \hat{\pi}_{t+1} + [1 - \beta (1 - \delta)] E_t \hat{R}_{t+1}^r + \Phi E_t \hat{K}_{t+2} - \Phi (1 + \beta) \hat{K}_{t+1} + \Phi \hat{K}_t , \]  

(A.14)

\[ (1 + \beta) \hat{W}_t^r = \hat{W}_{t-1}^r + \beta E_t \hat{W}_{t+1}^r - \hat{\pi}_t + \beta E_t \hat{\pi}_{t+1} + \]  

\[ + \frac{(1 - \alpha_c)(1 - \alpha_w \beta)}{1 + \frac{1 + \gamma}{\sigma_t} \alpha_w} \sigma_c \left[ \frac{1}{1 - \nu} \left( \hat{C}_t - v \hat{C}_{t-1} \right) + \sigma_l \hat{L}_t - \hat{W}_t^r \right] + \hat{\gamma}_t + \hat{\kappa}_t . \]  

(A.15)

The balance of payment is:

\[ \hat{B}_t = \beta^{-1} \hat{B}_{t-1} + \hat{P}_{t}^{fr} + \hat{Q}_{r}^* - \hat{Q}_{m}^r . \]  

(A.16)

Equilibrium in the goods market requires:

\[ \hat{Z}_t = \left( 1 - \delta \frac{K}{Z} \right) \hat{C}_t + \frac{K}{Z} \left[ \hat{K}_{t+1} - (1 - \delta) \hat{K}_t \right] . \]  

(A.17)

The foreign sector is assumed to follow an exogenous VAR:

\[ G_0 \begin{bmatrix} \hat{Y}_t^* \\ \hat{\pi}_t^* \\ \hat{\gamma}_t \end{bmatrix} = G_1 \begin{bmatrix} \hat{Y}_{t-1}^* \\ \hat{\pi}_{t-1}^* \\ \hat{\gamma}_{t-1} \end{bmatrix} + \begin{bmatrix} \epsilon_y^* \\ \epsilon_p^* \\ \epsilon_i^* \end{bmatrix} , \]  

(A.18)
The monetary policy rule during the target zone is:

\[ \hat{i}_t = \rho_{m,TZ} \hat{i}_{t-1} + (1 - \rho_{m,TZ}) \left[ \Gamma_{p,TZ} \hat{\pi}_t + \Gamma_{y,TZ} \hat{Y}_t / 4 + \Gamma_{e,TZ} \hat{e}_t \right] + \varepsilon_{mTZ,t}, \]  

(A.19)

while the uncovered interest parity condition takes the following expression:

\[ \hat{i}_t = \hat{i}_t^* + E_t \hat{\pi}_{t+1} + (\rho_x - 1) \hat{e}_t - \omega \hat{B}_t + \zeta_{TZ}. \]  

(A.20)

The monetary policy rule during the inflation targeting period is:

\[ \hat{i}_t = \rho_{m,IT} \hat{i}_{t-1} + (1 - \rho_{m,IT}) \left[ \Gamma_{p,IT} \hat{\pi}_t + \Gamma_{y,IT} \hat{Y}_t / 4 + \Gamma_{e,IT} \Delta \hat{e}_t \right] + \varepsilon_{mIT,t}, \]  

(A.21)

while the uncovered interest parity condition takes the following expression:

\[ \hat{i}_t = \hat{i}_t^* + E_t \hat{\pi}_{t+1} - \hat{e}_t - \omega \hat{B}_t + \zeta_{IT}. \]  

(A.22)
B Data

Tables 1 and 2 report data sources and mnemonic codes. All data series are logged and detrended by a linear trend. An exception is the interest rate, for which the gaps were defined as in the text, i.e., as the difference between the level and the trend divided by the gross interest rate value of the trend.

For the exchange rate, we take into account that there are two regimes and the trend is therefore different. During a credible target zone, the trend should simply be a constant, except for revaluations and devaluations. The target zone period subsample goes from 1980:1 to 1992:3. During that period the Swedish krona experiences two devaluations: in September 1981 and October 1982. After these devaluations and until 1992, the exchange rate was more or less constant and there was no clear trend of departure from central parity. We take central parity as the trend for this period. Therefore, we treat the deviations from central parity as an observable. The reason for this treatment of the exchange rate in the target zone period is that we do not want to explicitly model the determinants of devaluations, so we consider the central parity variable to always be constant, despite the two devaluations actually observed. In the second quarter of 1991, central parity switched to the ECU composite currency instead of the previous basket. This regime only lasted until the end of 1992. Since this is such a short time period and still a target zone regime, we simplify by assuming that the previous regime was still in place. For the free floating period, we compute a simple linear trend.

The exchange rate is defined as the number of Swedish kronor per foreign currency. The trade weights were obtained from two different sources. For the first part of the sample, we have exact weights provided in Lindberg and Söderlind (1994) and for the second part we took the weights from the Swedish National Institute of Economic Research.

We use CPI to construct inflation series and the GDP deflator to convert nominal GDP into real.
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Table 1: Data for Sweden.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source/Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest Rate</td>
<td>Repo</td>
<td>ifs:s14460a00zfq</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>Spot rate</td>
<td>ew:swe19001</td>
</tr>
<tr>
<td>CPI</td>
<td>Urban and Rural Areas</td>
<td>ifs:s14464000zfq</td>
</tr>
<tr>
<td>Nominal GDP</td>
<td>-</td>
<td>ifs:s14499b00zfq</td>
</tr>
<tr>
<td>GDP deflator</td>
<td>Base year 2000</td>
<td>ifs:s14499bipzfq</td>
</tr>
<tr>
<td>Consumption</td>
<td>Household Consumption Expenditure</td>
<td>ifs:s14496f00zfq</td>
</tr>
<tr>
<td>Population</td>
<td>Population 16-64 years</td>
<td>Riksbank</td>
</tr>
<tr>
<td>Wages</td>
<td>Hourly wage, whole economy</td>
<td>Riksbank</td>
</tr>
<tr>
<td>Labour</td>
<td>Hours worked, whole economy</td>
<td>Riksbank</td>
</tr>
<tr>
<td></td>
<td>holiday corrected</td>
<td></td>
</tr>
</tbody>
</table>

*Sources: ew: Ecowin, ifs: International Financial Statistics*
Table 2: Data for the Foreign Sector.

<table>
<thead>
<tr>
<th>Interest Rate</th>
<th>Exchange Rate</th>
<th>CPI</th>
<th>Nominal GDP</th>
<th>GDP deflator</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR (Euribor 3 Month)</td>
<td>fra19001</td>
<td>fra19023</td>
<td>fra13264000zfq</td>
<td>fra132999birzfq</td>
</tr>
<tr>
<td>DE (Euribor 3 Month)</td>
<td>deu19001</td>
<td>deu11071</td>
<td>deu134999b0czfq</td>
<td>deu134999birzfq</td>
</tr>
<tr>
<td>IT (Treasury Bill Rate)</td>
<td>ita19001</td>
<td>ita13664000zfq</td>
<td>ita136999b0czfq</td>
<td>ita136999birzfq</td>
</tr>
<tr>
<td>NL (Euribor 3m)</td>
<td>nld19001</td>
<td>nld13864000zfq</td>
<td>nld138999b0czfq</td>
<td>nld138999birzfq</td>
</tr>
<tr>
<td>UK (Treasury Bill Rate)</td>
<td>gbr19001</td>
<td>gbr1312640000zfq</td>
<td>gbr131299b0czfq</td>
<td>gbr131299birzfq</td>
</tr>
<tr>
<td>US (Treasury Bill Rate)</td>
<td>gbr19001</td>
<td>gbr11164000zfq</td>
<td>gbr111999b000zfq</td>
<td>gbr111999birzfq</td>
</tr>
<tr>
<td>FI (Average Cost of CB Debt)</td>
<td>fin19001</td>
<td>fin17264000zfq</td>
<td>fin172999b000zfq</td>
<td>fin172999bipzfq</td>
</tr>
<tr>
<td>JP (Call Money Rate)</td>
<td>jpn19001</td>
<td>jpn15864000zfq</td>
<td>jpn158999b000zfq</td>
<td>jpn158999birzfq</td>
</tr>
<tr>
<td>NO (Call Money Rate)</td>
<td>nor19001</td>
<td>nor1426000zfq</td>
<td>nor142999b000zfq</td>
<td>nor142999bipzfq</td>
</tr>
<tr>
<td>DK (Treasury Bills, 3m)</td>
<td>dnk19001</td>
<td>dnk12864000zfq</td>
<td>dnk128999b000zfq</td>
<td>dnk128999bipzfq</td>
</tr>
<tr>
<td>EU</td>
<td>emu19001</td>
<td>emu01151</td>
<td>emu134999b0czfq</td>
<td>emu134999birzfq</td>
</tr>
</tbody>
</table>

*Source: EW: Ecowin, IFS: International Financial Statistics*
Table 3: Parameter posteriors in the baseline estimation.

<table>
<thead>
<tr>
<th>Prior/Posterior</th>
<th>Dist.</th>
<th>5%</th>
<th>Median</th>
<th>95%</th>
<th>5%</th>
<th>Median</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>IG2</td>
<td>1.0810</td>
<td>1.4625</td>
<td>2.0464</td>
<td>1.5244</td>
<td>1.7581</td>
<td>2.0273</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>B</td>
<td>0.5834</td>
<td>0.7752</td>
<td>0.9098</td>
<td>0.8295</td>
<td>0.8525</td>
<td>0.8741</td>
</tr>
<tr>
<td>$\alpha_w$</td>
<td>B</td>
<td>0.5834</td>
<td>0.7752</td>
<td>0.9098</td>
<td>0.9340</td>
<td>0.9526</td>
<td>0.9679</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>G</td>
<td>0.6832</td>
<td>1.8360</td>
<td>3.8768</td>
<td>0.2710</td>
<td>0.9403</td>
<td>2.4572</td>
</tr>
<tr>
<td>$\sigma_l$</td>
<td>G</td>
<td>0.3416</td>
<td>0.9180</td>
<td>1.9384</td>
<td>0.3028</td>
<td>0.8566</td>
<td>1.9333</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>G</td>
<td>3.4158</td>
<td>9.1802</td>
<td>19.3841</td>
<td>13.9005</td>
<td>18.2860</td>
<td>23.9798</td>
</tr>
<tr>
<td>$\psi$</td>
<td>B</td>
<td>0.5242</td>
<td>0.7068</td>
<td>0.8525</td>
<td>0.9482</td>
<td>0.9704</td>
<td>0.9852</td>
</tr>
<tr>
<td>$\omega$</td>
<td>G</td>
<td>0.2035</td>
<td>0.3409</td>
<td>0.5296</td>
<td>0.0608</td>
<td>0.1033</td>
<td>0.1677</td>
</tr>
<tr>
<td>$\rho_\xi$</td>
<td>B</td>
<td>0.4472</td>
<td>0.7448</td>
<td>0.9347</td>
<td>0.2196</td>
<td>0.3518</td>
<td>0.4873</td>
</tr>
<tr>
<td>$\rho_\theta$</td>
<td>B</td>
<td>0.4472</td>
<td>0.7448</td>
<td>0.9347</td>
<td>0.9881</td>
<td>0.9956</td>
<td>0.9990</td>
</tr>
<tr>
<td>$\rho_\kappa$</td>
<td>B</td>
<td>0.4472</td>
<td>0.7448</td>
<td>0.9347</td>
<td>0.9913</td>
<td>0.9971</td>
<td>0.9994</td>
</tr>
<tr>
<td>$\sigma_\xi$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>1.2056</td>
<td>4.5642</td>
<td>13.4345</td>
</tr>
<tr>
<td>$\sigma_\theta$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>1.2181</td>
<td>1.3537</td>
<td>1.5153</td>
</tr>
<tr>
<td>$\sigma_\kappa$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.0666</td>
<td>0.0972</td>
<td>0.1464</td>
</tr>
<tr>
<td>$\sigma_\nu$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.6662</td>
<td>0.7470</td>
<td>0.8435</td>
</tr>
<tr>
<td>$\sigma_\gamma$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.7790</td>
<td>0.8785</td>
<td>1.0003</td>
</tr>
<tr>
<td>$\Gamma_{p,TZ}$</td>
<td>G</td>
<td>1.6099</td>
<td>1.9928</td>
<td>2.4321</td>
<td>1.4400</td>
<td>1.7776</td>
<td>2.1554</td>
</tr>
<tr>
<td>$\Gamma_{y,TZ}$</td>
<td>G</td>
<td>0.1708</td>
<td>0.4590</td>
<td>0.9692</td>
<td>0.4372</td>
<td>0.6644</td>
<td>1.0036</td>
</tr>
<tr>
<td>$\Gamma_{e,TZ}$</td>
<td>TN</td>
<td>0.1254</td>
<td>1.3490</td>
<td>3.9199</td>
<td>0.8259</td>
<td>1.2980</td>
<td>2.0286</td>
</tr>
<tr>
<td>$\rho_{m,TZ}$</td>
<td>B</td>
<td>0.7126</td>
<td>0.8032</td>
<td>0.8765</td>
<td>0.7673</td>
<td>0.8240</td>
<td>0.8714</td>
</tr>
<tr>
<td>$\sigma_{m,TZ}$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.4447</td>
<td>0.5815</td>
<td>0.8050</td>
</tr>
<tr>
<td>$\rho_x$</td>
<td>G</td>
<td>0.1036</td>
<td>0.2278</td>
<td>0.4259</td>
<td>0.2620</td>
<td>0.3570</td>
<td>0.4796</td>
</tr>
<tr>
<td>$\rho_{\zeta,TZ}$</td>
<td>B</td>
<td>0.4472</td>
<td>0.7448</td>
<td>0.9347</td>
<td>0.4715</td>
<td>0.6346</td>
<td>0.7774</td>
</tr>
<tr>
<td>$\sigma_{\zeta,TZ}$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.3673</td>
<td>0.4967</td>
<td>0.6765</td>
</tr>
<tr>
<td>$\Gamma_{p,IT}$</td>
<td>G</td>
<td>1.6099</td>
<td>1.9928</td>
<td>2.4321</td>
<td>1.7271</td>
<td>2.0627</td>
<td>2.4650</td>
</tr>
<tr>
<td>$\Gamma_{y,IT}$</td>
<td>G</td>
<td>0.1708</td>
<td>0.4590</td>
<td>0.9692</td>
<td>0.0042</td>
<td>0.0117</td>
<td>0.0268</td>
</tr>
<tr>
<td>$\Gamma_{e,IT}$</td>
<td>TN</td>
<td>0.1254</td>
<td>1.3490</td>
<td>3.9199</td>
<td>0.0014</td>
<td>0.0181</td>
<td>0.0703</td>
</tr>
<tr>
<td>$\rho_{m,IT}$</td>
<td>B</td>
<td>0.7126</td>
<td>0.8032</td>
<td>0.8765</td>
<td>0.8752</td>
<td>0.9007</td>
<td>0.9219</td>
</tr>
<tr>
<td>$\sigma_{m,IT}$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.1298</td>
<td>0.1526</td>
<td>0.1847</td>
</tr>
<tr>
<td>$\rho_{\zeta,IT}$</td>
<td>B</td>
<td>0.4472</td>
<td>0.7448</td>
<td>0.9347</td>
<td>0.5998</td>
<td>0.7062</td>
<td>0.7922</td>
</tr>
<tr>
<td>$\sigma_{\zeta,IT}$</td>
<td>IG2</td>
<td>0.2108</td>
<td>0.5958</td>
<td>2.8140</td>
<td>0.9983</td>
<td>1.4379</td>
<td>2.0877</td>
</tr>
</tbody>
</table>

* For the IG2 distribution(s), shape parameter is shown instead of SE.
Table 4: Variance decomposition for the target zone period in the baseline estimation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 quarter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.0820</td>
<td>0.1250</td>
<td>0.0050</td>
<td>0.0591</td>
<td>0.6227</td>
<td>0.0759</td>
<td>0.0165</td>
<td>0.0065</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0001</td>
<td>0.0263</td>
<td>0.0003</td>
<td>0.0009</td>
<td>0.0138</td>
<td>0.3703</td>
<td>0.5865</td>
<td>0.0000</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0147</td>
<td>0.0038</td>
<td>0.5730</td>
<td>0.0475</td>
<td>0.0995</td>
<td>0.0095</td>
<td>0.0002</td>
<td>0.2343</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0879</td>
<td>0.0551</td>
<td>0.0054</td>
<td>0.0640</td>
<td>0.6702</td>
<td>0.0823</td>
<td>0.0178</td>
<td>0.0071</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0154</td>
<td>0.0010</td>
<td>0.4770</td>
<td>0.0282</td>
<td>0.0659</td>
<td>0.1974</td>
<td>0.0004</td>
<td>0.1988</td>
</tr>
<tr>
<td>4 quarters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.0718</td>
<td>0.1662</td>
<td>0.0014</td>
<td>0.0516</td>
<td>0.6438</td>
<td>0.0312</td>
<td>0.0234</td>
<td>0.0026</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0023</td>
<td>0.1518</td>
<td>0.0004</td>
<td>0.0063</td>
<td>0.0900</td>
<td>0.2607</td>
<td>0.4837</td>
<td>0.0000</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0221</td>
<td>0.0190</td>
<td>0.4801</td>
<td>0.0662</td>
<td>0.1996</td>
<td>0.0133</td>
<td>0.0021</td>
<td>0.1771</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0977</td>
<td>0.0168</td>
<td>0.0017</td>
<td>0.0613</td>
<td>0.7446</td>
<td>0.0389</td>
<td>0.0282</td>
<td>0.0030</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0294</td>
<td>0.0317</td>
<td>0.3789</td>
<td>0.0834</td>
<td>0.0737</td>
<td>0.2258</td>
<td>0.0076</td>
<td>0.1437</td>
</tr>
<tr>
<td>20 quarters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.0075</td>
<td>0.1443</td>
<td>0.0001</td>
<td>0.0219</td>
<td>0.8023</td>
<td>0.0028</td>
<td>0.0186</td>
<td>0.0002</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0110</td>
<td>0.4505</td>
<td>0.0001</td>
<td>0.0099</td>
<td>0.3803</td>
<td>0.0386</td>
<td>0.0973</td>
<td>0.0000</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0077</td>
<td>0.1278</td>
<td>0.1266</td>
<td>0.0481</td>
<td>0.6063</td>
<td>0.0073</td>
<td>0.0171</td>
<td>0.0465</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0155</td>
<td>0.0126</td>
<td>0.0002</td>
<td>0.0252</td>
<td>0.9147</td>
<td>0.0040</td>
<td>0.0226</td>
<td>0.0003</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0153</td>
<td>0.2233</td>
<td>0.1094</td>
<td>0.1292</td>
<td>0.3452</td>
<td>0.0771</td>
<td>0.0383</td>
<td>0.0417</td>
</tr>
</tbody>
</table>
Table 5: Variance decomposition for the inflation targeting period in the baseline estimation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 quarter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.2049</td>
<td>0.1017</td>
<td>0.0511</td>
<td>0.0162</td>
<td>0.4880</td>
<td>0.1065</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0011</td>
<td>0.0100</td>
<td>0.0023</td>
<td>0.0018</td>
<td>0.0814</td>
<td>0.3365</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0017</td>
<td>0.0278</td>
<td>0.0524</td>
<td>0.0389</td>
<td>0.1748</td>
<td>0.0013</td>
</tr>
<tr>
<td>$e$</td>
<td>0.1880</td>
<td>0.1734</td>
<td>0.0467</td>
<td>0.0147</td>
<td>0.4476</td>
<td>0.0972</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0009</td>
<td>0.0357</td>
<td>0.0493</td>
<td>0.0297</td>
<td>0.1602</td>
<td>0.0239</td>
</tr>
<tr>
<td>4 quarters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.1497</td>
<td>0.1518</td>
<td>0.033</td>
<td>0.0108</td>
<td>0.5858</td>
<td>0.0307</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0071</td>
<td>0.0409</td>
<td>0.0075</td>
<td>0.0067</td>
<td>0.3849</td>
<td>0.1750</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0035</td>
<td>0.0418</td>
<td>0.0635</td>
<td>0.0575</td>
<td>0.3028</td>
<td>0.0008</td>
</tr>
<tr>
<td>$e$</td>
<td>0.1786</td>
<td>0.0477</td>
<td>0.0352</td>
<td>0.0131</td>
<td>0.6418</td>
<td>0.0347</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0009</td>
<td>0.0733</td>
<td>0.0571</td>
<td>0.0357</td>
<td>0.2594</td>
<td>0.021</td>
</tr>
<tr>
<td>20 quarters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.0242</td>
<td>0.1046</td>
<td>0.0079</td>
<td>0.0029</td>
<td>0.8416</td>
<td>0.0018</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0137</td>
<td>0.0695</td>
<td>0.0034</td>
<td>0.0051</td>
<td>0.8440</td>
<td>0.0152</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0237</td>
<td>0.0229</td>
<td>0.0356</td>
<td>0.0692</td>
<td>0.6829</td>
<td>0.0038</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0341</td>
<td>0.007</td>
<td>0.0076</td>
<td>0.0041</td>
<td>0.9245</td>
<td>0.0024</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0024</td>
<td>0.1075</td>
<td>0.0302</td>
<td>0.0230</td>
<td>0.6210</td>
<td>0.0077</td>
</tr>
</tbody>
</table>
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Table 6: Moments for some variables during the target zone period under the estimated policy for that period’s policy regime (TZ Policy) and under the counterfactual experiment in which the estimated policy for the inflation targeting regime is used to respond to the shocks (IT Policy): mean and standard deviation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TZ Policy</td>
<td>IT Policy</td>
</tr>
<tr>
<td>Output</td>
<td>-3.602</td>
<td>14.176</td>
</tr>
<tr>
<td>Employment</td>
<td>-3.915</td>
<td>15.358</td>
</tr>
<tr>
<td>Consumption</td>
<td>-2.302</td>
<td>7.920</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.052</td>
<td>0.448</td>
</tr>
<tr>
<td>Nom. interest rate</td>
<td>0.531</td>
<td>-0.677</td>
</tr>
<tr>
<td>Nom. exchange rate</td>
<td>1.540</td>
<td>23.889</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>1.388</td>
<td>14.566</td>
</tr>
<tr>
<td>Real wage rate</td>
<td>1.772</td>
<td>-2.013</td>
</tr>
</tbody>
</table>
Table 7: Parameter posteriors for the estimation without regime change (NRC), compared to the baseline estimation that incorporates the regime change.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Regime Change (Baseline)</th>
<th>No Regime Change (NRC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>Median</td>
</tr>
<tr>
<td>(\eta)</td>
<td>1.5244</td>
<td>1.7581</td>
</tr>
<tr>
<td>(\alpha_p)</td>
<td>0.8295</td>
<td>0.8525</td>
</tr>
<tr>
<td>(\alpha_w)</td>
<td>0.9340</td>
<td>0.9526</td>
</tr>
<tr>
<td>(\sigma_c)</td>
<td>0.2710</td>
<td>0.9403</td>
</tr>
<tr>
<td>(\sigma_t)</td>
<td>0.3028</td>
<td>0.8566</td>
</tr>
<tr>
<td>(\Phi)</td>
<td>13.9005</td>
<td>18.2860</td>
</tr>
<tr>
<td>(\nu)</td>
<td>0.9482</td>
<td>0.9704</td>
</tr>
<tr>
<td>(\omega)</td>
<td>0.0608</td>
<td>0.1033</td>
</tr>
<tr>
<td>(\rho_{\xi})</td>
<td>0.2196</td>
<td>0.3518</td>
</tr>
<tr>
<td>(\rho_{\theta})</td>
<td>0.9881</td>
<td>0.9956</td>
</tr>
<tr>
<td>(\rho_{\kappa})</td>
<td>0.9913</td>
<td>0.9971</td>
</tr>
<tr>
<td>(\sigma_{\xi})</td>
<td>1.2056</td>
<td>4.5642</td>
</tr>
<tr>
<td>(\sigma_{\theta})</td>
<td>1.2181</td>
<td>1.3537</td>
</tr>
<tr>
<td>(\sigma_{\kappa})</td>
<td>0.0666</td>
<td>0.0972</td>
</tr>
<tr>
<td>(\sigma_{\nu})</td>
<td>0.6662</td>
<td>0.7470</td>
</tr>
<tr>
<td>(\sigma_{\gamma})</td>
<td>0.7790</td>
<td>0.8785</td>
</tr>
<tr>
<td>(\Gamma_{p,TZ})</td>
<td>1.4400</td>
<td>1.7776</td>
</tr>
<tr>
<td>(\Gamma_{y,TZ})</td>
<td>0.4372</td>
<td>0.6644</td>
</tr>
<tr>
<td>(\Gamma_{e,TZ})</td>
<td>0.8259</td>
<td>1.2980</td>
</tr>
<tr>
<td>(\rho_{m,TZ})</td>
<td>0.7673</td>
<td>0.8240</td>
</tr>
<tr>
<td>(\sigma_{m,TZ})</td>
<td>0.4447</td>
<td>0.5815</td>
</tr>
<tr>
<td>(\rho_{x})</td>
<td>0.2620</td>
<td>0.3570</td>
</tr>
<tr>
<td>(\rho_{\zeta,TZ})</td>
<td>0.4715</td>
<td>0.6346</td>
</tr>
<tr>
<td>(\sigma_{\zeta,TZ})</td>
<td>0.3673</td>
<td>0.4967</td>
</tr>
<tr>
<td>(\Gamma_{p,IT})</td>
<td>1.7271</td>
<td>2.0627</td>
</tr>
<tr>
<td>(\Gamma_{y,IT})</td>
<td>0.0042</td>
<td>0.0117</td>
</tr>
<tr>
<td>(\Gamma_{e,IT})</td>
<td>0.0014</td>
<td>0.0181</td>
</tr>
<tr>
<td>(\rho_{m,IT})</td>
<td>0.8752</td>
<td>0.9007</td>
</tr>
<tr>
<td>(\sigma_{m,IT})</td>
<td>0.1298</td>
<td>0.1526</td>
</tr>
<tr>
<td>(\rho_{\zeta,IT})</td>
<td>0.5998</td>
<td>0.7062</td>
</tr>
<tr>
<td>(\sigma_{\zeta,IT})</td>
<td>0.9983</td>
<td>1.4379</td>
</tr>
</tbody>
</table>
Table 8: Variance decomposition for the estimation without regime change.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 quarter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.1096</td>
<td>0.1600</td>
<td>0.1361</td>
<td>0.0125</td>
<td>0.4449</td>
<td>0.1059</td>
<td>0.0179</td>
<td>0.0041</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0015</td>
<td>0.0083</td>
<td>0.0087</td>
<td>0.0010</td>
<td>0.0848</td>
<td>0.2667</td>
<td>0.6201</td>
<td>0.0056</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0046</td>
<td>0.0368</td>
<td>0.1688</td>
<td>0.0403</td>
<td>0.1531</td>
<td>0.0017</td>
<td>0.0036</td>
<td>0.5838</td>
</tr>
<tr>
<td>$e$</td>
<td>0.1262</td>
<td>0.0397</td>
<td>0.1566</td>
<td>0.0143</td>
<td>0.5094</td>
<td>0.1207</td>
<td>0.0203</td>
<td>0.0048</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0034</td>
<td>0.0469</td>
<td>0.1563</td>
<td>0.0279</td>
<td>0.1338</td>
<td>0.0287</td>
<td>0.0053</td>
<td>0.5894</td>
</tr>
<tr>
<td>4 quarters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.0568</td>
<td>0.2409</td>
<td>0.1083</td>
<td>0.0082</td>
<td>0.5068</td>
<td>0.0364</td>
<td>0.0292</td>
<td>0.0055</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0056</td>
<td>0.0303</td>
<td>0.0291</td>
<td>0.0035</td>
<td>0.3906</td>
<td>0.1300</td>
<td>0.3941</td>
<td>0.0111</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0082</td>
<td>0.0532</td>
<td>0.1882</td>
<td>0.0576</td>
<td>0.2706</td>
<td>0.0011</td>
<td>0.0048</td>
<td>0.4064</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0795</td>
<td>0.0221</td>
<td>0.1410</td>
<td>0.0114</td>
<td>0.6439</td>
<td>0.0490</td>
<td>0.0386</td>
<td>0.0077</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0047</td>
<td>0.0920</td>
<td>0.1668</td>
<td>0.0304</td>
<td>0.2147</td>
<td>0.0224</td>
<td>0.0110</td>
<td>0.4456</td>
</tr>
<tr>
<td>20 quarters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>0.0050</td>
<td>0.1873</td>
<td>0.0251</td>
<td>0.0016</td>
<td>0.7577</td>
<td>0.0024</td>
<td>0.0183</td>
<td>0.0009</td>
</tr>
<tr>
<td>$\pi$</td>
<td>0.0040</td>
<td>0.0447</td>
<td>0.0171</td>
<td>0.0018</td>
<td>0.8614</td>
<td>0.0108</td>
<td>0.0545</td>
<td>0.0016</td>
</tr>
<tr>
<td>$i$</td>
<td>0.0135</td>
<td>0.0338</td>
<td>0.1056</td>
<td>0.0671</td>
<td>0.6717</td>
<td>0.0030</td>
<td>0.0020</td>
<td>0.0971</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0076</td>
<td>0.0534</td>
<td>0.0305</td>
<td>0.0022</td>
<td>0.8752</td>
<td>0.0033</td>
<td>0.0226</td>
<td>0.0013</td>
</tr>
<tr>
<td>$q$</td>
<td>0.0055</td>
<td>0.1368</td>
<td>0.0826</td>
<td>0.0155</td>
<td>0.5749</td>
<td>0.0079</td>
<td>0.0136</td>
<td>0.1571</td>
</tr>
</tbody>
</table>
Figure 1: Responses to a foreign interest shock. Solid line: TZ. Dashed line: IT. Dotted line: NRC
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Figure 2: Responses to a realignment expectation and a risk premium shock. Solid line: TZ. Dashed line: IT. Dotted line: NRC.
Figure 3: Responses to a labor supply shock. Solid line: TZ. Dotted line: IT. Dashed line: IT. Dotted line: NRC.
Figure 4: Responses to a technology shock. Solid line: TZ. Dashed line: IT. Dotted line: NRC.
Figure 5: Responses to a monetary shock. Solid line: TZ. Dashed line: IT. Dotted line: NRC.
Figure 6: Evolution of some variables during the target zone period under the estimated policy for that period and under the estimated policy for the inflation targeting regime, with both the monetary policy and risk premium shock innovations shut down.