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I Introduction

The national price level of a country is defined as the ratio of the purchasing-power parity of the country’s currency to its foreign-exchange rate.\(^1\) As shown in Figure I, the national price levels of countries with similar levels of income are considerably different. For instance, the price level of Panama in 1990 was 60 percent that of the US while Colombia’s price level was less than 30 percent that of the US. This difference cannot be explained by the conventional Balassa-Samuelson effect or the Kravis-Lipsey-Bhagwati hypothesis because Panama and Colombia had similar income levels in 1990.\(^2\)

This paper provides an explanation for the observed large dispersion across price levels within income groups observed in the data. It shows that the equilibrium national price level of a country depends on its exchange rate regime. In particular, countries with fixed exchange rate regimes (grey-squared markers in Figure I) like Panama should have higher national price levels relative to countries with flexible regimes (black-triangular markers) like Colombia. The paper documents the strong relationship between price levels and exchange rate regimes during the post-Bretton Woods era for a sample of developed and developing countries.

One of the most important insights of the stochastic general equilibrium model pioneered by Obstfeld and Rogoff [2000a] and Corsetti and Pesenti [2001b] is that the price-setting behavior of agents is affected by the response of the monetary authority to real shocks. The response of the monetary authority, in turn, is constrained by the choice of exchange rate regime. As a result, this setup predicts that national price levels across countries should differ depending on the exchange rate regime adopted by each country. The intuition behind this result is the following: in countries with no exchange rate flexibility, the monetary authority is unable to accommodate productivity and world preference shocks to avoid employment variation. In a world with sticky wages (as in Obstfeld and Rogoff [2000a]), workers in countries with pegged regimes require a wage premium relative to workers under flexible regimes.

\(^1\)This terminology is taken from the empirical literature started by Balassa [1964] and Kravis and Lipsey [1983], and continued by Clague [1985], Heston and Summers [1984, 1991 and 1996] and Roger [2000] among others.

\(^2\)Balassa [1964] and Samuelson [1964] argue that high-income countries are associated with a larger productivity difference between tradable and non-tradable goods than low-income countries. Kravis and Lipsey [1983] and Bhagwati [1984] suggest low-income countries have a higher labor intensity of non-tradable goods and relatively cheaper labor than rich countries. Both explanations imply a strong (positive) relation between national price levels and income levels.
to be compensated for the larger employment variations.\footnote{There has been research related to temporary layoffs and compensating wage differentials in other fields. For instance, Abowd and Ashenfelter [1985] derive and test a model where the competitive wage includes a risk compensation proportional to the size of the employment variation in different industries.} \footnote{In the model presented in section 2, part of the price premium is independent of risk aversion. I thank Cedric Tille for this insight.} Higher wages, in turn, drive domestic prices up. In a world with sticky prices (as in Corsetti and Pesenti [2001b] and Devereux and Engel [2000]), producers in pegs set higher prices than producers in floats for the same reason. Under both setups, equilibrium national price levels are predicted to be higher in countries with fixed regimes.

Despite the recent boom of theoretical work with this setup, there has been no attempt to test these predictions of the model in the data. The findings of this paper suggest that differences in the national price levels of countries with distinct exchange rate regimes are striking. For low and medium income countries, pegs have national price levels that are approximately 20 percent higher than floats. This cross-sectional difference is highly significant during most of the period between 1980 and 1996. For high-income countries, the relationship between exchange rate regimes and price levels is smaller and less significant. The model suggests that a weaker relationship for developed countries is consistent with a larger degree of local-currency pricing in developed countries relative to developing countries.\footnote{Engel and Rogers [1996] and Parsley and Wei [1996] present evidence suggesting that indeed local currency pricing is more prevalent in developed countries.} This pattern is robust to the following considerations: a) the inclusion of the controls that are commonly applied in the literature on the Balassa-Samuelson hypothesis, b) different price definitions and aggregation methods, and c) different exchange rate classifications. In particular, I explicitly abstain from using data for national price levels around times of regime shifts because short-run considerations are not the focus of the model presented.\footnote{These considerations are the focus of the literature on inflation stabilizations and currency crisis. Throughout most of the empirical analysis I exclude country-year pairs that do not have constant exchange rate regimes during a 5-year interval.}

The strong exchange rate regime-price level relationship is also present at the disaggregate level. In accordance with the predictions of the model, price differences across regimes are larger for non-traded goods than for traded goods. For a selected sample of goods where the non-traded component is clearer, the effect of the exchange rate regime on the price level is highly significant for the selected non-traded goods, and insignificant for the selected traded goods. In particular, the regime-price
relationship is more significant for those goods with a stronger Balassa-Samuelson effect. Finally, time-series evidence suggests that the countries that adopted more flexible regimes after Bretton Woods had larger falls in their average price level than those that adopted less flexible regimes.

A simple calibration of the model suggests that roughly 40 percent of the difference between regimes can be explained by the model.\(^7\) Since the national price level of a country and its real exchange rate are closely related, this result has stark implications for the empirical literature on real exchange rate misalignment.\(^8\) Real exchange rates are often characterized as overvalued or undervalued. This assessment depends on a notion of an equilibrium level of the real exchange rate. In the empirical literature, the equilibrium real exchange rate is usually measured as the trend of the real exchange rate series with no break between regimes. The findings of this paper suggest that measuring the misalignment in national price levels (or real exchange rates) in this way results in the overestimation of the true misalignment.

The results in this paper relate to the previous empirical literature on exchange rates in three ways. First, most of the empirical research on exchange rate regimes in recent decades has been guided by the predictions of the Mundell-Fleming-Dornbusch setup. Consequently, comparisons across regimes have focused on changes or volatilities of price and quantity variables, and not on the levels of these variables, as this paper does. Second, the results of this paper add to a growing body of evidence that suggests that the type of exchange rate regime may have a more important role in less developed countries than in developed countries. For developed countries, the results of this paper are in line with the main findings of Baxter and Stockman [1989] and Flood and Rose [1995], who find little evidence of systematic differences in the behavior of most macroeconomic aggregates which also holds for national price levels.\(^9\) By contrast, for developing countries, this paper finds significant differences across regimes, as do Ghosh et al. [1997], Levy Yeyati and Sturzenegger [2001], and Broda [2001]. Finally, the analysis of this paper confirms some, but not all of the previous results of the literature on deviations from absolute purchasing power parity. In particular, the systematic tendency for poor countries to have relatively low national price levels, first suggested by Balassa

\(^7\)This number varies from 10 percent to 65 percent depending on the degree of risk aversion to fluctuations in employment.

\(^8\)See for example: Goldfajn and Valdes [2001], Berg and Patillo [1998], Williamson [1994] and the papers therein.

\(^9\)As first noted in Mussa [1986], a notable exception is the volatility of the real exchange rate.
[1964], receives ample support from the data. Within income groups, however, the relationship between prices and income levels is weaker than that between prices and exchange rate regimes.

The paper is organized as follows. Section 2 develops a one-period general equilibrium model of an open economy faced with uncertainty and sticky prices. Section 3 discusses the data used and presents some descriptive statistics. Section 4 presents the empirical results of the paper. Section 5 presents a simple calibration of the model, and section 6 summarizes the main contributions of the paper.

II The model

A Preferences and Technology

The analysis assumes a continuum of consumer-workers, referred to as households, indexed by \( j \in [0,1] \) in the Home country and \( j^* \in [0,1] \) in the Foreign country. The utility function of Home agent \( j \) is:

\[
U(j) = \ln C(j) + \ln \frac{M(j)}{P} - \frac{\kappa}{v} L(j)^\nu,
\]

where utility is increasing in the consumption index \( C(j) \) and real balances \( \frac{M(j)}{P} \), and decreasing in labor effort \( L(j) \). Foreign agents have symmetric preferences (Foreign variables appear starred). The specification assumed is restrictive in many ways but allows the model to be solved in closed form solutions. Under a similar specification, Corsetti and Pesenti [2001a] have shown that a multi-period model has no dynamics.\(^{10}\)

The world economy has traded and non-traded goods. Each country is specialized in one type of traded good which will be denoted by \( H \) for the Home country and \( F \) for the Foreign country. Within a country, goods are produced in a number of brands indexed by \( h \in [0,1] \) in the Home country for type \( H \) (\( f \in [0,1] \) in the Foreign country for type \( F \)) and \( n \in [0,1] \) for non-traded goods (type \( N \)). Households consume all brands of the three types of goods. \( c(i,j) \) stands for consumption of brand \( i \) (type \( I \)) by agent \( j \), where \( i = h, f \) or \( n \), and \( I = H, F \) or \( N \). Each brand is

\(^{10}\)Other studies that use more general functional forms are also static. Obstfeld and Rogoff [2000a,b] explicitly consider a static model, and Engel and Devereux [1998] and Tille [2002] consider a complete-market setup which also implies that multi-period versions have no dynamics.
an imperfect substitute to all other brands, with constant elasticity of substitution \( \theta > 1 \). Consumption of Foreign households is similarly defined. For each agent \( j \) in the Home country, the consumption for type \( I \) is defined as:

\[
C_I(j) = \left[ \int_0^1 c(i, j)^{\frac{\theta-1}{\theta}} \, di \right]^{\frac{1}{\theta-1}}
\]

The aggregate consumption indexes for the home and foreign agent are given by,

\[
C(j) = C_N(j)^\eta \left[ C_H(j)^\gamma C_F(j)^{1-\gamma} \right]^{1-\eta}
\]
\[
C^*(j) = C_N^*(j)^\eta \left[ C_H^*(j)^\gamma C_F^*(j)^{1-\gamma} \right]^{1-\eta}
\]

where \( \gamma \in (0, 1) \) and \( \eta \in (0, 1) \) are identical across countries. The share of world income spent in the home traded good, that is \( \gamma \), is assumed stochastic. \( \gamma - shocks \) represent changes in world preferences and can be interpreted as terms-of-trade shocks. A rise in \( \gamma \) shifts world demand from the foreign traded good towards the home traded good. A similar type of shock has been used in Stockman and Tesar [1995], Devereux [2001] and Ventura [2002].

Similarly, \( p(i) \) denotes the price of type \( I \) brand \( i \) in the Home country. The price index for each type of good is:

\[
P_I = \left[ \int_0^1 p(i)^{1-\theta} \, di \right]^{\frac{1}{1-\theta}}
\]

The utility-based consumer price index, in turn, is defined as:

\[
P = \frac{1}{\eta} P_N^{\gamma} P_T^{1-\gamma}, \quad P^* = \frac{1}{\eta} (P_N^*)^{\gamma} (P_T^*)^{1-\gamma}
\]

where \( \overline{\eta} = \eta^\eta(1 - \eta)^{1-\eta} \) and the price index for tradable consumption is:

\[
P_T = \frac{1}{\overline{\gamma}} P_H^{\gamma} P_F^{1-\gamma}, \quad P_T^* = \frac{1}{\overline{\gamma}} (P_H^*)^{\gamma} (P_F^*)^{1-\gamma}
\]

where \( \overline{\gamma} = \gamma^\gamma (1 - \gamma)^{(1-\gamma)} \).

Home households face the following aggregate budget constraint:

\[
M(j) + P_HC_H(j) + P_FC_F(j) + P_NC_N(j) = M_0 + R(j) - T(j)
\]
where $R$ is the revenue agent $j$ receives from the sale of the goods he produces, $M_0$ is the initial money holdings, and $T(j)$ denotes lump-sum taxes. The government budget constraint in the Home country is

$$\int_0^1 (M(j) - M_0) \, dj + \int_0^1 T(j) \, dj = 0.$$ 

Each agent produces one brand of type $H$ and one brand of type $N$. Sales revenues from brands $h$ and $n$ for agent $j$ are given by,

$$R(j) = p(h) \int_0^1 C(h,j) \, dj + \varepsilon p^*(h) \int_0^1 C(h,j^*) \, dj^* + p(n) \int_0^1 C(n,j) \, dj.$$

where the consumers’ optimal demands are given by,

$$C(h,j) = \left( \frac{p(h)}{P_H} \right)^{-\theta} C_H$$

$$C(n,j) = \left( \frac{p(n)}{P_N} \right)^{-\theta} C_N.$$

Technology is linear in household labor $L$ in both sectors. Brand $h$ is sold in both countries and brand $n$ is only sold within each country. The resource contraints for brand $h$ and $n$ (produced by the same agent $j$) are:

$$AL(h,j) = \int_0^1 C(h,j) \, dj + \int_0^1 C^*(h,j^*) \, dj^*$$

$$AL(n,j) = \int_0^1 C(n,j) \, dj,$$

where $A$ is a stochastic labor productivity term and identical across sectors. Total labor effort by each household $j$ is given by, $L(j) = L(h,j) + L(n,j)$.

**B Optimal Price Setting**

It is assumed that agents set the price of their product before the start of the period without knowing the state of the world (i.e., $(\gamma,A)$). After the uncertainty is revealed, producers meet the demand they face at the preset prices. The optimal
pricing in the Home Country can be derived from the maximization of (1) in expected terms with respect to \( p(h) \) and \( p(n) \) subject to (5), (9), and the consumers’ optimal demands. Rearranging the first order condition of this problem, we obtain the following expressions for the price of brands \( n \) and \( h \):

\[
\begin{align*}
(p(n)) &= \frac{1}{\Phi} E_{-1} \left( A^{-1} M L^{v-1} \right) \\
(p(h)) &= \frac{1}{\Phi} \frac{E_{-1} \left( \gamma A^{-1} M L^{v-1} \right)}{E_{-1} (\gamma)}
\end{align*}
\]

where \( E_{-1} \) stands for the expectation taken before the start of the period, and \( \Phi = \frac{\theta - 1}{\theta} \). That is, Home firms set optimal prices equal to a markup, \( \frac{1}{\Phi} \), over the expected nominal marginal cost of types \( N \) and \( H \), \( E_{-1} (A^{-1} M L^{v-1}) \) and \( E_{-1} (\gamma) E_{-1} (\gamma A^{-v} M L^{v-1}) \), respectively. This marginal cost, in turn, depends on the productivity shock, world preference shock, equilibrium employment, and the monetary policy stance. Thus, equation (10) provides a direct relationship between the price level and uncertainty that was not captured by other types of models.

The Foreign country has an analogous expression for \( p^* (f) \) and \( p^* (n) \). It is also assumed that there are no deviations from the law of one price. That is, \( p^* (f) = \varepsilon p (f) \), \( p^* (h) = \frac{1}{\varepsilon} p (h) \).

In the next section, the possibility of local currency pricing will be discussed.

C Equilibrium

The equilibrium allocation of the model can be expressed in closed form for all the endogenous variables. All variables are expressed as functions of real shocks \( (A, A^*) \), world preference shocks, \( \gamma \), and Home and Foreign monetary stances \( (M, M^*) \). I focus here on the positive implications of the model with respect to the pricing behavior of agents under different exchange rate regimes.\(^{13}\)

The balanced trade condition implies that the equilibrium exchange rate is given

---

\(^{13}\)A similar positive approach has been taken by Baccheta and van Wincoop [2000]. They examine whether fixed exchange rate regimes induce more trade of goods and capital flows. For welfare comparisons across exchange rate regimes in models with nominal rigidities see Obstfeld and Rogoff [2000a], Corsetti and Pesenti [2001b], Tille [2002] among others.
by the following expression:

$$
\varepsilon = \frac{1 - \gamma}{\gamma} \frac{M}{M^*}.
$$

A shift in preferences towards home goods requires an appreciation of the exchange rate to maintain the trade balance. An expansionary monetary policy in Home, in turn, depreciates the local currency relative to the foreign money.

Combining the resource constraint (9), the trade balance condition (13), and price setting conditions (10) and (11), we can obtain the equilibrium price for domestic goods (assuming symmetry):

$$
P_H = \frac{1}{\Phi_{vu}} \left[ \eta f(\gamma, A, M) + (1 - \eta) \right]^{(v-1)v^{-1}} \left[ \frac{E_{-1} (\gamma A^{-v} M^v)}{E_{-1} (\gamma)} \right]^{v^{-1}}
$$

$$
P_N = \frac{1}{\Phi_{vu}} \left[ \eta + \frac{(1 - \eta)}{f(\gamma, A, M)} \right]^{(v-1)v^{-1}} \left[ E_{-1} (A^{-v} M^v) \right]^{v^{-1}}
$$

where the function $f$ is given by,

$$f(\gamma, A, M) = \frac{E (\gamma A^{-v} M^v)}{E (\gamma) E (A^{-v} M^{-v})}.
$$

Note that the average ex-ante marginal cost depends on the comovement between shocks and monetary policy. This relationship underlies the main hypothesis to be tested in the next section. The following remark is key to understand the effects of monetary policy on the price setting behavior of agents.

**Remark 1** $E_{-1} (\gamma A^{-1} M)$ is increasing in Cov$(A_t^{-1}, M_t)$ and Cov$(\gamma, M_t)$. Therefore, $E_{-1} (\gamma A^{-1} M)$ falls the more pro-cyclical is the monetary policy response to $A-$shocks, and the less pro-cyclical is the monetary policy response to $\gamma-$shocks.

Condition (14) and (15) are expressed without defining an explicit monetary behavior. I turn next to the relation between monetary policies and exchange rate regimes. It is apparent from equation (13) that, for a given $M^*$, a fixed exchange rate regime requires no monetary response to $A-$shocks and a pro-cyclical monetary policy in response to $\gamma-$shocks to prevent $\varepsilon$ from moving. A flexible regime, however, can freely change its monetary policy regardless of the shocks. I characterize the optimal float as a benchmark case, and then define different levels of exchange rate flexibility in terms of monetary policies.

As is common in this literature the optimal float is able to replicate the constraint
efficient equilibrium achieved under price flexibility. The optimal monetary policy can be obtained by comparing the equilibrium level of employment with and without price rigidity. Equation (16) shows the equilibrium level of employment in the presence of sticky prices,\(^{14}\)

\[
L = \Phi^{v-1} A^{-1} M \left[ \frac{\eta}{E^{-1}(A^{-v}M^v)} + \frac{(1 - \eta) E^{-1}(\gamma)}{E^{-1}(\gamma A^{-v}M^v)} \right]^{v-1}.
\]

The main difference between the flexible-price solution of the model and the sticky-price solution is that under flexible prices all equilibrium conditions hold in any state of nature, not in expectation. It then becomes apparent from condition (16) that in the flexible-price case, the equilibrium employment level is constant at \(\Phi^{v-1}\).

The optimal monetary policy \((OF)\) under sticky prices can be defined as:\(^{15}\)

\[
M_{OF} = M_0 \frac{A}{E(A)}
\]

That is, the optimal float does not respond to \(\gamma - shocks\) and adopts a procyclical monetary policy when responding to \(A - shocks\) that completely stabilizes employment. In other words, the equilibrium employment level is constant under an optimal float but fluctuates under any other less than fully-accommodating regime.

In the empirical section of the model, countries with different degrees of exchange rate flexibility are considered. Therefore, it is useful to derive the testable implications in terms of regimes with different degrees of flexibility. For this purpose I define an index \(R \in [0, 1]\) that reflects the degree of exchange rate flexibility of the regime. A higher \(R\) implies a higher degree of exchange rate flexibility. A monetary policy consistent with a degree \(R\) of exchange rate flexibility is defined as:

\[
M_R = M_0 \left( \frac{A}{E(A)} \right)^R \left( \frac{\gamma}{E(\gamma)} \right)^{1-R}.
\]

In particular, note that \(R = 0\) implies a fixed exchange rate regime, and \(R = 1\) implies a fully accommodating (optimal) float.

\(^{14}\)The equilibrium allocation is fully characterized in the appendix.

\(^{15}\)As noted by Woodford [2000] and Corsetti and Pesenti [2002], the optimal monetary rules do not provide a nominal anchor to pin down nominal expectations. Since I am interested in the difference between two regimes, the nominal anchor problem turns out to be irrelevant.
D National Price Levels and Exchange Rate Regimes

This section compares the national price levels between Home countries with different degrees of exchange rate flexibility that face a common behavior by the Foreign country.\(^{16}\) The main predictions of the paper result from combining condition (14) with the monetary policy consistent with exchange rate regime \(R\), that is, (17). Before stating the main propositions, I discuss the distribution of the shocks and define national price levels.

Productivity shocks and world preference shocks are assumed to have the following distribution:\(^{17}\)

\[
\begin{pmatrix}
\log A \\
\log \gamma
\end{pmatrix} \sim N
\begin{pmatrix}
\mu_a & \sigma_a^2 & 0 \\
\mu_\gamma & 0 & \sigma_\gamma^2
\end{pmatrix}.
\]

**Definition 1** The aggregate and disaggregate national price levels (NPL) of a country are defined as the domestic price level expressed in foreign currency, namely:

\[
NPL = \frac{P}{\varepsilon}; \quad NPL_N = \frac{P_N}{\varepsilon}; \quad NPL_T = \frac{P_T}{\varepsilon}
\]

The following proposition states the main hypothesis to be tested in the next section.

**Proposition 1** The average National Price Level of a country decreases as its degree of exchange rate flexibility, \(R\), increases. That is,

\[
\frac{dE \log NPL_R}{dR} < 0
\]

**Proof of Proposition 1.** See the appendix for a technical proof. For a sketch

\(^{16}\)This assumption stems from the fact that in the data any individual peg or float faces the same “rest of the world”. For consistency, assume that \(M^* = (1 - \gamma)\). Thus, as stated above, an \(R = 0\) is indeed a fixed exchange rate. If the foreign country were to respond to shocks \(A^*\), (17) would have to be changed for \(R = 0\) to imply a fixed exchange rate. The qualitative results that follow, however, would be unchanged.

\(^{17}\)For simplicity, \(A\) and \(A^*\) are assumed uncorrelated (no global shocks). In the case with global shocks, the simultaneous increase of \(A\) and \(A^*\) can be accommodated even by a fixed exchange rate regime. Results are qualitatively unchanged without this restriction.
of the proof, note that from (3), (4), and the definition of $NPL$, we obtain:

$$E \log NPL_R = \eta (E \log P_{NR} - E \log \varepsilon_R) + (1 - \eta) E\gamma (\log P_{HR} - \log \varepsilon_R)$$

$$+ (1 - \eta) (1 - E\gamma \log P^*_F)$$

It follows from Remark 1 that $P_{HR}$ falls as $R$ increases. It can be shown that $P_{NR}$ also falls with $R$. Since the behavior of $M^*$ is assumed common for different $Rs$ of the Home country, $P^*_F$ is independant of $R$. The effect of $R$ on the nominal exchange rate depends on the relative variance of the shocks, but the magnitude of the effect is always dominated by the price effects.

The intuition behind this result is the following. First take the case of productivity shocks only. With a passive monetary policy (ie., low $R$ as in pegs), employment fluctuates with productivity shocks, rising when productivity is low and falling when it is high. In other words, employment is high (low) when marginal costs are also high (low). When monetary policy is pro-cyclical (ie., high $R$ as in floats), however, employment fluctuations are dampened. The smaller comovement between employment and productivity implies that the average ex-ante marginal cost is also smaller because labor effort is relatively higher (lower) when marginal costs are low (high). The smaller average ex-ante marginal cost, in turn, results in lower equilibrium preset prices in countries with a more accomodative monetary policy or, in other words, in countries with more flexible exchange rate regimes. Moreover, the incentive to increase preset prices (denominator of (10)) is higher the more consumers dislike employment variation (ie., the higher is $v$). Therefore, the higher is $v$, the larger is the difference in price levels across regimes.

The monetary policy response of different regimes to world preference shocks to the domestic good is different from the response to productivity shocks. The trade balance condition requires a fixed exchange rate regime to have a pro-cyclical monetary policy that induces employment variation in equilibrium. This undesired variation, in turn, generates a similar increase in the average marginal cost as in the case of productivity shocks. A flexible regime, however, can avoid the expansion in monetary policy when $\gamma$ rises, by letting the exchange rate appreciate.

The next proposition provides two additional predictions of the model that will be tested in the next section using disaggregate data.

**Proposition 2** a) Both traded and non-traded national price levels fall as the degree
of exchange rate flexibility raises. That is,

$$\max \left( \frac{dE \log NPL_{TR}}{dR}, \frac{dE \log NPL_{NR}}{dR} \right) \leq 0.$$ 

and b) for low values of $E\gamma$,$^{18}$ the difference in national price levels between pegs and floats is larger for non-traded goods than for traded goods. In other words,

$$\left| \frac{dE \log NPL_{NR}}{dR} \right| > \left| \frac{dE \log NPL_{TR}}{dR} \right|$$

**Proof of Proposition 2.** Part a) follows from remark 1. The intuition for part b) is the following: despite the fact that the price of home goods fall faster than the price of non-traded goods when $R$ increases, the price of home goods is only a fraction $\gamma$ of the traded goods price index. The rest is independent of $R$. Thus, for low values of $E\gamma$ the rate at which $NPL$ falls is larger for $N$ than for $T$. See the appendix for a technical proof. ■

The model presented in the previous sub-sections assumes producer currency prices (PCP). Betts and Devereux [2000] show that, when deviations of the law of one price are accounted for, the pricing of exported goods will differ. To illustrate this point, I adopt the simple pricing function used in Corsetti and Pesenti [2001b]. Equation (12) is replaced by,

$$p_t(f) = \epsilon_{t} p_t(f), \quad p_t^*(h) = \frac{p_t(h)}{\epsilon_{t}^*},$$

where $\omega^*$ ($\omega$) denotes the degree of pass-through in the Foreign country (Home country).$^{19}$ The prices with tildes stand for the predetermined component of prices that cannot be adjusted to variations of the exchange rate during $t$. If $\omega = 1$ we are back to the PCP case examined in (12). If $\omega = 0$, the Home producer fixes foreign prices in foreign currencies (also known as local currency pricing, LCP). For simplicity, assume that $\nu = 1$ and $\gamma$ is deterministic. As shown in the appendix, the equilibrium price for Home imports, $P_F$, becomes

$$P_F = \frac{1}{\Phi^*} \frac{1 - \gamma}{\gamma} \left( \frac{M}{M^*} \right)^{\omega} E^{-1} \left( (A^*)^{-1} (M^*)^{\omega} M^{1-\omega} \right).$$

$^{18}$The exact condition is presented in the appendix.

$^{19}$See Devereux and Engel [2001] for a model where the level of pass-through $\omega$ is endogenously determined.
Note that in the case of less than complete pass-through ($\omega < 1$), an accommodating foreign monetary policy will raise the domestic price of Foreign goods relative to the producer currency pricing case ($\omega = 1$). This is the basis for the next proposition.

**Proposition 3** For a given $R$, the lower is pass-through in domestic markets ($\omega$), the lower is $\frac{d \log NPL_{TR}}{dR}$, that is,

$$\frac{d^2 E \log NPL_{TR}}{dR \omega} > 0$$

**Proof of Proposition 3.** See appendix for proof.

As discussed in Corsetti and Pesenti [2001b], profits are a concave function of the nominal exchange rate, and increasing prices is a way to reduce the sensitivity of profits to exchange rate variability. This implies that more flexible regimes (higher $R$) will have higher price levels the lower is the pass-through coefficient $\omega$. As discussed in Devereux and Engel [2000], there seems to be more widespread evidence of local currency pricing in developed countries than in small open economies. Therefore, this last proposition suggests that differences in price levels of traded goods between regimes may be smaller in developed countries relative to developing countries. We turn next to the empirical section.

### III Data and Preliminary Diagnostics

The price data used in this paper comes from the Penn World Tables (PWT) Mark 5.6 and the World Development Indicators (WDI). Both databases use the survey on prices provided by the International Comparison Programme (ICP, United Nations). In this survey, prices of different goods and services (standardized with respect to quality) are collected for a selected number of countries (beginning with 60 in 1975 and increasing to 90 in 1990) at five-year intervals (the so-called benchmark years). Drawing on this sample of prices, both sources construct purchasing power parity (PPP) indexes for each country relative to the United States, defining a country’s national price level as the PPP index of that country divided by its foreign exchange rate. PWT calculates national price levels for country $i$ as:

$$NPL_{i}^{PWT} = \frac{\sum_j w_{j} \frac{p_{j}^{i}}{p_{j}^{US}}}{e_{i \ as}}$$
where \( j \) are all goods available in the ICP survey, \( w_j \) are the weights used in the PWT index, and \( e_{i,us} \) is the exchange rate between the country \( i \)'s currency and the US dollar. A similar equation is used in the WDI case. However, the PWT and WDI differ in the techniques they use to compute weights, and they rely on different methods to extrapolate the data for those countries and years not included in the benchmark surveys.\(^{20}\) Data for more than 120 countries during the period between 1975 and 1998 are used in the regression analysis below (see Table A-I in the appendix).

Despite the explicit effort to make the two sets comparable, significant differences between the PWT and WDI data remain. As an illustration of these differences, Table A-II in the appendix shows the price levels for the two sources in 1990 (a benchmark year). In particular, differences are pronounced for low and medium income countries, with correlations between the price levels of the different sources being around 0.36 and 0.65 respectively. For high-income countries, however, differences are smaller. In addition, Mark 5.6 version of PWT provides data through 1992, while WDI data is available until 1998.

I use two different exchange rate classifications in the empirical analysis that follows. A de jure classification of exchange rate regimes is provided in the International Monetary Fund’s Annual Report on Exchange Arrangements, and Exchange Restrictions and a de-facto classification is provided in Levy Yeyati and Sturzenegger [2000]. The IMF classification consists of ten categories (1 to 10), broadly grouped into pegs (1 to 4), arrangements with limited flexibility (5), and “more flexible arrangements,” which include managed and pure floats (6 to 10). This classification captures the formal commitment to a regime, but it fails to capture whether the actual policies were consistent with this commitment. For example, de jure pegs can pursue policies inconsistent with their stated regime and require frequent changes in the nominal exchange rate, making the degree of commitment embedded in the peg in fact similar to a float. In the case of floats, fear of floating can induce a central bank to subordinate its monetary policy to eliminate fluctuations in the exchange rate, rendering a de jure float equivalent to a de-facto peg. These problems can potentially be solved if the classification are based on the observed behavior of the exchange rate. The available data for 1990 is summarized in Table A-I. In that year,

roughly half the countries with de-facto fixed regimes were also classified as pegs by the IMF classification, and three out of four countries with de-facto flexible regimes had the same de jure classification.\footnote{For a detailed comparison of the IMF classification and a de-facto classification, see Levy Yeyati and Sturzenegger [2000].}

Figure I presents a summary of the PWT and IMF data in the year 1990 and a preview of what is to come in the next section. It shows price level (PWT) versus income relationships for 81 countries separated by level of per capita GDP. The exchange rate regime (IMF) is depicted by the shape and color of the data points. Countries are included only if their exchange rate regime remained constant from 1988 to 1992.\footnote{The reasons for this restriction will be explained in the next section.}

On first consideration, the charts show that fixed regimes (grey points) have higher price levels than flexible regimes (black points). For instance, in the chart for low-income countries, the average price level in countries with fixed regimes is 50.9 percent of the U.S. level, while in less rigid regimes the level is 35.4 percent of that of the U.S. price level. The percentage difference is around 30 percent. In the chart for medium-income countries the difference across regimes is around 25 percent. For high-income countries, however, this difference is less evident. In short, Figure I provides preliminary evidence of a strong positive relationship between exchange rate rigidity and national price levels, which is investigated further in the next section.

### IV Empirical Method and Results

The basic cross-country specification used is:

\[ NPL_j = \alpha + \beta y_j + \gamma ER_j + \Lambda X_j + \epsilon_j, \]

where $NPL_j$ is the national price level of country $j$ relative to the U.S. ($NPL_{US} = 100$), $y_j$ is the real per capita GDP of country $j$, and

\[ X_j = \left\{ GC, OPEN, \frac{PX}{PM}, CA \right\} \]
is a matrix of control variables suggested by previous theoretical work on national price levels. A key control variable in the analysis is the income level, \( y_j \). Since Balassa [1964], Samuelson [1964], and Kravis and Lipsey [1983] (hereafter, BS-KL), a country’s income level has been recognized as an important determinant of the national price level. These studies find that price levels tend to increase with the level of income. This relationship also receives ample support in the databases used in this paper.\(^{23}\)

Other researchers have suggested potential determinants of the national price level. Froot and Rogoff [1995] suggest the importance of “demand” factors such as the level of government spending \( (GC) \), that fall disproportionately on non-tradable goods. Kravis and Lipsey [1987] argue that a high propensity to trade should pull a country’s prices towards the world average \( (OPEN \times y) \) and should increase the prices of non-tradables for a given income level \( (OPEN) \).\(^{24}\) De Gregorio and Wolf [1994] suggest that the effect of a terms of trade increase (i.e., a rise in the ratio between the price of exported goods to imported goods, \( \frac{p_X}{p_M} \)) on the price level depends on the degree of substitutability between goods. Finally Clague [1986] conjectures that in countries where spending is temporarily higher than income, price levels should be higher. Therefore, the current account as a share of GDP \( (CA_y) \) is included in \( X \).

Before presenting the results, a crucial assumption regarding the treatment of countries that often change regimes needs to be explained. The model in section 2 compares stylized countries with permanent exchange rate regimes and ignores short-run effects that may arise from sudden regime shifts. In the data, however, such stylized comparisons are more difficult to find. To avoid the incidence of short-run effects, the basic regressions are constrained to observations with

\[
ER_{jt-a} = \ldots = ER_{jt-1} = ER_{jt} = ER_{jt+1} = \ldots = ER_{jt+a}
\]

where \( a \) is set equal to two for most regressions. Thus, I prevent results from being driven by flexible regimes that have recently become floats (e.g., currency crisis events) or pegs that have recently adopted fixed regimes to stabilize inflation (e.g.,

\(^{23}\)Both Balassa and Samuelson, and Kravis and Lipsey suggest that the relationship between prices and income levels should be stronger for non-tradable goods than for tradable goods. This insight will be employed below.

\(^{24}\)They argue that trade tends to raise the prices of relatively abundant factors. If poor countries tend to have abundant labor, and if non-tradables tend to be labor intensive, openness should result in higher prices once you control for the income level.
exchange-rate based stabilizations). Table A-I shows the country-year pairs that satisfy this restriction between 1975 and 1996. A series of robustness checks are performed to determine the importance of the omitted short-run considerations.

It is illustrative to note that the effect of relaxing restriction (20) on the coefficient of the exchange rate regime (γ) is ambiguous. In the case of exchange-rate based stabilizations, inflation inertia usually tends to increase the national price level relative to the initial post-stabilization level. The latter, however, depends on the nominal exchange rate at which the exchange rate is fixed. This implies that the short-run effect introduced by including these cases is positive when the nominal exchange rate is initially set at a low value, and negative when it is set at a high value.

In the case of currency crisis events, a temporary exchange rate overshooting would result in low national price levels being associated with the post-crisis regimes. In the case where the post-crisis regime is a float, this would imply lower prices for floats, just as predicted in the model in section 2. For the events selected by Flood and Rose (1995) as currency crisis, only forty out of ninety-one of the events were classified as having flexible regimes one year after the crisis. Therefore, inasmuch as Flood and Rose’s classification includes the relevant events, relaxing restriction (20) has an ambiguous effect on the relationship between prices and exchange rate regimes. Indeed, this is what the next section shows.

## A Main Results

Table I shows the main results of the paper. The first two columns show the cross-country regression originally performed by Balassa [1964], including the IMF exchange rate regime variable for the year 1990. For both price databases, the exchange rate regime variable is negative (the more flexible the regime, the smaller the price) and highly significant. The coefficient reveals that in an average country

---

25 Several of the country-year pairs that are defined as currency crashes in Flood and Rose (1995) and exchange-rate stabilizations in Calvo and Vegh (1998) are not associated with changes in the regime classification, and therefore are not excluded by restriction (20). In these cases, the country-year pairs were explicitly excluded from the regressions. These cases (39 out of 103) appear with an (x) in Table A1. Twenty-four of those episodes were classified as pegs before, during and after the currency crisis by the IMF (half of which are African countries in 1981). The rest were floats throughout the crisis.

26 The robustness of the main results for other years is presented in Figure 2. A similar table for the year 1985 is available upon request. These years were chosen because they are benchmark years for the International Comparison Programme.
with a flexible regime, the price level is around 10 to 12 points lower (US = 100) than one with a fixed regime with the same level of income.\textsuperscript{27} Furthermore, regressions (5) to (8) confirm this result using the de-facto classification.\textsuperscript{28} In this case, the differences between regimes are larger but less significant. Note, as well, that the BS-KL effect ($\beta$) is highly significant in all the regressions. The inclusion of the control matrix does not change the results qualitatively. In the case of the PWT data, the government consumption variable is positive and significant, and reduces the significance of both the income and the exchange rate regime variables. Nonetheless, both variables remain highly significant. In general, the coefficient for the rest of the control variables are not significant. For the WDI data, the inclusion of the controls sharply reduces the effect of the income variable but the effect of the exchange rate regime variable stays relatively constant.

Figure II shows how the coefficient $\gamma$ has changed through time. Figures A and B show the estimated $\gamma$ for the regressions (4) and (8) in Table I between 1980 and 1996. The strong positive relationship between exchange rate rigidity and national price levels is present during most of the 1980s and 1990s. The coefficients are particularly significant during the late 80s and early 90s. I will comment below on the effect that strengthening and relaxing restriction (20) has on $\gamma$.

Table II answers two important questions: 1) is the relationship between regime and national price level present in all income groups? and 2) restriction (20) notwithstanding, are the results driven by short-run considerations? Columns (1)-(4) show a common answer to the first question. The exchange rate variable is negative in all three income groups, but it is significant only among low and medium-income countries. For low-income countries, the price level in countries with flexible regimes is around 9 points lower than in those with fixed regimes. Since the average price level for low-income countries is 44 (relative to US = 100), the difference is approximately 20 percent. For medium-income countries the difference ranges from 20 to 30 percent, and is highly significant, even more so than in low-income countries. For high-income countries, the difference, though negative, is less robust across specifications and, in general, is not significant. Notably, within income groups, the price-regime relationship is stronger than the traditional price-income relationship.

Several potential explanations can account for the differences observed between

\textsuperscript{27}The average fix and flexible regime are defined as having ER\_IMF equal to 2.5 and 7, respectively.

\textsuperscript{28}Note that FLEX is a 0-1 dummy. This explains the difference in the magnitude of the coefficients in Table 1.
rich and poor countries. First, the empirical evidence on LCP suggests that Proposition 3 can help explain part of the differences between income groups. Devereux and Engel [2000] suggest that LCP is more widespread in developed countries than in developing countries. In this case, the model in section 2 predicts that differences in national price levels across regimes should indeed be smaller in developed than in developing countries. Second, actual real GDP volatility differences across regimes are smaller in rich countries than in poor countries. Baxter and Stockman [1989] find insignificant differences in industrial production volatility in OECD countries across exchange rate regimes. By contrast, Ghosh et al. [1997] find that employment fluctuations in developing countries are significantly larger in countries with fixed regimes than in those with flexible regimes. Broda [2001] examines a large set of developing countries and finds larger real GDP fluctuations following terms-of-trade shocks in pegs than in floats. The pattern of this evidence is consistent with finding significant results for developing countries but not for developed countries. Third, developed countries may have better institutions to cope with employment variations which make the threat of being unemployed smaller than in developing countries. This explanation would imply that a weaker relationship exists between the national price level and the exchange rate regime in rich countries relative to poor ones.

Columns (5) to (8) of Table II address the question of the role of short-term considerations in creating the observed differences. To reduce the effect of short-run factors even further, restriction (20) is strengthened to include 5 years before and after 1990 (i.e., \( a = 5 \)). In other words, regressions (5) and (6) include only those countries that maintained the same regime from 1985 to 1995. A total of 44 countries satisfy this restriction and have PWT data (21 fixed, 3 intermediate and 20 flexible, listed in Table A-I in the appendix). In this sample, the positive relationship between exchange rate rigidity and price levels is significant at the 1 percent level.

Furthermore, columns (7) and (8) exploit the panel nature of the data by looking at the country-year pairs for which the exchange rate regime is constant during a 17-year interval within the period 1975-98 (i.e., \( a = 8 \)). In the case where the same country is selected more than once (e.g., Denmark 1988 and 1989), only the mean of the observations is included. Since the world average national price level has fluctuated during the period studied, deviations from the annual mean price level are considered. Roughly half the countries in the sample meet this restriction at least once within the period under study. Within this sample, average pegs have
significantly higher price levels than the average float. Overall, these results suggest that the differences obtained in Table I are also present in longer term comparisons and that, if anything, shorter term dynamics reduce the economic significance of these differences.

Moreover, the appendix includes the time-series of the \( \gamma \) coefficient when the regressions (4) and (8) from Table I are estimated without restriction (20), that is, without excluding the possible short-run effects of sudden regime shifts (i.e., \( a = 0 \)).\footnote{In this case, \( \gamma \) is usually smaller but slightly more significant than when excluding the short-run considerations.\footnote{This further suggests that the main results are not being driven by short-run considerations.}}. This further suggests that the main results are not being driven by short-run considerations.

B Disaggregate Results

The model presented in Section 2 suggests that the relationship between exchange rate regimes and national price levels is stronger for non-traded goods than for traded goods (Proposition 2). This section tests this proposition in several ways. First, it examines the relationship between prices and regimes using traded and non-traded national price indexes. It then examines the hypothesis for a set of selected traded and non-traded goods, and finally checks it at the level of the major GDP categories.

The traded and non-traded indexes are computed following Roger [2001]. As discussed in Burstein, Neves and Rebelo [2000], these indexes have several shortcomings. In particular, there is usually a high share of non-traded components present in goods usually classified as traded. Indeed, Burstein et al. find that this share amounts to 60% of the final good’s price in Argentina and 40% in the United States. Despite these shortcomings, the comparison between columns (1) and (2) of Table III reveals that the relationship between national prices and the exchange rate regimes is stronger for non-traded than for traded goods. This provides strong evidence in support of part a) of Proposition 2. We discuss below additional evidence in support of this result.

Column (2) also shows that the relationship between prices and regimes is significantly different at the 5 percent level for the sample of traded goods. Two interpretations of this finding are possible. First, the result can be interpreted as
evidence in favor of part b) of Proposition 2. However, an alternative interpretation suggests that the imprecise definition of traded goods implies that this finding is simply a confirmation of part a) rather than support for part b). In order to check which of the two interpretations is more likely the case, I pick a group of 15 goods for which the non-tradable component is expected to be especially small and perform regression (19) for the selected group, and for each good separately. If for this group of traded goods, the strong price-regime relationship (i.e., $\gamma$ significant) is not present anymore, the second explanation is the more plausible one. Furthermore, as noted in Footnote 20, for this group of goods, a weaker BS-KL effect ($\beta$) is expected.

Both grouped and individual regressions suggest that the regime-price level relationship for the selected traded goods is weak. Column (3) in Table III show that the coefficient of the exchange rate regimes variable is not significant for the group of traded goods as a whole. Figure III shows the regime versus price level relationship ($\gamma$) for each individual traded good in the bottom-left quadrant and the income versus price level relationship ($\beta$) in the top-right quadrant (both appear as unlabeled round data points). All of the selected traded goods have insignificant $\gamma$ coefficients. Reassuringly, for this same group of goods, the strong positive relationship between income and prices found in BS-KL is not present. These findings suggest that the significant results for the overall traded sample are more the result of an imprecise definition of traded goods than evidence in favor of part b) of Proposition 2.

Figure III also shows results for a selected group of non-traded goods (superimposed on the coefficients for traded goods (unlabeled)). Both $\beta$ and $\gamma$ coefficients have the correct sign and are highly significant. The differences between the selected group of tradable and non-tradable goods are striking. The unlabeled round data points (traded goods) are all concentrated near the (0,0) point, while the labeled squares (non-traded) are spread away from (0,0). This provides additional evidence supporting part b) of Proposition 2.

Dividing the price level into traded and non-traded goods uncovers different roles for the control variables. As expected, the government consumption variable, $GC$, is positive and significant only for non-tradable goods. Furthermore, Kravis and Lipsey [1987] suggest that prices of tradables should tend toward greater uniformity the larger the trade share and that, controlling for income, the price of non-tradable goods should be lower for more open countries. At the disaggregate level, the hypothesis that prices are pulled towards uniformity finds support, while the hypothesis that prices are lower among more open countries, does not. Openness tends to reduce the price of traded goods for rich countries and increase the
price in poor countries (OPEN_y). The price of non-tradable goods increases with openness, but the rise is not statistically significant. Surprisingly, this effect is significant for traded goods (OPEN). Finally, the terms of trade effect and the current account are not significant.

Figure IV decomposes the results in Table III according to the major categories of GDP. Two points are important to note. First, the figure shows that the large price differentials across regimes are mostly driven by six out of the twelve major categories. Government (GNT), medical care (MC) and food, beverages and tobacco (FBT) are among those with significant γs, while net exports (NX), home furnishing (HF) and rent, fuel and power (RFP) are not. Second, as mentioned above, the BS-KL effect is expected to be weaker the more tradable is the good. Therefore, the ranking between the significance of the βs and the γs can serve as an alternative test of part b) of Proposition 2. The figure shows that the ranking of significance of the β coefficient is similar to that of the γ coefficient, though not highly significant. The correlation between both rankings is around 0.68. This finding suggests that the price level-regime relationship is stronger the larger the non-tradable component found in these categories.

C Time Series Evidence

Most of the results presented above exploit the cross-country dimension of the databases. I now turn to the time series results, and compare national price levels within each country during and after the Bretton Woods era. In particular, I compute the difference between the average price level between 1960-1973 and 1974-1992 (dp) for each country.31 In addition, I group the 116 countries for which pre-1973 PWT data is available in terms of their post Bretton Woods average exchange rate regime (av_ER) and perform the following regressions: 32

\[ dp_i = a_2 y_i + a_1 dy_i + a_3 av_{ER} + \epsilon_i \]

Table IV shows that among developing countries, those that adopted more flexible regimes after 1973 had the largest declines in their price levels, controlling for the change and level of their income. For instance, the average pre-Bretton Woods developing country had a price level of 60 percent of US level. If that country

---

31 Bayoumi and Eichengreen [1994] and Baxter and Stockman [1989] also take a similar approach.
32 The income variable y is measured relative to US (US=100).
adopted a fixed regime after 1973, its average price level for the subsequent period, would be 58.9 percent of that in the US. If it adopted a flexible regime, its price level would be 52.6. As in the cross-section results, for the developed countries, the sign of the exchange rate variable is negative, but not significant.

V Misalignment or Mismeasurement?

In this section I calibrate the simple model presented in section 2 to assess whether the model can account for the magnitude of the empirical differences between national price levels with alternative regimes.

Table V shows the difference between the log $NPL$ for a country with $R = 0.75, 0.5, 0.25$ and 0 relative to a country with $R = 1$. The last column shows the difference between a completely pegged regime and a fully accommodating float for different values of aversion to employment variability, $v$. For the case where $v = 1$, the difference in equilibrium $NPLs$ across regimes is 2 percent. This difference raises monotonically as $v$ increases and reaches almost 15 percent when $v = 5$. As expected, the higher is $R$, the smaller the difference in $NPLs$ between regimes. This table suggests that for different values of $v$, the simple model can account for between 10 percent to 65 percent of the observed differences in $NPLs$ between regimes in developing countries.

As discussed above, the empirical section of this paper explicitly abstains from considering national price levels around times of regime shifts. However, these short run considerations are the focus of a vast empirical literature that studies the behavior of the real exchange rate. Given the close relationship between national price levels and real exchange rates, the findings of this paper can be related to this literature. Table IV can be interpreted as reflecting the difference in the equilibrium $NPL$ that should be expected when comparing two countries with different exchange rate regimes. In the aforementioned empirical literature, however, the equilibrium real exchange rate is usually measured as the low frequency component of the real exchange rate series with no break between regimes. Hence, the findings of this paper suggest that a large proportion of what is usually dubbed as overvaluation or undervaluation can be accounted for by the mismeasurement of the equilibrium national price level (or real exchange rate).

---

33 For instance, this literature includes papers like Goldfajn and Valdes [2001] and Berg and Patillo [1998] among others that attempt to predict currency crisis.
Figure VI presents a graphical illustration of the potential mismeasurement of the misalignment. The figure shows an example of an episode of a change in exchange rate regime. The actual $NPL$ under a float is smaller than under a peg (as section 4 suggests), as is the case with the equilibrium $NPL$ (as section 2 suggests). For simplicity, assume that the average $NPL$ for the whole period is constant. This is the proxy for the equilibrium exchange rate estimated without a break for regime shifts used in the empirical literature. It then becomes apparent that the measured misalignment (full arrow) is larger than the true misalignment (dashed arrow).

VI Final Remarks

This paper has attempted to explain the large differences in national price levels observed across countries. The strategy chosen was to develop a general equilibrium model that predicts that national price levels should differ across countries depending on their exchange rate regime. The empirical findings of the paper suggest that there is a strong relationship between national price levels and exchange rate regimes. These findings explicitly exclude any short-run effects that may arise when the regime shift is produced. As predicted by the model, countries with fixed exchange rate regimes have higher national price levels than countries with flexible regimes.

The relationship between exchange rate rigidity and price levels is found to be strong for developing countries during most of the post-Bretton Woods era. This relationship, while still present, is not significant for developed countries. The discrepancy between developed and developing countries is consistent with the observation by Devereux and Engel [2000] that local currency pricing is more prevalent in OECD countries, but other potential explanations also exist. At the disaggregate level, the overall evidence presented suggests that the regime-price level relationship is highly significant for non-traded goods, is significant but less so for broadly defined traded goods, and insignificant for selected traded goods.

The final section applies the theoretical and empirical findings of the paper to a classical problem faced by international economists, determining how far the national price levels (or, more generally, the real exchange rate) diverge from their equilibrium values. The paper suggests that calculating national price level misalignments around the time of a regime shift without incorporating the change in the equilibrium rate implies overestimating the true misalignment.
VII Appendix

Consumers maximize (1) subject to (5) and (6) with respect to \( C_H(j), C_F(j), C_N(j), \) and \( M_t(j) \) which imply the following equilibrium conditions:

\[
(21) \quad PC(j) = \frac{1}{\eta} P_N C_N(j) = \frac{1}{\gamma(1-\eta)} P_H C_H(j) = \frac{1}{(1-\gamma)(1-\eta)} P_F C_F
\]

\[
PC = P_N C_N(j) + P_H C_H(j) + P_F C_F(j)
\]

\[
M_t(j) = C_t(j)
\]

The optimal pricing in the Home Country can be derived from the maximization of expected utility with respect to \( p(h) \) and \( p(n) \) subject to (6), (9), (7) and (8). The FOC that emerges is (already assuming symmetry),

\[
(22) \quad \lambda_t = \frac{1}{P_t C_t}
\]

\[
E_{-1} \left[ \frac{\theta \kappa L^{v-1} A^{-1} C_I}{P^2_I} \right] = E_{-1} \left[ \frac{\lambda (\theta - 1) C_I}{P_I} \right], \text{ where } I = H \text{ and } N
\]

Using (21) and (22), and rearranging we obtain equation (10) from the main text. The complete solution of the model can then be obtained by using the trade balance condition and the resource constraint, equations (13) and (9), respectively. The solution is presented in (24 – 31). Similar expressions hold for the Foreign country.

\[
(24) \quad \varepsilon = \frac{1 - \gamma M}{\gamma M^*}
\]

\[
(25) \quad P_N = \frac{P_H}{f(\gamma, A, M)} \quad \text{where} \quad f(\gamma, A, M) = \frac{E(\gamma A^{-v} M^v)}{E_\gamma E(A^{-v} M^v)}
\]

\[
(26) \quad P_H = \frac{1}{\Phi^{v-1}} [\eta f(\gamma, A, M) + (1-\eta)]^{v-1} \left[ \frac{E_{-1}(\gamma A^{-v} M^v)}{E_{-1}(\gamma)} \right]^{v-1}
\]

\[
(27) \quad P_F = \varepsilon_t P_F^*
\]

\[
(28) \quad M = PC
\]

\[
(29) \quad L = \Phi^{v-1} A^{-1} M \left[ \frac{\eta}{E_{-1}(A^{-v} M^v)} + \frac{(1-\eta) E_{-1}(\gamma)}{E_{-1}(\gamma A^{-v} M^v)} \right]^{v-1}
\]

\[
(30) \quad C = \frac{\tau \Phi^{v-1} E(\gamma)^{(\eta + (1-\eta)\gamma)^{-1}} E(1-\gamma)^{(1-\eta)(1-\gamma)^{-1}} M^{\eta + (1-\eta)\gamma} (M^*)^{(1-\eta)(1-\gamma)}}{c_1 [E_{-1}(\gamma A^{-v} M^v)]^{(\eta + (1-\eta)\gamma)^{-1}} [E_{-1}((1-\gamma) (A^*)^{-v} (M^*)^v)]^{(1-\eta)(1-\gamma)^{-1}}}
\]

(31)

\[
c_1 = (1-\eta + \eta f(\gamma, A, M))^{(\eta + (1-\eta)\gamma)(v-1)^{-1}} (1-\eta + \eta f(1-\gamma, A^*, M^*))^{(1-\eta)(1-\gamma)(v-1)^{-1}}
\]
where $\tau = \eta^n ((1 - \eta) \gamma)^{(1-\eta)}$. When the assumption of full exchange rate pass-through is relaxed, the FOC for setting $\tilde{p}_t (h)$ optimally is given by (after assuming symmetry and non-stochastic $\gamma$),

\[
E_{t-1} \left[ \frac{\theta A^{-1} C_H^*}{\varepsilon P_H^*} \right] = E_{-1} [\lambda (\theta - 1) C_H^*]
\]

Using the analogous expression of (21) and (22) for the Foreign country, we obtain (18) in the main text.

**Proof of Proposition 1.** Note that if $\log X$ is normally distributed, $\log E (X^a) = aE(\log X) + \frac{a^2}{2} \text{Var} (\log X)$. Replacing (17) in (14) and (15) we can obtain the difference in domestic prices across regimes as a function of the variance of the exogenous shocks. Using (13) (together with the assumption that $M^*$ is common across Rs) we obtain $NPLs$ for different Rs. It is easy to show that:

\[
\frac{dE \log e}{dR} = \frac{1}{2} (\sigma_\gamma^2 - \sigma_\lambda^2)
\]

\[
\frac{dE \log f (\gamma, A, M)}{dR} = -v \sigma_\gamma^2 \quad \text{and} \quad f (\gamma, A, M) \geq 1
\]

\[
\frac{dE \log P_H}{dR} = - \frac{\eta f (\gamma, A, M)}{\eta f (\gamma, A, M) + (1-\eta)} (v - 1) \sigma_\gamma^2 - \frac{1 + 2(1-R)v}{2} (\sigma_\gamma^2 + \sigma_\lambda^2)
\]

which, after some algebra, implies that:

\[
\frac{d \log NPL_T}{dR} \leq 0.
\]

Using the following expression:

\[
P_N = P_H \frac{E (\gamma) E (A^{-v} M^{-v})}{E (\gamma A^{-v} M^v)}
\]

it can be shown that,

\[
\frac{dE \log NPL_N}{dR} \simeq -v (1 - R) (\sigma_\gamma^2 + \sigma_\lambda^2) \leq 0
\]

where it is assumed that $1 - \eta \simeq 0$. As expected, the higher the variance of the shocks and the higher is $v$, the larger is the difference in $NPL$ across regimes. This difference also increases as $v$ increases. Using the fact that $P_F^*$ is independent of $R$, together with (33) and (34) we get Proposition 1. ■

**Proof of Proposition 2.** See Proof of proposition 1 for part a). The condition
that determines the sign of part b) is given by:

\[
\frac{dE \log NPL_N}{dR} - \frac{dE \log NPL_T}{dR} = - (1 - E\gamma) \left( \frac{\eta f (\gamma, A, M) (v - 1)}{\eta f (\gamma, A, M) + (1 - \eta)} + 1 \right) \sigma_\gamma^2 \\
- (1 - E\gamma) v (1 - R) \left( \sigma_\gamma^2 + \sigma_A^2 \right) + v \sigma_\gamma^2.
\]

It is easy to show that there exists \( E\gamma < 1 \) such that this difference is negative. For any \( E\gamma \) larger than this critical value, the difference is negative.

**Proof of Proposition 3.** In this case, an accommodating foreign monetary policy implies that

\[
M^* = M^*_0 \left( \frac{A^*}{E (A^*)} \right)^{R^*}.
\]

Applying the same logic as in Remark 1 to equation (18), it is easy to show that \( P_F^* \) is increasing in \( \omega \). As \( P_N^R \) and \( P_H^R \) remain unchanged, this is sufficient to prove the proposition.

**References**


[34] Penn World Tables, Mark 5.6 available at http://pwt.econ.upenn.edu/.
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Notes: Acronyms for countries can be found in Table A-III in the appendix. A country is classified as having a Fixed Exchange Rate Regime if ER_IMF < 5, an Intermediate Regime if ER_IMF = 5 and a Flexible Regime if ER_IMF > 5. The countries included were constrained to having ER_IMF (1988) = ER_IMF (1989) = ER_IMF (1990) = ER_IMF (1991) = ER_IMF (1992) to avoid potential problems raised in the main text. A total of 32 low income countries (RPCGDP(ppp) < 2000), 33 medium income countries (2000 < RPCGDP(ppp) < 11000) and 16 high income countries (RPCGDP(ppp) > 11000) were included.
### TABLE I

Cross-Country National Price Level Regressions (*)

<table>
<thead>
<tr>
<th>Year</th>
<th>Classification</th>
<th>Price Data</th>
<th>Dependant Variable: National Price Level (US=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>de-jure</td>
<td>PWT</td>
<td>(1) ER_IMF -2.47 -2.23 -1.74 -2.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WDI</td>
<td>(2) (3.0) -20.11 -9.30 -18.23 11.95</td>
</tr>
<tr>
<td></td>
<td>de-jure</td>
<td>PWT</td>
<td>(4) (5.0) -19.31 -9.14 -19.12 12.09</td>
</tr>
<tr>
<td></td>
<td>de-jure</td>
<td>WDI</td>
<td>(6) (7.0) Y/1000 (***) 4.73 4.18 3.31 4.76</td>
</tr>
<tr>
<td></td>
<td>de-facto</td>
<td>PWT</td>
<td>(8) (11.1) GC 1.35 -0.25 0.72 -0.47</td>
</tr>
<tr>
<td></td>
<td>de-facto</td>
<td>WDI</td>
<td>(9) (2.3) OPEN -0.14 0.03 -0.28 -0.04</td>
</tr>
<tr>
<td></td>
<td>de-facto</td>
<td>PWT</td>
<td>(10) (1.2) OPEN*Y 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td></td>
<td>de-facto</td>
<td>WDI</td>
<td>(11) (1.2) BCA_Y -9.55 -13.09 12.07 -2.37</td>
</tr>
<tr>
<td></td>
<td>de-facto</td>
<td>PWT</td>
<td>(12) (0.5) TOT 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td></td>
<td>de-facto</td>
<td>WDI</td>
<td>(13) (0.3) _cons 50.15 45.19 37.85 48.99</td>
</tr>
</tbody>
</table>

| Countries | R-squared | | | | | | | |
|------------|-----------| | | | | | | |
| 69         | 0.65      | 80 | | | | | | |
| 65         | 0.71      | 71 | | | | | | |
| 65         | 0.67      | 71 | | | | | | |
| 65         | 0.72      | 71 | | | | | | |
| 65         | 0.79      | 71 | | | | | | |
| 65         | 0.84      | 71 | | | | | | |
| 40         | 0.82      | 44 | | | | | | |
| 39         | 0.86      | 40 | | | | | | |

Notes: T-statistics in parenthesis. Acronyms can be found in Table A-III in the appendix. ER_IMF varies from 1 (fully pegged) to 10 (fully float). FLEX and INTERM are dummies that take the value of 1 when the country is classified as having a de-facto flexible and intermediate as defined in Levy Yeyati and Sturzenegger (2000). (*) Selection criteria: Regressions (1)-(4) estimated for countries that satisfied the following restriction: ER_IMF(-2) = ER_IMF(-1) = ER_IMF (0) = ER_IMF (-1) = ER_IMF (+2) (that is, restriction (20) with a = 2). Regressions (5)-(8) are estimated with a = 1. (**) The per capita real gdp (Y) of the corresponding data source is used in each regression.
Figure IIA

Note: Gamma is the coefficient for ER_IMF in Column 4 of Table I. ER_IMF varies from 1 (de-jure fully pegged) to 10 (de-jure fully float). The same restrictions as in Table I apply.

Figure IIB

Note: Gamma is the coefficient for FLEX in Column 8 of Table I. FLEX is a dummy that takes the value of 1 if a country is classified as having a de-facto flexible regime. The same restrictions as in Table I apply.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>de-jure</td>
<td>de-facto</td>
<td>de-jure</td>
<td>de-facto</td>
<td>de-jure</td>
<td>de-jure</td>
<td>de-jure</td>
<td>de-jure</td>
</tr>
<tr>
<td>Price Data</td>
<td>PWT</td>
<td>PWT</td>
<td>WDI</td>
<td>WDI</td>
<td>PWT</td>
<td>WDI</td>
<td>PWT</td>
<td>WDI</td>
</tr>
<tr>
<td>Value of a (*)</td>
<td>2 (1)</td>
<td>1 (2)</td>
<td>2 (3)</td>
<td>1 (4)</td>
<td>5 (5)</td>
<td>5 (6)</td>
<td>8 (7)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>ER_IMF</td>
<td>-2.02 (1.6)</td>
<td>-18.73 (2.0)</td>
<td>-2.30 (3.4)</td>
<td>-12.45 (4.8)</td>
<td>-2.22 (2.4)</td>
<td>-2.96 (2.7)</td>
<td>-2.96 (3.0)</td>
<td></td>
</tr>
<tr>
<td>ER_LI</td>
<td>-2.10 (2.3)</td>
<td>-16.19 (2.5)</td>
<td>-3.46 (4.8)</td>
<td>-14.51 (2.3)</td>
<td>-12.45 (2.5)</td>
<td>-14.51 (4.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ER_MI</td>
<td>-0.13 (0.1)</td>
<td>-0.32 (0.0)</td>
<td>-1.35 (0.9)</td>
<td>-5.95 (0.5)</td>
<td>-0.32 (0.0)</td>
<td>-1.35 (0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y/1000</td>
<td>2.36 (1.8)</td>
<td>2.93 (2.4)</td>
<td>4.47 (3.7)</td>
<td>4.48 (3.3)</td>
<td>3.43 (3.1)</td>
<td>4.99 (5.3)</td>
<td>5.11 (10.3)</td>
<td>4.17 (7.7)</td>
</tr>
<tr>
<td>GC</td>
<td>1.36 (2.2)</td>
<td>0.50 (1.1)</td>
<td>0.14 (0.3)</td>
<td>0.02 (0.1)</td>
<td>1.09 (1.5)</td>
<td>-0.70 (1.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPEN</td>
<td>-0.15 (1.4)</td>
<td>-0.15 (1.2)</td>
<td>0.03 (0.3)</td>
<td>0.04 (0.4)</td>
<td>-0.17 (1.1)</td>
<td>0.05 (0.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPEN_Y</td>
<td>0.00 (1.5)</td>
<td>0.00 (1.6)</td>
<td>0.00 (0.4)</td>
<td>0.00 (0.1)</td>
<td>0.00 (1.2)</td>
<td>0.00 (0.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA_Y</td>
<td>-9.93 (0.8)</td>
<td>7.01 (0.4)</td>
<td>-13.08 (0.9)</td>
<td>-1.11 (0.1)</td>
<td>-12.93 (0.7)</td>
<td>-11.57 (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOT</td>
<td>0.00 (0.6)</td>
<td>0.00 (0.1)</td>
<td>0.00 (3.2)</td>
<td>0.00 (2.5)</td>
<td>0.00 (2.5)</td>
<td>0.00 (0.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>_cons</td>
<td>41.99 (3.3)</td>
<td>45.39 (4.4)</td>
<td>44.57 (5.8)</td>
<td>33.43 (3.8)</td>
<td>47.58 (3.2)</td>
<td>55.52 (4.5)</td>
<td>-11.18 (2.7)</td>
<td>-4.57 (0.9)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.68</td>
<td>0.78</td>
<td>0.78</td>
<td>0.77</td>
<td>0.70</td>
<td>0.69</td>
<td>0.65</td>
<td>0.55</td>
</tr>
<tr>
<td>Countries</td>
<td>65</td>
<td>40</td>
<td>80</td>
<td>42</td>
<td>44</td>
<td>48</td>
<td>60</td>
<td>52</td>
</tr>
</tbody>
</table>

Notes: Same Notes as in Table I apply. (*) See Restriction (20) in text. For example, a = 5 implies: ER_IMF(-5) = . = ER_IMF(-1) = ER_IMF(0) = ER_IMF(1) = ER_IMF(2 ... + 5). (**) Regressions (7)-(8) are estimated with a panel-between estimator. An average of 5 observations per country are used. The dependant variable used is the difference between the country's price level for a given year and that year's mean price level.
### TABLE III
Tradable and Non-Tradable Goods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Tradable</td>
<td>All Non-Tradable</td>
<td>Selected Tradable</td>
<td>Selected Non-Tradable</td>
</tr>
<tr>
<td>ER_IMF</td>
<td>-2.39</td>
<td>-1.91</td>
<td>-0.97</td>
<td>-3.34</td>
</tr>
<tr>
<td></td>
<td>-(1.8)</td>
<td>-(3.3)</td>
<td>-(.5)</td>
<td>-(4.5)</td>
</tr>
<tr>
<td>Y/1000</td>
<td>-0.15</td>
<td>3.07</td>
<td>-5.38</td>
<td>3.74</td>
</tr>
<tr>
<td></td>
<td>-(0.1)</td>
<td>(4.1)</td>
<td>-(2.3)</td>
<td>(3.9)</td>
</tr>
<tr>
<td>GC</td>
<td>1.63</td>
<td>1.13</td>
<td>0.64</td>
<td>3.66</td>
</tr>
<tr>
<td></td>
<td>(1.8)</td>
<td>(2.9)</td>
<td>(1.3)</td>
<td>(3.1)</td>
</tr>
<tr>
<td>OPEN</td>
<td>-0.48</td>
<td>-0.08</td>
<td>-0.55</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>-(2.0)</td>
<td>-(.7)</td>
<td>-(1.7)</td>
<td>-(1.0)</td>
</tr>
<tr>
<td>OPEN*Y</td>
<td>0.04</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(1.7)</td>
<td>(1.2)</td>
<td>(1.1)</td>
<td>(.9)</td>
</tr>
<tr>
<td>BCA_Y</td>
<td>37.54</td>
<td>10.67</td>
<td>133.56</td>
<td>5.77</td>
</tr>
<tr>
<td></td>
<td>(2.2)</td>
<td>(1.4)</td>
<td>(5.8)</td>
<td>(.6)</td>
</tr>
<tr>
<td>TOT</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>-(3)</td>
<td>-(9)</td>
<td>(.1)</td>
<td>-(9)</td>
</tr>
<tr>
<td>_cons</td>
<td>121.02</td>
<td>46.28</td>
<td>125.96</td>
<td>66.14</td>
</tr>
<tr>
<td></td>
<td>(6.9)</td>
<td>(6.0)</td>
<td>(5.3)</td>
<td>(6.7)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.35</td>
<td>0.71</td>
<td>0.43</td>
<td>0.61</td>
</tr>
<tr>
<td>Obs.</td>
<td>82</td>
<td>82</td>
<td>82</td>
<td>82</td>
</tr>
</tbody>
</table>

Notes: Same notes as in Table I apply. Time dummies included in all the regressions.
Note: Coefficients from regression:  $P_X = \alpha + \beta Y + \gamma \text{ER IMF} + e$
subject to $\text{ER}(-2) = \text{ER}(-1) = \text{ER}(0) = \text{ER}(+1) = \text{ER}(+2)$, where $P_X$ is the National Price level (relative to US=100) for a selected group of Non-Traded and Traded goods. Non-Traded goods include: TAX Local taxis, HAI Svc. of hair/barb, CMP Compensation, RNT Gross rents, FF Fresh Fruit, FV Fresh Vegetables, RG Repair Glass MH Maint homes, CNS Construction, DOM Domestic services, RG Repairs glass/tab, RF Repairs Footwear, SNC Svc of nurses, EDU Education Services, MR Maint & Repair sv, BRD Bread. Traded goods (unlabeled) include: Rice (RCE), Pasta (PST), Coffee (COF), Jam (JAM), Chocolate (CHO), Refrigerator (RFR), Wash and Cooking Appliances (WSC), AC, Radio (RAD), Recreation Durables (RCE), Ships (SHP), Equipment (EOP), Office Equipment (OFE) and Net Exports (NX). A (*) next to the good’s name stand for beta coefficients outside the upper right quadrant (notably, SHP and RFR).
Note: Coefficients from regression: \( P_X = \alpha + \beta Y + \gamma \text{ER}_{IMF} + e \) subject to \( \text{ER}(-2) = \text{ER}(-1) = \text{ER}(0) = \text{ER}(+1) = \text{ER}(+2) \) and where \( P_X \) is the National Price level (relative to US=100) for category \( X \) of the CPI index. \( X \) includes: FBT (Food, Beverages and Tobacco), CLTH (Clothing and Footwear), MC (Medical Care), RED (Recreation and Education), TC (Transport and Communication), RFP (Rent, Fuel and Power), HF (Home Furnishing), GNT (Government Compensations), DCF (Domestic Capital Formation), PC (Personal Care) and NX (net exports).

**Figure IV**
National Price Levels (US=100) for Major Categories of Price Index
Gamma and Beta

Note: Coefficients from regression: \( P_X = \alpha + \beta Y + \gamma \text{ER}_{IMF} + e \) subject to \( \text{ER}(-2) = \text{ER}(-1) = \text{ER}(0) = \text{ER}(+1) = \text{ER}(+2) \) and where \( P_X \) is the National Price level (relative to US=100) for category \( X \) of the CPI index. \( X \) includes: FBT (Food, Beverages and Tobacco), CLTH (Clothing and Footwear), MC (Medical Care), RED (Recreation and Education), TC (Transport and Communication), RFP (Rent, Fuel and Power), HF (Home Furnishing), GNT (Government Compensations), DCF (Domestic Capital Formation), PC (Personal Care) and NX (net exports).

**TABLE IV**
During and After Bretton Woods

<table>
<thead>
<tr>
<th>Sample</th>
<th>Dependant variable: ( dp )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nobs</td>
</tr>
<tr>
<td>Developed</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Developing</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table V
Percent Difference relative to NPL (R = 1)

<table>
<thead>
<tr>
<th>Values for R</th>
<th>0.75</th>
<th>0.5</th>
<th>0.25</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Va</td>
<td>0.005</td>
<td>0.010</td>
<td>0.015</td>
<td>0.020</td>
</tr>
<tr>
<td>2</td>
<td>0.018</td>
<td>0.027</td>
<td>0.037</td>
<td>0.048</td>
</tr>
<tr>
<td>3</td>
<td>0.029</td>
<td>0.044</td>
<td>0.060</td>
<td>0.077</td>
</tr>
<tr>
<td>4</td>
<td>0.041</td>
<td>0.062</td>
<td>0.083</td>
<td>0.105</td>
</tr>
<tr>
<td>5</td>
<td>0.054</td>
<td>0.079</td>
<td>0.104</td>
<td>0.129</td>
</tr>
</tbody>
</table>

Notes: This calibration exercise assumes the utility function in (1),
\(\text{eta} = 0.5, \mu(\text{gamma}) = \log(0.5), \mu(A) = 0, \text{variance}(A) = 0.01\)
and \(\text{variance}(\text{gamma}) = 0.01\).

Figure V: How Large is the Misalignment?
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<table>
<thead>
<tr>
<th>Country Name</th>
<th>Code</th>
<th>Year</th>
<th>Country Name</th>
<th>Code</th>
<th>Year</th>
<th>Country Name</th>
<th>Code</th>
<th>Year</th>
</tr>
</thead>
</table>

Notes: (*) Country/Year pairs were included if all 3 of the following conditions were met: 1) Country/Year had price data (either for the WDI or PWT database), 2) Country/Year had an IMF exchange rate regime classification and 3) the Country had a constant exchange rate regime for Year(-2) to Year(+2). See section 4 for a detailed explanation of condition 3. (**) Countries included in Table 2, Column (5). (***) An "x" stands for country-year pairs excluded despite restriction 3) being met. This is because these country-year pairs appear in Frankel and Rose (1996) classification of currency crises or in Calvo and Vegh (1998) list of exchange-rate based stabilizations.
Table A-II. Descriptive Statistics of Price and Exchange Rate Classification Data for 1990

<table>
<thead>
<tr>
<th></th>
<th>Price Data</th>
<th>Exchange Rate Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nobs. Mean St. Dev. Min Max rho</td>
<td>Nobs. Fixed (<em>) Intermediate (</em>) Flexible (*)</td>
</tr>
<tr>
<td>PWT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Countries</td>
<td>104 62.9 36.5 10.2 158.8</td>
<td>121 36 30 55</td>
</tr>
<tr>
<td>Low Income</td>
<td>35 43.9 23 10.2 123.4</td>
<td>27 18 9 17</td>
</tr>
<tr>
<td>Medium Income</td>
<td>44 50.3 20.1 19.4 122.9</td>
<td>29 16 13 24</td>
</tr>
<tr>
<td>High Income</td>
<td>23 114.3 56.4 56.1 158.8</td>
<td>10 2 8 14</td>
</tr>
<tr>
<td>WDI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Countries</td>
<td>121 56 30.1 17.9 146.5</td>
<td>71 24 (13) 21 (3) 26 (18)</td>
</tr>
<tr>
<td>Low Income</td>
<td>44 41.8 17.1 17.9 116.6 0.36</td>
<td>16 9 (5) 5 (0) 2 (0)</td>
</tr>
<tr>
<td>Medium Income</td>
<td>53 46.5 16.1 23.6 99.1 0.65</td>
<td>36 12 (7) 11 (2) 13 (11)</td>
</tr>
<tr>
<td>High Income</td>
<td>24 104.2 27.1 29.1 146.5 0.92</td>
<td>19 3 (1) 5 (1) 11 (7)</td>
</tr>
</tbody>
</table>

Notes: See Table A-III for acronyms. Only countries with an IMF exchange rate classification are included. Rho stands for the correlation coefficient between PWT and WDI. (*) The number of de-facto regimes that have the same de-jure classification appear in brackets next to the LY_S classification.

Table A-III. Definitions and Sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definitions and Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price Data</td>
<td></td>
</tr>
<tr>
<td>PWT (*)</td>
<td>Price level (GDP) from Penn World Tables Mark 5.6. [104, 66, 1975-1992]</td>
</tr>
<tr>
<td>WDI (*)</td>
<td>Price Level variable from World Development Indicators (WDI, World Bank). [121, 71, 1975-1998]</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td></td>
</tr>
<tr>
<td>ER_IMF</td>
<td>IMF based exchange rate Regime Classification. (Source: IMF's Annual Report on Exchange Rate Rate Arrangements and Exchange Restrictions.)</td>
</tr>
<tr>
<td>FLEX (LY_S)</td>
<td>Dummy variable that takes the value of 1 when the country is classified as having a de-facto flexible regime as defined in Levy Yeyati and Sturzenegger (2000).</td>
</tr>
<tr>
<td>INTERM (LY_S)</td>
<td>Dummy variable that takes the value of 1 when the country is classified as having a de-facto intermediate regime as defined in Levy Yeyati and Sturzenegger (2000).</td>
</tr>
<tr>
<td>Rest of Data</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>Real Per capita GDP. When PWT5.6 price data used, CGDP variable used for cross country comparisons and RGDPCH (Chain)variable used for panel comparisons. (Source: PWT5.6). For WDI price data, RGDP_PC (ppp) used. (Source WDI).</td>
</tr>
<tr>
<td>OPEN</td>
<td>Openness (ratio of (Export+Imports)/2 to GDP. (Source: PWT5.6 or alternatively IMF)</td>
</tr>
<tr>
<td>BCA_Y</td>
<td>Current Account Balance as a ratio of GDP. (Source: IMF)</td>
</tr>
<tr>
<td>TOT</td>
<td>Terms of Trade (Ratio between the Price of Imports in dollars and the Price of Exports in dollars). (Source: WDI)</td>
</tr>
<tr>
<td>GC</td>
<td>Government Consumption as a ratio of GDP. (Source: IMF)</td>
</tr>
<tr>
<td>PI_CPI</td>
<td>Consumer Price Inflation. (Source: IMF)</td>
</tr>
<tr>
<td>POP</td>
<td>Population. (Source: IMF)</td>
</tr>
<tr>
<td>Tradable and Non- Tradable</td>
<td>Classification used to distinguish between Tradable and Non-tradable goods. (Source: Rogers (2001))</td>
</tr>
</tbody>
</table>

Notes (*): [number of countries with price data and IMF classification, number of countries with price data and de-facto classification, Time frame for which the data is used].