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Non technical summary

The rate and magnitude of university-to-industry-technology-transfer (UITT) is a function not only of university characteristics but also of regional factors. A university’s embeddedness in an innovative regional milieu moderates UITT. This necessary balance of the supply side (“technology push”) and demand side (“market pull”) of technology transfer has so far neither been systematically addressed in the technology transfer literature nor has it been acknowledged by policy makers.

We investigate UITT as a function of the interrelation of the industrial innovative milieu of a region and the characteristics of regional universities to identify the impact of the industry on UITT. Thereby we do not only aim to reduce the existing empirical gap in the academic entrepreneurship literature but also to inform policy in its attempt to foster UITT in European regions.

This paper builds largely on two strands of economic literature which have barely been linked so far. On the one hand there is substantial work investigating the regional production of
innovation within the “knowledge production function”-framework proposed by Griliches. These papers explain regional growth successfully as a function of industry R&D, university R&D and business services, as well as the importance of academic research for regional growth. Moreover Varga was able to demonstrate first evidence for the impact of the industrial structure on UITT within this framework. However, due to the nature of this strand of research the results are based on relatively coarse and input oriented economic indicators rather than the innovative output. Furthermore this kind of research defines regions as administrative units instead of actual industrial areas.

On the other hand there is a plethora of detailed research on determinants of UITT which concentrates on characteristics, resources, structures and processes of universities without regard to regional influences. The few papers which do employ controls for industrial context find mixed results. This can be ascribed to the unsystematic manner the indicators are chosen and operationalized.

We tackle the shortcomings of the existing research by carefully constructing a unique dataset of German regions and universities which contains detailed information on regional (e.g. industrial innovations, GDP, industry concentration, services concentration, industry diversity, entrepreneurship, population density) as well as university (e.g. size, transfer intense departments, research output, technology transfer output, human capital, industry relations, third party funding) characteristics. In addition we define regions as Functional Urban Areas (or travel-to-work areas) which enables us to observe actual industrial contexts while controlling for spillovers through human capital mobility.

Our model estimates the magnitude of university technology transfer as a function of regional knowledge production. To control for imminent reverse causality and multicollinearity of the hypothesized interrelation of industry and university we use a multistage negative binomial regression strategy. In the first stage we explain industrial innovative output as a function of
regional and industrial characteristics. The estimated values of the industry innovation are then instrumented as exogenous variable in the second stage which estimates UITT as function of regional industrial innovation.

Our results clearly show a highly significant and negative influence of regional characteristics on UITT. For the first time we are able to isolate the negative effects of a successful regional innovative milieu on UITT. These findings do not only help to further reduce the gap between regional economics and academic entrepreneurship literature, but can inform regional policy. The outcomes of this study call for differentiated science- and economic-policy measures, which should be tailored to specific regional needs and characteristics.

**Coevolution of universities and regional industries**

In recent years universities as suppliers of economically relevant knowledge have attracted wide attention among researchers and policy makers alike (Etzkowitz, Webster, Gebhardt, & Terra, 2000). Resting on new research patterns, for example in bio-, nano- and information-technology, universities are able to transform their fundamental research into products and prototypes and commercialize those (Zucker & Darby, 1996). This has created a new class of Academic Entrepreneurs and has set up university-to-industry-technology-transfer (UITT) as a “third mission” (Etzkowitz & Leydesdorff, 2000; Feller, 1990; Rip, 2002) of universities. At the same time new high-tech industries have emerged around research intensive universities benefiting from knowledge spillovers (Romer, 1986) by universities – and from industry agglomeration (Arrow, 1962b; Romer, 1990) – as well as intended UITT. One of the first and most famous accounts on universities as triggers¹ of regional industrial growth comes from Saxenian (1994) in her case study on Silicon Valley. Since then a plethora of single university impact studies (for a critical review see Drucker & Goldstein, 2007) have confirmed these

¹ Biologically „coevolution“ can be defined as “the change of a(n) […] object triggered by the change of a related object” (Yip et al., 2008, p. 290).
early findings. The ‘university-trigger’-view of regional growth is especially popular with policy makers as it identifies a single institution as focal point of intervention.²

On the other hand universities are not a Greenfield development. The features of a university, its departments and size and endowment are the results of an interactive process. Innovation develops new industries demanding more and different human capital. Universities, guided by policy makers, adjust their teaching and research to the new demand. Researchers then may commercialize their new knowledge, thereby fostering new industries. This virtuous cycle creates jobs, infrastructures and supporting industries (Nelson, 1994). The developing regional innovative milieu is a combination of resource endowment (commodities, money and labor) and human capital. Regional growth is a path-dependent learning process shaped by former rounds of mutual structural and institutional adaption (Maskell & Malmberg, 1999).

Apart from conceptual works (e.g. Etzkowitz & Klofsten, 2005; Etzkowitz et al., 2000; Gunasekara, 2006) Hülsbeck & Lehmann (2007) explain this process using the unlikely example of Bavaria. They describe how several rounds of adaption transformed the agricultural state into the sixth biggest economy in the EU and its capital Munich into the world’s leading biotechnology cluster.³

This reciprocal path-dependence (coevolution) poses a chicken-and-egg problem for economic theory and research. In microeconomic theory the work of Solow (1956) proves the existence of a latent variable other than technology (K) and labor (L) in (regional) economic growth. The endogenous growth model (Romer, 1986, 1990) models this variable as new

² A striking example is the EU’s innovation policy (Lisbon-Agenda), which concentrates on university related measures to foster regional growth (EC, 1995, 2001a, 2001b).
³ Historical accounts of early rounds of co-evolutionary stages can for example be found for the British and German chemical industry (Murmann & Landau, 1998) and for the optical industry in Germany (Audretsch & Lehmann, 2004).
knowledge embedded in human capital (H). New knowledge itself consists of innovation (Arrow, 1962b) and education (Uzawa, 1965) and therefore a result of the interactive learning processes. New knowledge is created by combining existing knowledge (A)\(^4\) with human capital (H\(\times A\)). Innovation is formed by employing labor (L) to existing knowledge (L\(\times A\)). Output (Y) is produced by applying existing technology (K) to the aforementioned factors:

\[
Y = (H \times A)^\alpha \times (L \times A)^\beta \times K^\gamma
\]  

(1.1)

Romer (1990) distinguishes three societal domains with unique roles in this production process. Universities produce new knowledge through research and education (H\(\times A\)), Industrial R&D creates innovation (L\(\times A\)) and industrial production uses technology (K) to create goods. However, these clear distinctions are becoming more and more blurred and have been heavily criticized (Dasgupta & David, 1994). “Entrepreneurial universities” (Etzkowitz, 2003) adopt more and more roles of industrial R&D (L\(\times A\)) by engaging in UITT (Link & Siegel, 2005; Siegel, Waldman, Atwater, & Link, 2003; Thursby, Fuller, & Thursby, 2009). Besides they also begin to take part in the production process (K) by holding shares of spin-off firms (Bray & Lee, 2000; Lockett, Wright, & Franklin, 2003; O’Shea, Allen, Chevalier, & Roche, 2005) or creating venture capital (O’Shea, Allen, & Morse, 2005). As this process continues it is becoming more and more difficult to disentangle industry and university characteristics leading to innovation.

Microeconomic empirical research has eluded these problems by estimating innovation (P)\(^5\) as a combination of R&D spending of industry (RD\(_i\)) and university (RD\(_u\)):

\[
P = RD_i^\alpha \times RD_u^\beta
\]  

(1.2)

\(^4\) A at time t can be thought of as H at time t-1, or: “yesterday’s human capital is today’s technology”.

\(^5\) As measured by counts of patents, innovations or citations.
This regional knowledge production function (KPF) – or Griliches-Jaffe-model (Griliches, 1979; Jaffe, 1989) – and its variations have been widely used to explain the varying knowledge production of regions (for a survey see Drucker & Goldstein, 2007). Although this approach has yielded fundamental insights into how knowledge is transformed into innovation it has a couple of drawbacks. First the existing research uses coarse proxies for estimating R&D. For example industry R&D spendings are measured as number of employees with a second or third degree in hard sciences while a good part of these people may work in management and technical sales. Therefore this indicator not necessarily reflects the R&D intensity but rather the complexity of products (related to R&D intensity). University R&D on the other hand is measured accurately as these figures are publicly available. Nevertheless the allocation of this money in fundamental and applied research, doctoral education or UITT is not accounted for although this plays a central role in transforming knowledge in economically relevant knowledge (L*A) by universities. This “knowledge filter” (Acs, Audretsch, Braunerhjelm, & Carlsson, 2004) remains unobserved in that line of research. The second flaw of the KPF research tactics is that it is only measuring combined effects of regional and university features. It is not able to single out specific effects of industry and university or their interactions. Therefore it is neither possible to reproduce the postulates of endogenous growth models6, nor can a causal link be shown between regional and university determinants.

In this paper we overcome the discussed shortfalls in separately identifying the regional effects on industrial innovation and then using this as a proxy for regional effects on university innovation. By it we can identify regional influences on the entrepreneurial

---

6 There is in fact an additional body of research modeling endogenous growth under simplified assumptions. These studies aim to test a system of equations in a restrained model of environmental conditions to gain theoretical insights but have no direct implication for the empirical question of UITT (Drucker & Goldstein, 2007). Good examples and literature reviews can be found in the work of Max Keilbach (2000).
university while controlling for university characteristics. This research tactic enables us to cut out the historical coevolutionary effects of regional and university development and to isolate the present real effects of regions on UITT. The remainder of the paper is organized as follows. In section two and three we give a short outline of key research in regional economics and UITT to decide relevant indicators for both levels of our model. In section four estimation issues and model selection are discussed. Section five presents the results of our analysis. The paper closes by critically reviewing theoretical explanations for our findings.

**Regional economics and the role of universities**

The aim of regional economic research is to explain regional variations in growth and related factors (competitiveness, entrepreneurship) as a function of growth models (recent surveys include Breschi & Lissoni, 2001; Döring & Schnellenbach, 2006). A key issue in this strand of literature is ‘knowledge spillover’ because of the non-appropriability of knowledge. New knowledge cannot only be used by a cost-bearing innovator, but also by other firms not bearing these costs. As new knowledge is embedded in human capital, which itself is considered rather stationary, the utility of spillovers sharply decays with increasing distance (Dasgupta & Stiglitz, 1980; Fujita & Thisse, 2002, p. 173; Griliches, 1979). Different explanations and contributing factors have been theoretically considered and empirically tested. Key issues with relevance to the university’s role are discussed in this section.

Marshall-Spillovers arise among firms within the same industry. The regional concentration of a specific industry increases spillovers by monitoring, imitation and exchange of human capital. Economies of scale are realized because of more effective specialization of firms and a bigger supply of industry-specific human capital. Eventually universities react by offering
education tailored to the dominant industry (Arrow, 1962b; Marshall, 1890; Romer, 1990). An alternative view is offered by Jacobs-Spillovers. This theory claims that spillovers do not chiefly emerge by industrial concentration but diversity. Industries using similar technologies but not competing in the same markets cluster together to actively exchange new knowledge and leverage each other’s innovation and productivity (Bairoch, 1991; Jacobs, 1969; Rosenberg, 1963). These industries use universities as boundary-spanners and “innovation-hubs” (Youtie & Shapira, 2008). Empirical findings on this rival views remain mixed.

Henderson (1986) examines Brazilian and US metropolitan areas to find out whether regions profit from industry-specific spillovers. In his analysis areas with high industry concentration (Marshall-Spillovers) also show high productivity. However this positive correlation disappears in regions with high population density. Opposite to the expected outcome the biggest cities and most dense areas show negative effects of overpopulation and no positive spillover effects on productivity. Glaeser, Kallal, Scheinkmann & Schleifer (1992) consider the importance of industry concentration and diversity for employment growth in 170 US metropolitan areas between 1956 and 1987. They infer that diversity has a stronger effect on employment in mature industries while concentration is more important to young and fast growing entrepreneurial industries. Both studies (Glaeser et al., 1992; J. V. Henderson, 1986) examine growth effects of different types of industry agglomeration but not directly the underlying question of knowledge spillovers. Jaffe, Trajtenberg & Henderson (1993) explore knowledge spillovers by tracking patent citations. They compare region and industry of citing and cited industrial and university patents. By it they are able to show: a) a strong regionalization effect of patent citations confirming the local confinement of spillovers, b) a diversity of spillovers across industries and technologies, and c) no differences in these patterns between firm- and university patents.
Nelson (1986) reports early empirical evidence on the university’s influence on industrial innovation. Basing on a questionnaire survey of R&D managers in 130 different industries a high relevance of university research for technological change is supported. This relevance is highly correlated with the rate of innovation within an industry. The regionality of this influence is shown by Jaffe (1989). By employing a regional knowledge production function on the level of US-states he shows significantly positive influence of university R&D spending on firm R&D and firm patents. Similar effects have been shown for product innovations (Acs, Audretsch, & Feldman, 1992, 1994; Audretsch & Feldman, 1996). These effects are later reproduced in several studies on the more detailed level of metropolitan areas, where an even stronger regionalization effect of university spillovers is established (Acs, Anselin, & Varga, 2002; Anselin, Varga, & Acs, 1997, 2000). These effects are not confined to the United States. Audretsch & Lehmann in several studies based on German entrepreneurship data show positive correlations of university spillovers on new firm formation confirming the international validity of prior research (Audretsch & Lehmann, 2005a, 2005b, 2006; Audretsch, Lehmann, & Warning, 2005).

The inverse effect of regional industry on universities has been scarcely looked into. To our knowledge the paper by Varga (2000) is one of a kind so far. He combines the observations of the regional constraints on university spillovers with the mixed results of the ‘concentration vs. diversity’ debate of industry agglomeration. The study argues the presence of three parties is necessary to enable university spillovers. 1. high-tech-industries increase demand for skilled human capital, contract research and academic consulting. 2. Industrial services like consultants and venture capitalists increase the likelihood of university spin-offs. 3. The share of regional entrepreneurship increases demand for university cooperation because of resource
constraints of small firms (see also Acs et al., 1994; Audretsch, Keilbach, & Lehmann, 2006). These postulates are tested by estimating the Griliches-Jaffe-Model of the knowledge production function as hierarchical regression. The parameter $\beta$ from equation (II) above is approximated by the number of employees in high-tech industries, industrial services and the number of self-employed. The findings show a highly significant and positive influence of high-tech industries on university spillovers. Further investigations show moderating effects of population density which had not been considered in the original model.

A significant relationship between university and industry within a region cannot be contested. Alas the nature of the relationship remains unclear. In a knowledge economy the theoretical boundary between knowledge production and innovation becomes more and more blurred. Empirical research building on the endogenous growth model has so far not been able to isolate the interaction of UITT and industrial innovation. The knowledge production function by its design estimates combined effects of knowledge production and innovation while other studies fail to control for important agglomeration effects identified by prior research. Even Varga’s (2000) seminal work suffers from a few flaws as agglomeration effects cannot be incorporated in the KPF and the number of high-tech employees (instrument for university spillovers) are not independent from employees in industrial R&D (variable for industry RD expenditure). The regional factors determining the regional embeddedness of university spillovers might be summarized as follows:

1. The existence of urbanization economies ($U$) which can neither be credited to industry concentration nor diversity but rather to lowered transaction costs (J. V. Henderson, 1983, 1986, 1994).

2. Regional industrial concentration ($C$) leading to economies of scale and specialization in industry, services and universities alike (Arrow, 1962b; Glaeser et al., 1992; Marshall, 1890; Romer, 1986, 1990).
3. Industrial diversity \((D)\) as a prerequisite for knowledge exchange and inter-industrial leverage of innovation and productivity (Glaeser, 1999; Glaeser, Scheinkman, & Shleifer, 1995; Jacobs, 1969; Jaffe et al., 1993; Rosenberg, 1963; Scherer, 1965, 1982).

4. Productivity \((Y)\) of the regional industry as indicator for its absorptive capacity of spillovers (Chapple, Lockett, Siegel, & Wright, 2005; Link & Siegel, 2005; Varga, 2000).

Keeping the sectoral blurring of new knowledge creation one could rewrite the regional knowledge production function (1.2) as:

\[
P = I_i^\alpha * I_u^\beta \tag{1.3}
\]

With \(I_i\) as regional industrial innovation and \(I_u\) as university innovation. With \(I_i\) as:

\[
I_i = U_i^{\delta_i} * C_i^{\delta_c} * D_i^{\delta_d} * Y_i^{\delta_y} \tag{1.4}
\]

University characteristics and technology transfer

Within the last decade the new field of academic entrepreneurship research has literally exploded. In their recent review Rothaermel, Agung & Jiang (2007) identify more than 120 studies while Phan & Siegel (2006) summarize more than 50 empirical papers concerning UITT in the USA and UK alone. Like other young areas of interest much of the research is eclectic and atheoretical. Therefore we will not try to give a full account of the insights into UITT but again focus on relevant university characteristics within our coevolutionary framework. A university’s embeddedness in a regional innovative milieu might lead to more and earlier technology transfer and the accumulation of human and financial capital within the university.
Because of the nature of spillovers (see above) the demand for UITT is geographically limited and varies among industries (Jaffe, 1989). The supply of UITT is therefore a function of former rounds of exchange and learning between industry and university. Over time a university accumulates relevant knowledge about the patentability of certain types of technologies and innovations, about patenting processes, marketing, and licences. Phan and Siegel (2006) note the importance of this kind of path dependence: As university bureaucracy and policies tend to evolve slowly, early technology transfer experience creates more technology transfer in subsequent periods. It is very likely that a “history and tradition” (O'Shea et al., 2005) of UITT leads not only to more spillovers in the future but is at the same time a sign of regional demand for university spillovers.

Mowery, Sampat & Ziedonis investigate the effects of the Bayh-Dole-act (BDA)\(^7\) on patenting activities of US-universities in several studies (Mowery, Sampat, & Ziedonis, 2002; Mowery & Ziedonis, 2002; Sampat, Mowery, & Ziedonis, 2003). Contrary to prior research (see R. Henderson, Jaffe, & Trajtenberg, 1998; Sampat et al., 2003) they cannot confirm positive effects of the Bayh-Dole Act on UITT. By using the BDA as an exogenous shock forcing universities into UITT they are able to study the role of learning and experience in UITT. First Mowery & Ziedonis (2002) note a significantly lesser quality and larger quantity of university patents after BDA. This change is caused by the entry of former non-patenting universities while the quality and quantity of experienced universities remains stable. Second Mowery, Sampat & Ziedonis (2002) inspect the UITT related learning of new entrants and find that these are closing the gap to incumbent universities. However they cannot explain this

\(^7\) The Bayh-Dole-act (US Public Law 96-517) assigns the property rights of publicly funded inventions by academic researchers to their respective university or institution.
learning by using ‘supply-side’ indicators. Neither patenting nor marketing efforts nor strong ties to experienced institutions are able to explain the learning curves of new entrants.

Mowery, Sampat & Ziedonis (2002) ascribe their results to unobserved learning among universities, for example through human capital exchange. We contest this view. In the light of regional economics and endogenous growth we find it much more likely that different levels of UITT supply are shaped by regional demand. This perception is backed up by a number of findings. Friedman & Silberman (2003) find that UITT depends on the concentration of regional high-tech industries. Owen-Smith & Powell (2003) show the relevance of local network embeddedness for university patenting in life sciences. The relevance of university life sciences departments for UITT (see Carlsson & Fridh, 2002; Coupe, 2003; Siegel et al., 2003) confirms their results. The same holds true for other hard science departments and engineering (Thursby, Jensen, & Thursby, 2001).

In university-research the most critical resource is human capital. The ability to attract researchers to a certain university depends on the university’s resource endowment, reputation and the quality of living (Florida, 2002) which all are functions of regional embeddedness. The accumulation of scientists and engineers in a university implies a higher quantity of available human capital, which is linked to the ability of new knowledge creation (Feldman & Lichtenberg, 1997; Friedman & Silberman, 2003; Powers & McDougall, 2005; Thursby et al., 2001). Zucker, Darby & Armstrong (2002) have argued that “star” scientists are more able to capture rents from their intellectual capital, and Gregorio & Shane (Gregorio & Shane, 2003) have shown that an increase in university-wide quality rankings leads to disproportional
higher technology transfer. Therefore the faculty quality should have a positive impact on UITT.

Another critical resource is third party funding of research activities. It is a well known fact that average budgets for research of public universities are small. Hence research funding by third parties like regional industry or national research funds is a prerequisite for knowledge creation and transfer. Blumenthal, Campbell, Anderson, Causino & Louis (1996) have shown for Life Sciences, that industry funding generates more transferable knowledge and technology transfer. These findings are generalized for other sciences by several studies (Carlsson & Fridh, 2002; Chapple et al., 2005; Coupe, 2003). Payne & Siow (2003) find positive effects of third party funding (Florida, 2004; Smith & Florida, 1994) on the quantity of research and knowledge transfer but negative effects on research quality. Despite the growing industry interest in supporting basic research, national research agencies, scientific foundations, and EU-research framework programs are the largest sponsors of research. These providers of research funding are more and more concerned about the spending and the expected value of their money in terms of transferable knowledge (EC, 2008; O'Shea et al., 2005). Summarizing we expect university innovation ($I_u$) to depend on the following aspects:

1. The experience ($X$) of former UITT as a measure of regional coevolutionary supply and demand.
2. The faculty quality and quantity as indicator of UITT-relevant human capital ($H$).
3. The research funding ($F$) as prerequisite of new knowledge creation and transfer.

This can be formulated as:

$$I_u = X^{\mu_1} * H^{\mu_2} * F^{\mu_3}$$  \hspace{1cm} (1.5)
Isolating regional influences on university to industry technology transfer

Because of coevolutionary effects we cannot simply insert equations (1.4) and (1.5) and estimate a simple regression model. At the same time we are restricted in the choice of regression models because $I_i$ and $I_u$ are measured using patent counts (see below) therefore we cannot employ linear simultaneous equation modeling like three-stage least squares estimation (3SLS). On the other hand multilevel analysis for count data (e.g. mixed-effect poisson regression) is not available as we cannot guarantee a full specification of the model (Long, 1997). Instead we manually mimic the logic of 3SLS by:

1. Estimating $I_i$ (Model 1) and $I_u$ (Model 2) independently based on equations (1.4) and (1.5) and predicting $\hat{I}_i$ and $\hat{I}_u$ by using their respective regressions.

2. Estimating the regional knowledge production function (Model 3) and predicting $\hat{P}$ from $P = U^{\delta_i} \ast C^{\delta_2} \ast D^{\delta_5} \ast Y^{\delta_8} \ast \hat{I}_u^{\delta_6}$, thereby capturing the covariate influence of university innovation on regional knowledge production.

3. Estimating university innovation as $I_u = X^{\mu_i} \ast H^{\mu_u} \ast F^{\mu_u} \ast \hat{P}^{\mu_u}$, thereby isolating the interaction effect of regional knowledge production on university technology transfer (Model 4).

4. And finally - to document the independence of the instrument $\hat{I}_u$ - we estimate $\hat{I}_i = U^{\delta_i} \ast C^{\delta_2} \ast D^{\delta_5} \ast Y^{\delta_8} \ast \hat{I}_u^{\delta_6}$ (Model 5).

To do this we use a unique and hand collected data set on German universities and their surrounding regions which contains detailed information on regional (e.g. industrial innovations, GDP, industry concentration, services concentration, industry diversity, entrepreneurship, population density) as well as university (e.g. size, transfer intense
departments, research output, technology transfer output, human capital, industry relations, third party funding) characteristics. The endogenous variables $I_i$ and $I_u$ are patent counts for regions in the year 2005 and, because of the small amount of university patents the sum of these patents for the five year period from 2002 to 2005.\(^8\) In addition we define regions as Functional Urban Areas (or travel-to-work areas) (Antikainen, 2005; for Germany: Eckey, Kosfeld, & Türck, 2006) which enables us to observe actual industrial contexts while controlling for spillovers through human capital mobility.

Operationalized indicators and descriptive statistics for the discussed factors are shown in table 1. Some factors are modeled by a number of variables to catch different aspects. Urbanization is measured by population density and the percentage of employed population to control for variation in population composition (e.g. pupils and retirees). To control for overpopulation regional dummies (e.g. Ruhr-Valley) and a squared term of population density is used. Industrial concentration is controlled by composition of the industry as this influences technology transfer and innovation (Jaffe, 1989; Jaffe et al., 1993). Industrial diversity is controlled for trade-off effects with industrial concentration ($C*D$). University experience is modeled as the sum of patents prior to 2002 divided by the age of the first patent of the respective university to account for quantity and frequency (Arrow, 1962a), to control for economies of scale a squared term is added to the regression. The quantity of human capital in universities is captured by the number of researchers, the production of new knowledge is captured by the number of PhD students and publications per year, while the quality of the new knowledge is controlled for by the number of citations. Given the applied character of

\(^8\) Patent counts have been heavily criticized as economic indicators, due to unobservable heterogeneity in patent quality. This criticism holds true only on the individual firm level, where patent data are used to determine the innovative capability of a single firm. A sufficient number of observations, guaranteed by long observation periods or counts on regional level, can compensate for that weakness (Acs & Audretsch, 1989; Griliches, 1990).
much of engineering research the existence of an engineering department is additionally controlled for. A correlation matrix of the discussed indicators is shown in table 2.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Variable</th>
<th>Abbrev.</th>
<th>Mean</th>
<th>St.-Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial Innovation</td>
<td>Industrial Patents</td>
<td>IndPat</td>
<td>712.023</td>
<td>1011.759</td>
<td>19</td>
<td>4631</td>
</tr>
<tr>
<td>University Innovation</td>
<td>University Patents</td>
<td>UniPat</td>
<td>45.439</td>
<td>59.226</td>
<td>1</td>
<td>387</td>
</tr>
<tr>
<td></td>
<td>% of employed Population</td>
<td>EmpPop</td>
<td>0.462</td>
<td>0.050</td>
<td>0.350</td>
<td>0.587</td>
</tr>
<tr>
<td></td>
<td>Binary:Ruhr-Valley=1</td>
<td>Ruhr</td>
<td>0.076</td>
<td>0.267</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Concentration</td>
<td>Normalized Gini coefficient</td>
<td>IndConc</td>
<td>0.576</td>
<td>0.106</td>
<td>0.320</td>
<td>0.835</td>
</tr>
<tr>
<td></td>
<td>of industries (# employees)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>% employees Life Sciences</td>
<td>LifeScience</td>
<td>0.140</td>
<td>0.094</td>
<td>0</td>
<td>0.460</td>
</tr>
<tr>
<td></td>
<td>% employees Electronics/IT</td>
<td>Electronics</td>
<td>0.113</td>
<td>0.094</td>
<td>0</td>
<td>0.444</td>
</tr>
<tr>
<td></td>
<td>% employees Engineering</td>
<td>Engin</td>
<td>0.630</td>
<td>0.158</td>
<td>0.211</td>
<td>1</td>
</tr>
<tr>
<td>Diversity</td>
<td># Industries</td>
<td>Div</td>
<td>13.439</td>
<td>3.926</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>(C)*(D)</td>
<td>IndInter</td>
<td>7.663</td>
<td>2.453</td>
<td>2.088</td>
<td>13.053</td>
</tr>
<tr>
<td>Productivity</td>
<td>GDP per capita</td>
<td>GDPCap</td>
<td>25.836</td>
<td>5.786</td>
<td>16.288</td>
<td>43.902</td>
</tr>
<tr>
<td></td>
<td>Binary: East=1</td>
<td>East</td>
<td>0.196</td>
<td>0.400</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Experience</td>
<td>University patents per year</td>
<td>PatYear</td>
<td>2.510</td>
<td>4.110</td>
<td>0</td>
<td>25.667</td>
</tr>
<tr>
<td></td>
<td>since first patent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human Capital</td>
<td># Post-Doc Researchers</td>
<td>PostDoc</td>
<td>1709.720</td>
<td>1165.091</td>
<td>200</td>
<td>5203</td>
</tr>
<tr>
<td></td>
<td># PhD-Researchers per Professor</td>
<td>PhD</td>
<td>1.502</td>
<td>0.779</td>
<td>0</td>
<td>3.307</td>
</tr>
<tr>
<td></td>
<td>Publications per PostDoc per year</td>
<td>PubYear</td>
<td>10.370</td>
<td>4.173</td>
<td>0</td>
<td>17.313</td>
</tr>
<tr>
<td></td>
<td>Citations per PostDoc per year</td>
<td>CitYear</td>
<td>64.243</td>
<td>33.483</td>
<td>0</td>
<td>147.699</td>
</tr>
<tr>
<td></td>
<td>Binary-Control: Engineering Department=1</td>
<td>EngDep</td>
<td>0.561</td>
<td>0.500</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Funding</td>
<td>Third Party Funding per year</td>
<td>FundYear</td>
<td>108.968</td>
<td>50.799</td>
<td>0</td>
<td>253.004</td>
</tr>
</tbody>
</table>

**table 1: Indicators and descriptive statistics**
<table>
<thead>
<tr>
<th></th>
<th>IndPat</th>
<th>UniPat</th>
<th>PopDens</th>
<th>EmpPop</th>
<th>IndConc</th>
<th>LifeScience</th>
<th>Electronics</th>
<th>Engin</th>
<th>Div</th>
<th>IndInter</th>
<th>GDPCap</th>
<th>PatYear</th>
<th>PostDoc</th>
<th>PhD</th>
<th>PubYear</th>
<th>CitYear</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UniPat</strong></td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PopDens</strong></td>
<td>0.23</td>
<td>-0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EmpPop</strong></td>
<td>0.48</td>
<td>0.02</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IndConc</strong></td>
<td>0.34</td>
<td>-0.04</td>
<td>0.32</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LifeSci</strong></td>
<td>0.08</td>
<td>0.06</td>
<td>0.23</td>
<td>0.03</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Electro</strong></td>
<td>0.12</td>
<td>0.27</td>
<td>-0.14</td>
<td>0.23</td>
<td>-0.44</td>
<td>-0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Engin</strong></td>
<td>0.16</td>
<td>-0.10</td>
<td>0.26</td>
<td>0.28</td>
<td>0.11</td>
<td>-0.39</td>
<td>-0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Div</strong></td>
<td>0.05</td>
<td>-0.09</td>
<td>0.20</td>
<td>0.12</td>
<td>-0.20</td>
<td>0.12</td>
<td>0.41</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IndInr</strong></td>
<td>0.14</td>
<td>-0.14</td>
<td>0.38</td>
<td>0.32</td>
<td>0.29</td>
<td>0.26</td>
<td>0.18</td>
<td>0.08</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GDP</strong></td>
<td>0.64</td>
<td>-0.06</td>
<td>0.34</td>
<td>0.87</td>
<td>0.41</td>
<td>0.15</td>
<td>0.31</td>
<td>0.18</td>
<td>0.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PatYear</strong></td>
<td>0.05</td>
<td>0.85</td>
<td>0.02</td>
<td>0.11</td>
<td>0.00</td>
<td>0.05</td>
<td>0.21</td>
<td>-0.03</td>
<td>-0.05</td>
<td>-0.07</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PstDoc</strong></td>
<td>0.41</td>
<td>0.51</td>
<td>0.04</td>
<td>0.20</td>
<td>0.01</td>
<td>0.28</td>
<td>0.29</td>
<td>-0.16</td>
<td>0.24</td>
<td>0.21</td>
<td>0.31</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PhD</strong></td>
<td>0.32</td>
<td>0.38</td>
<td>0.15</td>
<td>0.24</td>
<td>0.07</td>
<td>0.19</td>
<td>0.10</td>
<td>0.09</td>
<td>0.01</td>
<td>0.04</td>
<td>0.30</td>
<td>0.21</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PbYea</strong></td>
<td>0.18</td>
<td>0.37</td>
<td>0.17</td>
<td>0.16</td>
<td>-0.04</td>
<td>0.11</td>
<td>0.14</td>
<td>0.12</td>
<td>0.15</td>
<td>0.12</td>
<td>0.20</td>
<td>0.28</td>
<td>0.63</td>
<td>0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CitYea</strong></td>
<td>0.30</td>
<td>0.27</td>
<td>0.18</td>
<td>0.29</td>
<td>-0.03</td>
<td>0.13</td>
<td>0.24</td>
<td>0.08</td>
<td>0.20</td>
<td>0.18</td>
<td>0.40</td>
<td>0.20</td>
<td>0.73</td>
<td>0.77</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td><strong>FndYr</strong></td>
<td>0.50</td>
<td>0.52</td>
<td>0.08</td>
<td>0.23</td>
<td>0.06</td>
<td>0.21</td>
<td>0.23</td>
<td>-0.03</td>
<td>0.17</td>
<td>0.16</td>
<td>0.36</td>
<td>0.28</td>
<td>0.92</td>
<td>0.80</td>
<td>0.63</td>
<td>0.72</td>
</tr>
</tbody>
</table>

**Table 2: Correlations of indicators;** corr >0.5 in italics, >0.8 in bold font

The exogenous variables are not correlated. As expected a university’s transfer experience (PatYear) is highly correlated with its transfer activities (UniPat), productivity (GDPCap) is highly correlated with employment (EmpPop) and there is a trade-off between industrial concentration and diversity (Div, D*C). Additionally we observe moderate to strong expected correlations among the human capital and funding variables of universities.
The results of our regressions show the expected results. Model 1 and 2 reproduce the results of prior research in regional economics and university to industry technology transfer as illustrated in sections two and three of this paper. Model 3 confirms prior research investigating regional knowledge production as a function of university innovation. The parameter $\hat{I}_u$ is significant and positive as predicted by the endogenous growth theory and the Griliches-Jaffe-Model of regional knowledge production as well as the results of the study by Varga (2000). Model 4 concerns our main interest in this study. Our question was to what
extent regional knowledge production affects UITT after controlling for combined effects due
to coevolution of region and university. We find a significant and negative relationship
between both parameters that cannot be explained by model overidentification or estimation
problems. Signs, coefficients and standard errors for regional (model 1 and 3) and university
(model 2 and 4) controls remain robust and unchanged. The negative sign of the parameter \( \hat{P} \)
can be reproduced if \( I_i \) and \( I_u \) are linearized and estimated a log-linear three-stage least square
estimation with two equations (not reported). Furthermore our "control"-model 5 documents
the independence of our instrument. At this point we can conclude a trade-off between
existing regional knowledge production and additional university innovation.

**Regional innovative milieus as knowledge filter**

the problem of knowledge spillovers by extending existing endogenous growth models.
Regional variations in growth occur because the spillover of new knowledge and creation of
innovation is not an automatism but is moderated by a knowledge filter. This mechanism
defines the efficiency of turning new knowledge into economically relevant knowledge. Acs &
Plummer (2005) identify two independent transmission channels: a) entrepreneurship and
b) incumbent firms. Their results are similar to our findings presented above. While
entrepreneurship widens the knowledge filter, incumbent firms tend to narrow the filter.
Although using data for US metropolitan areas and spatial regression models (LISA) Acs &
Plummer likewise identify significantly negative interactions of incumbent regional
knowledge and additional knowledge transmission as our model 4. Müller (2006) in her
investigation of the knowledge filter in Germany finds results analogous to our model 3:
UITT has a positive effect on the total amount of regional knowledge production. Our paper is
the first to mainly address the role of incumbent firms as parts of regional innovative milieus. While prior investigations into the knowledge filter seek to identify the role of entrepreneurship. Because of their age and involvement in buyer-supplier-networks incumbent firms are more suitable for product and process innovations along their industries value chain. They might not be willing or able to incorporate revolutionary new knowledge (as supplied by universities). By focusing on path dependent channels of knowledge transmission they narrow the knowledge filter. Therefore the more successful the regional industry and the denser the industrial web of knowledge, the harder it is for universities to transfer additional knowledge into the industry. On the other hand a less successful regional innovative milieu might be looking for new ways to innovate and therefore might be more open to additional university innovation.
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