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1 Introduction

1.1 Development of the U.S. social cost of carbon estimates

The social cost of carbon (SCC) is the marginal external cost of a unit emission of \( \text{CO}_2 \), denominated in terms of forgone consumption and based upon the damages inflicted by that emission upon global society through additional climate change. The value of the SCC is generally estimated in an integrated assessment modeling (IAM) framework that couples a baseline socio-economic scenario, a climate-carbon cycle model that transforms emissions into temperature, and a function for transforming temperature change (implicitly or explicitly by way of climate change impacts) into economic damages (Figure 1).

In 2010, the United States government established its first estimates of the SCC for government-wide use in cost-benefit analysis of federal regulations (Interagency Working Group on the Social Cost of Carbon, 2010). Its analysis relied upon the climate and damage modules of three reduced-form IAMs – DICE 2007 (Nordhaus, 2008), PAGE 2002 (Hope, 2006) and FUND 3.5 (Tol, 1997; Anthoff and Tol, 2010). Five socio-economic scenarios and three fixed discount rates (5%, 3%, and 2.5%) were specified exogenously. Pooling across models and socio-economic scenarios, the report provided four time series of SCC values, increasing over time and starting in 2010 at $5, $21, $35, and $65 per tonne \( \text{CO}_2 \) (in 2007 dollars). The first three values correspond to mean estimates at discount rates of 5%, 3%, and 2.5%; the last value is the 95th percentile of pooled estimates at the 3% discount rate.

These standard, government-wide SCC values represent a marked improvement upon the previous state of affairs, in which the benefits due to avoided climate change of regulations were most often valued at zero dollars. Nonetheless, the report describing the analysis, first published in March 2010 as an appendix to the Technical Support Document for the Department of Energy (DOE)’s Energy Conservation Standard (ECS) for Small Electric Motors (U.S. Department of Energy, 2010a), identified a number of limitations with the three IAMs it employed to calculate climate change damages. In particular, it noted that all three models:

- Incompletely treated non-catastrophic damages, for instance omitting ocean acidification and other effects on ecosystem services;
Figure 1: Flow process used in estimating the social cost of carbon. Reference socio-economic scenarios (characterized in reduced-form analyses by output, population and emissions) are used to calculate climate changes (characterized by greenhouse gas concentrations and temperature), which give rise to baseline scenarios that include economic damages from climate change. Next, the baseline scenarios are marginally perturbed by the addition or removal of a marginal unit of CO$_2$ emissions. Social welfare, which depends upon consumption and the choice of discounting parameters, is calculated for each baseline and marginally perturbed scenario. The SCC is the (normalized) difference in expected welfare between the baseline scenarios and the perturbed scenarios.

- Incompletely treated potential catastrophic damages, such as the effects of major reorganizations of ocean circulation or massive ice sheet melt;

- Crudely extrapolated damages calibrated at low degrees of warming (around $2.5^\circ$C) to high degrees of warming (in some scenarios, $10^\circ$C or more);

- Failed to incorporate inter-sectoral interactions (such as the effects of water resources on agriculture) and inter-regional interactions (such as the effects of human migration between regions);

- Did not account for the imperfect substitutability of environmental amenities, assuming instead that it is possible to fully replace damaged natural systems with market goods; and

- Incompletely and opaquely treated adaptation to climate changes.
As the report noted, the analysis also did not take into account risk aversion, a factor that plays a large role in broader climate policies, which are often framed as insurance against the risks of climate change. Indeed, by opting for fixed discount rates instead of employing the Ramsey discounting built into all three models, the analysis eliminated the limited mechanism available in the models for incorporating risk aversion.

Subsequent critiques noted that the socio-economic scenarios employed in the report significantly undersample the range of plausible futures (O’Neill, 2010) and that the strong simplifications employed in the IAMs’ climate models can significantly affect final results (Warren et al., 2010; Hof et al., 2011; Marten, 2011; van Vuuren et al., 2011). The report expressed “all due humility” about the limitations of the analysis and pledged that the United States government would periodically review and reconsider SCC estimates.

To lay the groundwork for re-examination of the assumptions used in the SCC analysis, the U.S. Department of Energy (DOE) and the U.S. Environmental Protection Agency (EPA) convened a pair of workshops in Nov. 2010 and Jan. 2011. These workshops focused respectively on the broader methodological challenges of calculating climate change damages (http://go.usa.gov/426) and on specific sectoral estimates of climate change impacts and damages that might inform the construction and calibration of damage functions (http://go.usa.gov/42F). Papers from these workshops will be published in a forthcoming special issue of Climatic Change. In addition, significant independent advances have occurred in the relevant research since the U.S. government analysis began.

After first examining the application of the U.S. SCC estimates in recent practice, this paper reviews these advances. We start by considering the three principal components of the SCC calculation: socio-economic scenario development, physical climate modeling, and damages estimation. We then examine the challenge of taking risk aversion into account when integrating across possible future states of the world and the consistency between SCC estimates and broader climate policy. We conclude with a discussion of possible steps for refining SCC estimates and directions for future research.
Table 1: Applications of the U.S. government SCC estimates, March 2010-February 2011

<table>
<thead>
<tr>
<th>Date</th>
<th>Agency</th>
<th>Rule</th>
<th>Status</th>
<th>Federal Register Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mar. 2010</td>
<td>DOE</td>
<td>ECS for Small Electric Motors</td>
<td>Final rule</td>
<td>75 FR 10874</td>
</tr>
<tr>
<td>Apr. 2010</td>
<td>DOE</td>
<td>ECS for Residential Water Heaters</td>
<td>Final rule</td>
<td>75 FR 20112</td>
</tr>
<tr>
<td>May 2010</td>
<td>EPA/DOT</td>
<td>Light Duty Vehicle GHG Emissions and Corporate Average Fuel Economy Standards</td>
<td>Final rule</td>
<td>75 FR 25324</td>
</tr>
<tr>
<td>May 2010</td>
<td>DOT</td>
<td>Automatic Dependent Surveillance—Broadcast (ADS–B) Out Performance Requirements To Support Air Traffic Control Service</td>
<td>Final rule</td>
<td>75 FR 30160</td>
</tr>
<tr>
<td>June 2010</td>
<td>DOT</td>
<td>National Infrastructure Investments</td>
<td>Funding availability</td>
<td>75 FR 30460</td>
</tr>
<tr>
<td>Aug. 2010</td>
<td>EPA</td>
<td>Federal Implementation Plans To Reduce Interstate Transport of Fine Particulate Matter and Ozone</td>
<td>Proposed rule</td>
<td>75 FR 45210</td>
</tr>
</tbody>
</table>

1.2 Initial applications of the U.S. SCC estimates

Following publication of the U.S. government SCC analysis, its estimates have been employed in about twenty rulemakings by DOE, EPA, and the U.S. Department of Transportation (DOT) (Tables 1, 2).

To illustrate how SCC estimates are applied in practice, we consider their use in DOE ECS rules. Although the SCC was employed in six final ECS rules in 2010 and 2011, it was only one of many inputs used in determining the rules’ stringency. The Environmental Policy and Conservation Act requires that standards be technologically feasible and economically justified and have positive average lifecycle cost savings, and it prescribes eight criteria for consideration in determining economic justification. As part of their associated economic analyses, ECS rules currently assess consumer net present value (NPV) based on initial costs and energy savings, the global monetized benefits of CO$_2$, NOx, and mercury emissions reductions, and the sum of these values.
### Table 2: Applications of the U.S. government SCC estimates, March 2011-February 2012

<table>
<thead>
<tr>
<th>Date</th>
<th>Agency</th>
<th>Rule</th>
<th>Status</th>
<th>Federal Register Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mar. 2011</td>
<td>EPA</td>
<td>National Emission Standards for Mercury from Mercury Cell Chlor-Alkali Plants</td>
<td>Proposed rule</td>
<td>76 FR 13852</td>
</tr>
<tr>
<td>Apr. 2011</td>
<td>DOE</td>
<td>ECS for Residential Clothes Dryers and Room AC</td>
<td>Direct final rule</td>
<td>76 FR 22454</td>
</tr>
<tr>
<td>June 2011</td>
<td>DOE</td>
<td>ECS for Residential Furnaces and Residential Central AC and Heat Pumps</td>
<td>Direct final rule</td>
<td>76 FR 37408</td>
</tr>
<tr>
<td>Aug. 2011</td>
<td>EPA</td>
<td>Interstate Transport of Fine PM and Ozone</td>
<td>Final rule</td>
<td>76 FR 48208</td>
</tr>
<tr>
<td>Aug. 2011</td>
<td>DOT</td>
<td>National Infrastructure Investments</td>
<td>Funding availability</td>
<td>76 FR 50289</td>
</tr>
<tr>
<td>Aug. 2011</td>
<td>EPA</td>
<td>New Source Performance Standards for VOC and SO2 from Natural Gas Processing Plants</td>
<td>Proposed rule</td>
<td>76 FR 52738</td>
</tr>
<tr>
<td>Sep. 2011</td>
<td>EPA/DOT</td>
<td>GHG Emission Standards and Fuel Efficiency Standards for Medium- and Heavy-Duty Vehicles</td>
<td>Final rule</td>
<td>76 FR 57106</td>
</tr>
<tr>
<td>Sep. 2011</td>
<td>DOE</td>
<td>ECS for Residential Refrigerators</td>
<td>Final rule</td>
<td>76 FR 57516</td>
</tr>
<tr>
<td>Nov. 2011</td>
<td>DOE</td>
<td>ECS for Fluorescent Lamp Ballasts</td>
<td>Final rule</td>
<td>76 FR 70548</td>
</tr>
<tr>
<td>Feb. 2012</td>
<td>DOE</td>
<td>ECS for Distribution Transformers</td>
<td>Proposed rule</td>
<td>77 FR 7282</td>
</tr>
<tr>
<td>Feb. 2012</td>
<td>DOE</td>
<td>ECS for Standby Mode and Off Mode for Microwave Ovens</td>
<td>Proposed rule</td>
<td>77 FR 8526</td>
</tr>
</tbody>
</table>
### Table 3: The influence of the SCC on Trial Standard Level (TSL) selection for Energy Conservation Standards

<table>
<thead>
<tr>
<th>Product</th>
<th>Final Rule Date</th>
<th>Selected/Max. TSL</th>
<th>TSL with peak NPV, w/o externalities</th>
<th>TSL with peak NPV, w/ externalities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>7%</td>
<td>3%</td>
</tr>
<tr>
<td>Polyphase Small Electric Motors (SEMs)</td>
<td>Mar. 2010</td>
<td>4b/7</td>
<td>4b</td>
<td>4b</td>
</tr>
<tr>
<td>Capacitor-start SEMs</td>
<td>Mar. 2010</td>
<td>7/8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Water heaters</td>
<td>Apr. 2010</td>
<td>5/8</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Direct heating equipment</td>
<td>Apr. 2010</td>
<td>2/6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Pool heaters</td>
<td>Apr. 2010</td>
<td>2/6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Residential Clothes Dryers</td>
<td>Apr. 2011</td>
<td>4/6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Room AC</td>
<td>Apr. 2011</td>
<td>4/6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Furnaces, Central AC and Heat Pumps</td>
<td>Jun. 2011</td>
<td>4/6</td>
<td>4</td>
<td>3-5</td>
</tr>
<tr>
<td>Furnaces, Central AC and Heat Pumps - Standby Mode</td>
<td>Jun. 2011</td>
<td>2/3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Standard-size refrigerator-freezers</td>
<td>Sep. 2011</td>
<td>3/5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Standard-size freezers</td>
<td>Sep. 2011</td>
<td>2/5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Compact refrigerators</td>
<td>Sep. 2011</td>
<td>2/5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Fluorescent Lamp Ballasts</td>
<td>Nov. 2011</td>
<td>3A/3B</td>
<td>3A-3B</td>
<td>3B</td>
</tr>
</tbody>
</table>

Selected/Max. TSL indicates the selected and highest TSL. 7% and 3% columns refer to peak TSL at these two discount rates. For ranges of optimal TSL including externalities, ranges refer to all four values of the SCC, and the value employing the mean SCC calculated for a 3% discount rate is shown in parentheses. In the furnaces, central AC and heat pumps rule, ranges also include uncertainty in electricity and equipment price projections.
The monetized benefits of CO\textsubscript{2} are generally a second-order contributor to the NPV of residential and commercial energy efficiency standards, as can be seen by considering the average cost and carbon intensity of electricity in the United States. The average retail price of electricity in 2009 was about 11 cents/kWh, while average CO\textsubscript{2} intensity was about 0.6 kg/kWh (U.S. Energy Information Administration, 2011a,b). At $21/tonne CO\textsubscript{2}, this translates into a social cost associated with the climate impacts of average U.S. electric generation of about 1.3 cents/kWh. Thus the current central SCC estimates should increase the monetized benefits of energy efficiency rules for electricity-using products by about ten percent. Higher SCC estimates, or the incorporation of additional benefits of reduced fossil fuel use (e.g., Epstein et al., 2011; Muller et al., 2011), would have a larger effect.

For each standards analysis, DOE defines several Trial Standard Levels (TSLs) with increasingly stringent energy efficiency requirements, undertakes a technical and economic analysis of each level, then selects a TSL based on its analysis. Typically, five to eight different levels are considered, with TSL 1 being the least efficient level and the highest TSL being the maximum technologically feasible. (Masur and Posner, 2011, note that the decision to consider only particular discrete TSLs, rather than to explore a broader parameter space, limits the role of the SCC in stringency setting.) Table 3 compares the selected TSL for final and proposed rules issued after February 2010 to those TSLs yielding peak NPV at 7\% and 3\% discount rates, excluding and including externalities. Where ranges are shown, they reflect the range in SCC values.

As two examples, consider the residential clothes dryers and water heater rules. For clothes dryers, the inclusion of the SCC supports the selection of a more stringent TSL. Without accounting for externalities, the peak NPV for clothes dryers occurs at TSL 3; with externalities (specifically, the monetized costs of CO\textsubscript{2} and NOx emissions), peak NPV occurs at a TSL between 3 and 6. Using the mean values of the SCC calculated at a 3\% discount rate (i.e., the time series beginning at $21/tonne), peak NPV occurs at TSL 4 at a 7\% discount rate and TSL 6 at a 3\% discount rate. DOE selected TSL 4, which was also the choice of a consensus agreement between industry and energy efficiency advocates.

By contrast, the water heater rule illustrates a case in which SCC considerations were marginalized by other factors. The final rule was set at TSL 5, consistent
with the peak NPV in the absence of externalities at a 7% discount rate. With externalities included and employing the mean SCC estimates calculated at a 3% discount rate, peak NPV occurs at TSL 6 when considering consumer benefits at a 7% discount rate and at TSL 8 when considering consumer benefits and externalities at a 3% discount rate. DOE’s selection of a less stringent TSL was dominated by distributional concerns, as can be seen from the text of the rule, which also exemplifies the reasoning underlying ECS rulemakings (U.S. Department of Energy, 2010b):

The Secretary has concluded that at TSL 7, the benefits of energy savings, positive consumer NPV (at 3-percent discount rate), generating capacity reductions, and emission reductions would be outweighed by the negative economic impacts on those consumers that would have to make structural changes to accommodate the larger footprint of the heat pump water heaters, the economic burden on a significant fraction of consumers due to the large increases in total installed costs associated with heat pump water heaters, the disproportionate impacts to consumers in multi-family housing and others with comparatively low usage rates, the large capital conversion costs that could result in a large reduction in [Industry Net Present Value, or] INPV for the manufacturers, and the uncertainties associated with the heat pump water heater market....

The Secretary has concluded that at TSL 5, the benefits of energy savings, positive consumer NPV, generating capacity reductions, economic savings for most consumers, and emission reductions (both in physical quantities and the monetized value of those emissions) outweigh the large capital conversion costs that could result in a large reduction in INPV for the manufacturers and the negative impacts on some consumer subgroups. Further, global benefits from carbon dioxide reductions (at a central value of $21.4 per tonne for emissions in 2010) would have a present value of $2.7 billion. These benefits from carbon dioxide emission reductions, when considered in conjunction with the consumer savings NPV and other factors described above, support DOE’s conclusion that TSL 5 is economically justified.
As this discussion illustrates, the SCC estimates are one of many considerations that inform the regulatory process. In some cases, they have supported the selection of more stringent rules, while in other cases, other factors have been determinative.

2 Socio-economic scenarios

2.1 Challenges of long-term projections

The first step in calculating the SCC requires identifying baseline scenarios for key socio-economic parameters, such as output and emissions. Reference scenarios for mitigation policy analysis typically extend no further than 2100. Examples include those in the Intergovernmental Panel on Climate Change (IPCC)’s Special Report on Emissions Scenarios (SRES) (Intergovernmental Panel on Climate Change, 2000), the Shared Socio-economic Pathways (SSPs) being developed for the IPCC’s Fifth Assessment Report (Kriegler et al., 2010), and the reference scenarios employed by most of the models that participate in Energy Modeling Forum (EMF) model comparison exercises (Clarke, 2009).

SCC calculations, however, need multi-century baselines. While projections past 2100 are extremely challenging and at best illustrative, they have a significant effect on the NPV of climate change damages. In DICE 2007’s base run, for example, about half of the NPV of total damages at a 3% discount rate comes from damages occurring after 2100 and about 15% comes from damages after 2200. At a 2.5% discount rate, about two-thirds of NPV damages come from impacts after 2100 and one-quarter from impacts after 2200.

The U.S. government analysis employed multi-century extensions of reference scenarios from four of the ten process-based IAMs that participated in the EMF-22 exercise (MiniCAM, MESSAGE, MERGE, IMAGE) (Clarke, 2009). These models include more detailed representations of the climate system, the energy system and, in some cases, other physical and economic systems than do reduced-form IAMs like DICE, PAGE and FUND. The four reference scenarios were chosen to span the range of reference CO\textsubscript{2} emissions in all ten participating models. (A fifth scenario employed in the U.S. government analysis averaged 550 ppm CO\textsubscript{2}e stabilization scenarios from the same four models.)
As noted by O’Neill (2010), however, the EMF-22 reference scenarios significantly undersample plausible future socio-economic scenarios – an illustration of the general principle that ensembles of complex models tend to oversample the peak and undersample the tails of probability distributions (Roe, 2010). For instance, MiniCAM, MESSAGE, MERGE, and IMAGE all employ moderate population growth scenarios, with population in 2100 in the range of 8.5–10.5 billion. By contrast, the U.N. Low, Medium, and High population scenarios reach 6.2, 10.1 and 15.8 billion in 2100, respectively (United Nations Department of Economics and Social Affairs, 2011). The U.S. government analysis extended the four IAM-based population scenarios to 2300 by assuming that population growth rate declined linearly to zero by 2200, yielding a population range of about 8-12 billion by 2300. By contrast, U.N. projections for 2300, based on a range of plausible assumptions about fertility rates, vary from 2 to 36 billion (United Nations Department of Economics and Social Affairs, 2004). O’Neill et al. (2010) observe that varying assumptions about population can have sizeable impacts on global CO$_2$ emissions; the U.N. range of population projections for 2100 can lead to a $\sim \pm 50\%$ range in CO$_2$ emissions in the same year.

O’Neill (2010) raises similar concerns about the range of output scenarios used in the U.S. government analysis, which were based on the EMF scenarios through 2100 and extrapolated using a linear decline in the gross domestic product (GDP) per capita growth rate thereafter. He suggests the need for studies to assess the sensitivity of the SCC to the range in scenarios; assuming it proves significant, he recommends a more thorough process for generating the multi-century socio-economic scenarios needed by the SCC calculations. One approach might be to develop a consistent methodology for extending SSPs to 2300. With the discounting methodology used in the U.S. government SCC analysis, higher future output will increase SCC estimates; with Ramsey discounting, in which the utility of a marginal dollar declines with wealth, the direction of the impact is unclear.

Translating output into emissions requires technological assumptions. The U.S. government analysis employed carbon intensities from the EMF models through 2100 and then extended a constant CO$_2$ intensity decline rate thereafter. The reduced-form IAMs employ a similar approach in their native versions. O’Neill (2010) notes that the range of emissions in the scenarios employed by the U.S. gov-
ernment analysis is somewhat wider than the range in the extended Representative Concentration Profiles (RCPs) that will be used for the IPCC’s Fifth Assessment Report.

2.2 Overshoot and panic?

The reference scenarios employed in the U.S. government analysis may not reflect the most likely human responses to climate change. In keeping with the standard definition of a reference scenario, they were calculated for worlds that neither experience climate change impacts nor implement any mitigation policy. Keeping policy (or the lack thereof) constant, these scenarios were then used to calculate the damages to the global economy resulting from climate change — thereby assuming that human civilization would choose to suffer and to adapt to climate change, but never to mitigate. In reality, even a highly myopic society would likely undertake some mitigation efforts once the effects of climate change became sufficiently apparent and severe. More plausible alternative reference scenarios — ones reflecting the probable human response in the absence of significant near-term mitigation — might reflect an “overshoot and panic” response (Figure 2).

“Overshoot and panic” scenarios can be characterized by the degree of warming sufficient to trigger a ‘panic’ reaction, the level of warming at which society will aim once it panics, and the timescale over which it seeks to achieve this level of warming. For a probabilistic SCC calculation, all three of these parameters could be treated as random variables. Alternatively, assuming that society overcomes barriers to efficient behavior once it starts to panic, the latter two could be calculated through a cost-benefit optimization. In addition to being potentially more realistic, these scenarios differ in another important way from the approach adopted in the U.S. government analysis: assuming that ‘panic’ begins at moderate levels of warming (e.g., 2-4°C), they reduce the contribution to the SCC of highly uncertain economic damages triggered by extreme warming.
Figure 2: (a) Global CO$_2$ emissions, (b) atmospheric CO$_2$ concentrations, (c) global mean surface temperatures relative to the pre-industrial temperature and (d) global GDP (net of climate damages and abatement expenditures) as a fraction of reference scenario GDP for four illustrative scenarios computed using matDICE, a DICE-like IAM (Kopp et al., 2012). “Ref” (blue) was computed in the absence of climate damages; “Base” (green) includes damages but retains the absence of mitigation policy in the Ref scenario; “Optim” (red) is the result of a cost-benefit optimization starting in 2015, while “Panic” follows Base until warming exceeds 2°C and then follows a cost-benefit optimized pathway.
3 Physical climate and carbon cycle models in IAMs

Carbon cycle and physical climate models translate greenhouse gas (GHG) emissions associated with a socio-economic scenario into projections of GHG concentrations, radiative forcing, and temperature.

Carbon cycle models project the accumulation of carbon dioxide in the atmosphere and its removal into sinks such as the terrestrial biosphere, the surface ocean, the deep ocean, and ultimately sediments. Although about 30-70% of atmospheric carbon dioxide is removed on a timescale of less than a century, a significant share (about 10-20%) remains for ten or more millennia (Archer et al., 2009). The long-term dynamics of other climate forcers, such as methane, are generally simpler than those of carbon dioxide; the removal of such forcers from the atmosphere can often be reasonably well approximated by an exponential decay.

The accumulation of GHGs and other climate forcers gives rise to a global energy imbalance that is gradually relieved as the planet adjusts to a new equilibrium temperature. The degree of imbalance is measured by radiative forcing, and the level of equilibrium warming associated with a given forcing is summarized by a parameter known as equilibrium climate sensitivity. In the absence of feedback effects, the equilibrium temperature response to a doubling of atmospheric CO₂ concentration (a radiative forcing of 3.7 W/m²) would be about 1.2°C. Fast-feedback climate sensitivity takes into account amplifying feedbacks that respond to forcing on roughly sub-annual to annual timescales, such as changes in atmospheric water vapor, clouds, and snow and sea ice (Randall et al., 2007). The IPCC’s Fourth Assessment Report estimated a 67% probability that the fast-feedback climate sensitivity was between 2°C and 4.5°C per CO₂ doubling, with a most likely value of about 3°C (Hegerl et al., 2007). This assessment was used to help calibrate the probability distribution for climate sensitivity used by the U.S. government analysis.

Since the ocean acts as a heat sink, the Earth does not instantaneously adjust to the equilibrium temperature associated with a forcing. The transient climate response – the warming realized after 70 years of a gradual, 1% per year increase in CO₂ concentration (sufficient to cause a doubling of CO₂) – is one way of assessing this delay. An analysis of twentieth-century warming using three different climate
models leads to an estimated median value for transient climate response of 2.1°C, with a 90% range of 1.5°C to 2.8°C (Hegerl et al., 2007; Stott et al., 2006).

As reviewed by van Vuuren et al. (2011), DICE, FUND and PAGE all employ highly simplified representations of these natural systems. For temperature calculations, DICE uses a two-box model of the surface and the deep ocean; for carbon cycle calculations, it employs a three-box model of the atmosphere, surface ocean/terrestrial biosphere, and deep ocean. PAGE and FUND use functional representations of the decay of GHG concentrations in the atmosphere and the transient adjustment of temperature toward equilibrium.

By contrast, more detailed, process-based IAMs employ a range of more sophisticated climate and carbon cycle models. Several rely upon MAGICC, an upwelling-diffusion energy balance model with a six-box carbon cycle (Meinshausen et al., 2011). IGSM employs an Earth System Model of Intermediate Complexity (EMIC) including representations of atmospheric dynamics and chemistry, sea ice, the terrestrial biosphere, and either a two-dimensional or three-dimensional ocean model (Sokolov et al., 2005). At the high-end of IAM climate model complexity, the Integrated Earth System Model (iESM) project is working to couple the GCAM IAM, which traditionally has employed MAGICC, to the NCAR Community Earth System Model, a fully-coupled global climate model (Clarke, 2010). Similar efforts with IGSM are also underway (Monier et al., 2011; Reilly et al., in rev.).

Compared to DICE and PAGE, the climate and carbon cycle models in FUND exhibit reduced sensitivity of climate to changes in GHG emissions (Warren et al., 2010). This reduced sensitivity will tend to lower SCC estimates. Both FUND and PAGE respond less quickly to changes in forcing than do the higher-complexity models that contributed to assessments and group modeling exercises such as the IPCC’s Fourth Assessment Report and the Coupled Carbon Cycle Model Intercomparison Project (C4MIP). This slow response will postpone climate impacts and consequently also reduce SCC estimates (van Vuuren et al., 2011). Hof et al. (2011), comparing the effect of using different IAMs’ climate and carbon cycle components on estimates of the benefits of mitigation, confirm that these differences do indeed have a major effect. In their modularized meta-IAM, discounted climate change damages calculated using the FUND climate representation lie at the lower margin of the 90% confidence interval calculated using MAGICC.
PAGE incorporates strong climate-carbon cycle feedbacks and therefore exhibits greater post-2100 warming than DICE and FUND (Warren et al., 2010). Indeed, these feedbacks are significantly stronger than in higher-complexity models (van Vuuren et al., 2011), and so they will increase SCC estimates by PAGE at low discount rates. By contrast, the carbon cycle model in DICE removes CO$_2$ from the atmosphere more rapidly than in higher-complexity models (van Vuuren et al., 2011), which will lead to lower SCC estimates. Hof et al. (2011) find the effects of the different carbon cycle representations on discounted climate change damages are smaller than the effects of difference in physical climate representations.

Marten (2011) examines directly the effects of such simplifications on the social cost of carbon. Using a variant of DICE with the DICE climate model replaced by a three-box upwelling diffusion energy balance model calibrated against MAGICC 5.3, he finds SCC estimates at a 3% discount rate that are about 25% higher than those from FUND and 40-50% less than those from DICE and PAGE.

4 Damages

4.1 Damage function formulation and calibration

In reduced-form IAMs, damage functions translate changes in physical climate parameters – at least temperature, and sometimes other parameters such as CO$_2$ concentrations – into changes in global economic production or consumption. The U.S. government analysis employed the default damage functions in DICE, FUND, and PAGE.

In DICE and PAGE, damage functions take the form of a modified polynomial; DICE 2007’s default damage function, for example, is given by

$$D(T)/Y = 1 - 1/(1 + \eta T^\beta)$$

where

$$\eta = \eta_{\text{non-catastrophic}} + \eta_{\text{catastrophic}} = 0.28\%$$

$$\eta_{\text{non-catastrophic}} = 0.10\%, \eta_{\text{catastrophic}} = 0.18\%, \beta = 2$$

where $D(T)/Y$ represents the fractional reduction in production as a function of mean global warming $T$ relative to the pre-Industrial temperature, $\eta_{\text{non-catastrophic}}$ scales damages due to gradual and more certain impacts, and $\eta_{\text{catastrophic}}$ scales
expected damages due to high-impact, uncertain-probability events. Note that, for sufficiently low values of \( \eta T^\beta \), \( D(T)/Y \approx \eta T^\beta \); the default DICE damage function is thus an approximately quadratic function of temperature at low levels of warming.

Total expected damages in DICE 2007 are thus about 1% of global output at 2\(^\circ\)C of warming, 4% of global output at 4\(^\circ\)C of warming, and 22% of global output at 10\(^\circ\)C of warming. The DICE damage function is calibrated at about 2.5\(^\circ\)C warming based on a literature review covering damage estimates for agriculture, coastal regions, forestry, energy consumption, health, and leisure, as well as on the modelers’ estimates of the value of human settlements and ecosystems (Nordhaus and Boyer, 2000; Nordhaus, 2007). Potential catastrophic impacts are calibrated based on an adjusted mid-1990s expert elicitation study (Nordhaus, 1994). (DICE 2010 explicitly estimates sea level rise and adds terms to the denominator of equation (1) that are linear and quadratic in sea level rise; Nordhaus, 2010.)

FUND more explicitly represents sectoral impacts, with FUND 3.5 containing damage functions for agriculture, forestry, water resources, energy consumption, sea level rise, ecosystems, human health, and extreme weather. It does not attempt to include possible high-impact, uncertain-probability consequences of climate change (Anthoff and Tol, 2010). The version used in the U.S. government analysis projected that climate change would initially have positive benefits – primarily due to reduced cold-stress – with benefits decreasing starting at about 2\(^\circ\)C of warming; this version projected net damages at >3\(^\circ\)C of warming that leveled off at <10% of global output by about 8\(^\circ\)C of warming.

The mismatch in the sectoral breakdown of damages between DICE and FUND (Figure 3) highlights the need for considerable refinement of sectoral damage estimates. In this context, it is worth noting that calibration of IAM damage functions against sectoral models is an inherently limited approach that would be strengthened by comparison to retrospective analyses of climate change impacts. For example, Lobell et al. (2011) estimate that the effects of temperature change, precipitation change, and CO\(_2\) fertilization from 1980-2008 led to yield declines of 4% for maize and 3% for wheat, as well as a global average increase in the price of major grain commodities of 6%. The assumptions underlying the agricultural component of damages in IAMs could be calibrated to yield consistent results. Alternatively, this price change could be translated into a GDP impact using a
Figure 3: Damages by sector in DICE (Nordhaus, 2007) (blue) and a typical FUND 2.9 scenario (Warren et al., 2006) (red) at 2.5°C warming, aggregated into similar sectoral categories. “Ag/forestry/water” bars correspond to the agriculture sector in DICE and to agriculture, forestry and water resources in FUND. “Energy” bars correspond to DICE’s “other vulnerable market” sectors and FUND’s energy consumption sector. “Coastal” bars correspond to DICE’s coastal impacts sector and FUND’s sea level rise damages. “Health” bars correspond to human health impacts in both models. “Cities/ecosystems” bars correspond to DICE’s damages to settlements and ecosystems and FUND’s damages to ecosystems. Catastrophic damages are not included in FUND and are expected values in DICE.

computable general equilibrium (CGE) model, the output of which could be used for damage function calibration.

Moreover, the fat-tail uncertainty in climate sensitivity requires damage functions that yield meaningful results at high levels of warming – in some cases, >10°C. Such levels are well outside the calibration range of DICE and FUND, and as a consequence these functions yield questionable results when so extrapolated. The DICE damage function, for instance, indicates losses of about 29% of global output at 12°C of warming – a large amount, but one that prima facie seems inconsistent with the suggestion from recent climate modeling (Sherwood and Huber, 2010) that such warming would render uninhabitable the current homelands of most humans.

IAM damage functions would benefit from the addition of calibration points at temperatures beyond 3°C. In particular, integrative studies bringing together natural and social scientists to examine suites of climate change impacts and plausible associated economic damages in a 4°C or 8°C warmer world would help identify appropriate functional forms. In the absence of such studies, there are few reasons to consider the default damage functions but exclude from consideration the suite
of alternative functional forms for DICE-like models that have been proposed in the literature (e.g., Ackerman et al., 2010; Azar and Lindgren, 2003; Lempert et al., 2000; Sterner and Persson, 2008; Weitzman, 2010). Kopp et al. (2012) examine the impact of this uncertainty in extrapolating damages to high temperatures on the SCC and find that, with moderate levels of risk aversion, it can increase SCC estimates considerably – in some cases, by a factor of three or more.

4.2 High-consequence “catastrophic” impacts

As noted by the U.S. government report and due in part to the near absence of underlying economic literature, the damage functions of IAMs poorly handle high-consequence “catastrophic” climate change impacts. Lenton et al. (2008) identify a suite of possible Earth system “tipping elements” – elements of the Earth system that could undergo radical changes as climatic thresholds are crossed. Among potential tipping element behaviors are: Arctic sea ice loss, Greenland ice sheet melt and West Antarctic ice sheet collapse, slowdown or shutdown of the Atlantic Meridional Overturning Circulation, changes in the amplitude or frequency of El Niño-Southern Oscillation (ENSO), and dieback of the Amazon Rainforest.

Kriegler et al. (2009) conducted an expert elicitation study of the probability of crossing certain tipping points under different climate change scenarios. They find a lower-bound probability of 16% of crossing at least one tipping point in a medium warming scenario (2–4°C above 2000 levels) and a lower bound probability of 56% of crossing at least one tipping point in a high warming scenario (>4°C above 2000 levels).

Estimates of the probability of crossing Earth system tipping points can be informed by the study of the geological record of past warm periods. For example, Earth history can provide information about the susceptibility of ice sheets to melt (e.g., Kopp et al., 2009), potential changes to ENSO (e.g., Fedorov et al., 2006), and carbon cycle feedbacks that might amplify future warming (e.g., Zachos et al., 2008).

The three reduced-form IAMs used in the U.S. government analysis handle possible catastrophic impacts in different ways. The DICE 2007 damage function includes expected damages associated with a potential catastrophe causing a permanent loss of 30% of global output, with the probability of that catastrophe set
**Figure 4:** Probability of catastrophic damages in DICE 2007 (blue) and PAGE 2002 (green), compared to lower bounds on the probability of crossing at least one Earth system tipping point according to the expert elicitation study of Kriegler et al. (2009) (red). The DICE curve is inferred based on the relative proportions of catastrophic and non-catastrophic damages at 2.5°C and a definition of “catastrophe” as causing a loss of 30% output (Nordhaus and Boyer, 2000; Nordhaus, 2007). In PAGE 2002, catastrophic damages cause loss of 5-20% of output. The two curves from Kriegler et al. are based on two different ways of pooling expert responses. Note that a biogeophysical tipping point is not identical to an economic catastrophe, although the examples given by Nordhaus and Boyer (2000) are all associated with tipping points.

Based on adjustments to an expert elicitation study conducted in the early 1990s (Nordhaus, 1994; Nordhaus and Boyer, 2000). PAGE 2002 assumes that a climatic “discontinuity” causing between 5% and 20% loss of output becomes increasingly likely as temperatures increase. FUND does not include potential catastrophic impacts (Figure 4).

It is important to note that crossing an Earth system tipping point is not necessarily identical to the onset of a catastrophic climate change event. For example, some major changes in the Earth system may take place over periods long enough for society to adapt with fairly limited costs. With a partial and limited exception in the case of sea level rise associated with ice sheet collapse, the literature on the economic implications of Earth system tipping points is extremely sparse (but see Lenton et al., 2009).
4.3 Inter-sectoral and inter-regional interactions

As the U.S. government report highlighted, another area of weakness in the IAM damage functions involves interactions between sectors and between regions. CGE models can play a key role in capturing intersectoral and interregional market interactions (e.g., Wing, 2010). Warren (2011) notes the potential of process-based IAMs like GCAM (Clarke, 2010; Calvin et al., in rev.) in addressing non-market interactions. She identifies some non-market intersectoral interactions that have been quantified but not typically included in integrated assessments, including the effects of:

- Changes in biome type on soil moisture content, evapo-transpiration rate, and thus overall hydrology;
- Farmland loss owing to sea-level rise and salinization on the agriculture sector;
- Loss of pollinators, loss of wild crop types, and pest and diseases on agriculture;
- Changes in coastal ecosystems on coastal regions and biodiversity;
- Land conversions owing to shifts in agricultural production on terrestrial ecosystems;
- Keystone species extinction on terrestrial ecosystems;
- Lost ecosystem services on human health.

She also identifies a number of poorly quantified impacts, including the effects of:

- Changes in nutrient run-off on coastal regions;
- Agricultural intensification on biodiversity;
- Loss of calcifying species due to ocean acidification on marine ecosystems;
- Construction on dams on human health;
Saltwater intrusion on human health;

Subsidence and dam construction on settlements and infrastructure.

Regarding non-market interregional interactions, in particular human migration, Warren suggests that a process-based approach may be infeasible and instead recommends a scenario-based methodology. She notes projections that, in a 4°C warmer world, about 800 million people are expected to experience increased water stress and that 30% of global land area (up from 1% today) is expected to experience drought at any one time, and suggests that a significant increase in migration is a likely consequence.

4.4 Complementary approaches

Cooke (in rev.) suggests using “outer measures” of climate change damages as a complement to the “inner measures” currently employed. By analogy to mathematical measure theory, an “outer measure” assesses a superset of the true set of damages, while an “inner measure” assesses a subset of damages. (An inner measure of climate damages can be compared to the proverbial man looking for his keys only in the illuminated area under a streetlight, while an outer measure might encompass the entire area he has traversed since he last saw his keys.) As the outer measure becomes more tightly defined and the inner measure more comprehensive, they should converge.

The damage estimates currently employed are all inner measures, built up from estimates of individual sectoral impacts and, as noted previously, often missing potential key effects. Cooke suggests that the quantitative literature on the relationship between climate and development could help guide the construction of outer (or at least alternative and independent) measures. For example, analyzing cross-section municipal data from twelve countries in the Americas and two to five decades of national-level panel data from 136 countries, Dell et al. (2009) estimate that, net of adaptation, warming acts to decelerate growth by about 0.5% per year per degree C. If output grows at 3% per year under the reference scenario, then by Cooke’s reasoning, one outer measure of expected global output loss after 50 years of 3°C warming would be about 50% of output (i.e., output after 50 years would have grown by 110% instead of 340%).
5 Risk aversion

The U.S. government SCC estimates are based on Monte Carlo samples from the probability distribution for climate sensitivity, as well as for a suite of other random variables employed in the standard version of PAGE and the stochastic version of FUND. These Monte Carlo samples yield probability distributions for the social cost of carbon at each of the three discount rates employed in the U.S. government analysis. One key question is how to summarize these distributions in a single value. For three of its four SCC estimates, the U.S. government report took the mean of the distribution – the value that would be used by a risk-neutral utility maximizer – while the fourth value was sampled from the 95th percentile of the distribution with a 3% discount rate.

Yet climate policy is generally viewed not simply as a way of maximizing risk-neutral expected utility but as a way of managing risk. The United Nations Framework Convention of Climate Change (UNFCCC), for example, seeks to “prevent dangerous anthropogenic interference with the climate system” (United Nations, 1992). This framing suggests not risk neutrality, but risk aversion, and indicates the importance of summary values that give extra weight to low-probability but high-consequence states of the world (e.g., Keller et al., 2005; Oppenheimer and Petsonk, 2005).

Kousky et al. (2011) review approaches for incorporating risk aversion into the social cost of carbon, which fall into two basic categories: those that operate through discounting and those that do not. We highlight some key points here.

5.1 Risk aversion in Ramsey discounting

The conventional Ramsey (1928) discounting framework, as employed in the standard versions of DICE, FUND, and PAGE, assumes an isoelastic utility function, with the time-discounted marginal utility \( u \) of consumption \( c \) at time \( t \) given by:

\[
 u(c, t) = \frac{c^{-\eta}}{(1 + \rho)^t} \tag{2}
\]

where \( \eta \) is the elasticity. Assuming a consumption growth rate of \( g \), such that \( c(t) = c_0(1 + g)^t \), and a pure rate of time preference of \( \rho \), the deterministic discount rate \( r \) can be calculated by equating the utility of one unit of consumption at time...
step \( t \) with the utility of \((1 + r)\) units of consumption at time step \((t + 1)\). It is given by

\[
\begin{align*}
    c_0^{-\eta} &= (1 + r)[c_0(1 + g)]^{-\eta}/(1 + \rho) \\
    (1 + r) &= (1 + \rho)(1 + g)^\eta,
\end{align*}
\]

which can be approximated by the well-known expression

\[
r \approx \rho + g\eta.
\]

By definition, \( \eta \) is the coefficient of relative risk aversion and a measure of both inter-temporal and intra-temporal inequality aversion. Social welfare is calculated in this framework by summing time-discounted utility across individuals and time periods and averaging across states of the world. If \( \eta > 0 \), low-consumption states of the world, time periods, and individuals contribute more per unit consumption to social welfare than do their high-consumption counterparts (equation 2). As a consequence, represented in the correlation between \( r \) and the consumption growth rate (equation 4), states of the world that experience slow or negative growth are discounted less heavily than high-growth states.

The inclusion of moderate levels of risk aversion can therefore have a large impact on SCC values. For example, Anthoff et al. (2009) find in FUND that incorporating risk aversion increases SCC estimates by about $20/tonne CO_2 (using \( \rho = 1.1\% \) and \( \eta = 1.5 \), parameters that would yield a deterministic discount rate of about 5\% per annum).

The U.S. government analysis did not employ Ramsey discounting. Instead, it employed flat discount rates of 2.5\%, 3.0\% and 5.0\% per annum. Effectively, it set \( \eta \) to zero, removing the only form of risk aversion incorporated into the standard versions of the reduced-form IAMs. By comparison, \( \eta \) is frequently set to 1.0, as in the Stern Review (Stern, 2007). DICE 2010 defaults to 1.5, while earlier versions default to 2.0.

Dietz (2011) discusses a general problem with isoelastic utility functions: namely, that marginal utility approaches infinity as consumption approaches zero. As a consequence, as observed by Weitzman (2009), cost-benefit analysis with these utility functions fails in situations with extremely high-impact, low-probability ‘fat tails.’ One approach to dealing with this problem, followed by Weitzman
and by Dietz, is to bound consumption by assuming that per capita consumption cannot fall below something analogous to the value of a statistical life. Employing fat-tailed distributions for damage function exponents (a log-normal distribution with a mean of 1.9 and 90% range of 1.1 to 3.1) and climate sensitivity in a DICE-like framework, Dietz finds that, with damages bounded at 99% of consumption, $\rho = 1.5\%$ and $\eta = 3$, the mean SCC is $346/\text{tonne CO}_2$, with a 90% confidence range of $5$ to $1359/\text{tonne}$. (Note that, at a growth rate of 2-3%, these parameters would imply a total discount rate of about 7%-11% – yielding a very small SCC in a deterministic framework.)

5.2 Risk aversion in discounting beyond the Ramsey framework

As noted previously, another key limitation of the Ramsey discounting approach is that it does not distinguish between risk aversion, aversion to inter-temporal inequality, and aversion to intra-temporal inequality. Assuming future generations are wealthier, high risk aversion (which will increase the desire to abate GHG emissions) will thus also be correlated with a high inter-temporal discount rate (which will reduce the desire to abate emissions). However, results from the Climate Ethics Survey (Atkinson et al., 2009) indicate that attitudes toward risk aversion, inter-generational, and intra-generational equity are only weakly correlated. This survey of over 3000 people found a median value of $\eta$ in the context of risk aversion in the range of 3-5, a median value of $\eta$ in the context of intra-temporal equality in the range of 2-3 (but with the modal peak at >7.5 and a secondary peak at <1.0). A median value of $\eta$ in the context of inter-temporal equality of about 8.8 suggests a strong aversion to downward sloping consumption paths.

Traeger (2009) reviews some relevant approaches for discounting under uncertainty and for separating out the distinct roles of $\eta$. As one example, Crost and Traeger (2011) present a recursive dynamic programming model based upon stochastic growth in a simplified version of DICE. They find that, while incorporating damages uncertainty can have a large effect on SCC estimates calculated off an optimal emissions trajectory, changing the value of $\eta$ in a risk aversion context alone leads to only small changes. Kaufman (2011) applies a similar recursive preferences approach to estimate the global risk premium associated with avoiding potential catastrophes at different levels of $\eta$. 
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Kaplow et al. (2010) note that the positive parameters used to describe the preferences of individuals, which are descriptive and can be inferred from observed market behavior or from surveys, are not necessarily identical to the normative social preferences appropriate for evaluating policies that impact individuals, including some (such as those belonging to future generations) who are not market actors. The former appear in individuals’ utility functions, while the latter appear in the social welfare function. They suggest separating out these two functions of $\eta$ and $\rho$ in IAMs.

### 5.3 Non-discounting approaches to account for risk aversion

While risk aversion can be incorporated through discounting, an alternative approach employs decision criteria other than expected utility maximization. McInerney et al. (2012) contrast expected utility maximization with two alternative criteria:

1. ‘limited degree of confidence’ (LDC), which maximizes a weighted average of expected utility and a measure of extreme possible outcomes, and
2. ‘safety first,’ which maximizes expected utility subject to a constraint on the probability of high-end impacts.

Both these alternative criteria can inform climate policy. The marginals of the associated objective functions can also generate values suitable for consideration as social cost of carbon estimates. For example, as used by McInerney et al. (2012), the measure of the worst outcome for the LDC criterion is conditional value at risk, which is the expected value of the worst $q$-th quantile of the outcome distribution; i.e., the LDC criterion maximizes

$$
\beta \mathbb{E}[W] + (1 - \beta) \mathbb{E}[W_q]
$$

(5)

where $(1 - \beta)$ is the weight on high-end outcomes, $\mathbb{E}[W]$ is the expectation of social welfare, and $\mathbb{E}[W_q]$ is the expectation of the worst $q$-th quantile of welfare. In the paradigm of robust decision-making (Lempert and Collins, 2007), $\beta$ should reflect the degree of confidence in the probability distribution for $W$ and thus in expected social welfare. Higher values of $\beta$ reduce optimality in return for greater
resilience to violated assumptions. This objective function can be applied in a straightforward fashion to yield a marginal value akin to the SCC:

$$\beta \mathbb{E}[\text{SCC}] + (1 - \beta) \mathbb{E}[\text{SCC}_q]$$

A similar marginal can be derived from the Lagrangian associated with the ‘safety first’ criterion.

6 Relationship to broader climate policy

6.1 Consistency in assumptions

A single, expected utility-maximizing decision-maker choosing an economy-wide climate policy would select a target emissions path that minimizes the combined costs of climate change impacts and mitigation over time. In the absence of constraints that prevent such a solution, the marginal abatement costs along the cost-minimizing path will be equal to marginal benefits (the SCC value associated with the target path, i.e., the shadow price of carbon).

The inputs needed by such a decision-maker would resemble those needed for estimation of the SCC. On the normative side, they include a pure rate of time preference, a measure of risk aversion, and a measure of inequality aversion. On the positive side, they include a probability distribution for the stream of economic damages conditional on emissions and, distinct from SCC calculations, a probability distribution for abatement costs conditional on emissions.

Under the Copenhagen Accord, the U.S. set CO$_2$-equivalent GHG emission targets of 17% below 2005 by 2020 and 83% below 2005 levels by 2050 (U.S. Department of State, 2010), while in the Cancun Agreements, the world’s governments called for “urgent action” to limit warming to 2°C above pre-industrial temperatures (United Nations Framework Convention on Climate Change, 2010). Both of these goals implicitly reflect risk-adjusted cost-benefit analyses, and taken together they also imply some distributional preferences. If known or inferred, the assumptions underlying these analyses could be used to calculate SCC values, either off the target path or off a reference path. Conversely, given the assumptions underlying current SCC calculations and assumptions about abatement costs, it is possible to calculate associated optimal emissions trajectories.
If consistent assumptions underlie both the SCC calculations and broader climate policy, employing the SCC assumptions to calculate the optimal emissions path should return broader climate targets. However, current U.S. government SCC estimates are risk-neutral, whereas broader climate policy is based on risk aversion (e.g., the UNFCCC goal of avoiding “dangerous anthropogenic interference” with the climate system; United Nations, 1992). Moreover, the implicit damage functions underlying broader climate policy may include potential impacts or associated uncertainties that are excluded from the default damage functions in the models underlying current SCC calculations. Employing risk neutrality and the default IAM damage functions in an optimization will therefore yield emissions reductions that fall short of stated targets for broader climate policy.

6.2 Is the baseline SCC the most suitable cost estimate to be using?

Even if the assumptions underlying SCC estimates are chosen to be consistent with broader climate policy, another key question remains: does the SCC calculated off of a baseline emission path provide an appropriate metric with which to evaluate carbon-reducing regulations? The U.S. government’s SCC estimates are meant to enable the incorporation of the marginal climatic benefits of CO$_2$ mitigation into cost-benefit analyses. Even assuming perfect characterization of climate change damages, however, the baseline SCC may not provide a comprehensive measure of these marginal benefits.

Suppose most climate change damages will be associated with a major Earth system tipping point, and further suppose that baseline emissions push the Earth system well over this tipping point. The baseline SCC will take into account the effects of gradual climate changes that occur in the post-tipping point world. It will not, however, take into account the damages associated with the tipping point, since the planet crosses the tipping point with or without the emission of a marginal tonne. Yet society is willing to pay to avoid those damages, and an additional tonne of abatement makes it marginally easier to achieve that goal – a benefit not quantified by the baseline SCC.

Ignoring temporal dynamics, Figure 5a shows an example of such a situation, with about 1800 Gt CO$_2$ cumulative abatement being necessary to avoid crossing a major tipping point. Note that the illustrative marginal abatement and benefits
Figure 5: (a) Illustrative marginal abatement costs (red) and benefits (blue) curves and (b) total welfare change for a world in which the majority of climate change damages are associated with a major Earth system tipping point. The dashed lines show corresponding marginal benefits and total welfare change for a world without the tipping point. The marginal abatement cost and benefit curves intersect at three points; point A is a local welfare maximum, point B is a local welfare minimum, and point C is the global welfare maximum. In the absence of the tipping point, point A would be the global maximum and the only intersection point. Baseline emissions carry the world well over the tipping point, but the damages associated with the tipping point have a negligible effect on the SCC at baseline emissions and at local welfare maximum A.

(SCC) curves intersect at three points, corresponding to maxima (points A and C) and minima (point B) of total welfare change (Figure 5b). The baseline SCC ($30/tonne) is nearly indistinguishable from what it would be if the tipping point did not exist, as is the SCC at local welfare maximum A ($25/tonne). But at the global welfare maximum, C, which increases total welfare by $14 trillion over baseline and $5 trillion over local maximum A, the SCC and the marginal abatement cost are $84/tonne. The $5 trillion that society is willing to pay to end up at point C instead of point A makes no impact on the baseline SCC, and applying the baseline SCC in cost-benefit analyses would exclude abatement options society is willing to pursue to reach the global optimum. These considerations suggest that the SCC calculated at the global optimum could provide a more robust measure of the marginal climate benefits of abatement than the baseline SCC.

The SCC is informed by an underlying Pigouvian logic, and the above example highlights the limits of the Pigouvian framework discussed by Baumol (1972). Imposing a Pigouvian tax equal to the marginal external cost of an economic
activity, calculated for a level of the activity corresponding to a maximum of social welfare, will maintain the activity level at the optimum. If the optimal level of an activity is not known a priori, imposing a tax equal to the marginal external cost at the current level of the activity and then updating as the level adjusts will lead to convergence to an optimal value. But (as illustrated in the example above) strong environmental externalities often give rise to non-convex social welfare functions with multiple local maxima, and there is no guarantee that this trial-and-error process will converge to the global maximum. In the climate context, Kopp et al. (2012) demonstrate that this non-convexity arises in the near-term with steep damage functions and later in the century with a range of damage functions.

Baumol (1972) therefore suggests instead circumventing the challenges of optimization by identifying an acceptable level of an externality and imposing a tax sufficient to achieve this level. In the climate change context, his suggestion amounts to setting a temperature, concentration or impact target and then employing a carbon price that achieves this target in a cost-effective manner. Consistent with Baumol’s proposal, the government of the United Kingdom shifted in 2009 from evaluating regulations using the social cost of carbon to evaluating regulations using “target-consistent” abatement costs (U.K. Department of Energy and Climate Change, 2009).

7 Next steps

The U.S. government’s social cost of carbon estimates have provided its first consistent framework for incorporating the costs of climate change and the benefits of GHG abatement into the cost-benefit analysis of federal regulations. They supplanted a family of approaches that varied greatly among rules and agencies and most often neglected the costs of climate change altogether. Nonetheless, as the U.S. government report acknowledges, the current estimates are simply a first attempt. Some improvements can be made in light of additional research that has been published since the U.S. government analysis began; other gaps point to the need for further research. The baseline socio-economic scenarios employed could borrow from and build upon the SSPs under development for the IPCC’s Fifth Assessment Report, with a consistent framework applied for translating U.N.
population projections to 2300 into long-term economic projections. Baseline scenarios that take likely “panic” policy responses into account could also be considered.

The simple climate models in the reduced-form IAMs employed could be upgraded to emulate the best-available results from more sophisticated climate models.

In the short term, the uncertainty associated with calculating climate damages would be better captured by considering a range of damage functions beyond those included by default in DICE, FUND and PAGE, possibly including bounding “outer measures” as well as the more traditional “inner measures.” In the longer term, damage models need to be expanded to include missing sectors and to capture inter-sectoral and inter-regional interactions where possible. CGEs and process-based IAMs may play a key role in this expansion.

Integrated assessment modelers face considerable challenges when attempting to incorporate high-impact “catastrophic” damages or extrapolating damages to high levels of warming. Progress in these areas requires more detailed economic impact studies focused on the consequences of catastrophic climate change. Both detailed and integrative studies of climate change impacts under high-end warming scenarios could provide additional calibration points for IAMs, the damages in which are largely calibrated only for low levels of warming. And without including risk aversion in some fashion, the SCC estimates will necessarily be inconsistent with broader climate policy, which are based on implicit or explicit judgments of risk.

Paradoxically, incorporating some of these changes, including non-convex damage functions, into future estimates could yield SCC values even less consistent with broader climate policy unless other methodological refinements are considered at the same time. In particular, SCC values calculated off of the baseline path when realistic tipping point impacts are included in the damage function will not account for the benefits associated with avoiding those tipping points. Consistency among climate policy efforts will therefore require further attention to the methodology – such as comparing SCC values calculated off the baseline path to the SCC off the optimal path – in order to effectively capture these benefits.
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