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Abstract

In this paper, we focus on the analysis of individual decision making for the formation of social networks, using experimentally generated data. We first analyse the determinants of the individual demand for links under the assumption of agents’ static expectations. The results of this exercise subsequently allow us to identify patterns of behaviour that can be subsumed in three strategies of link formation: 1) reciprocator strategy – players propose links to those from whom they have received link proposals in the previous round; 2) myopic best response strategy – players aim to profit from maximisation; 3) opportunistic strategy – players reciprocate link proposals to those who have the largest number of connections. We find that these strategies explain approximately 76\% of the observed choices. We finally estimate a mixture model to highlight the proportion of the population who adopt each of these strategies.

\textit{JEL classification:} C33; C35; C90; D85

\textit{Keywords:} Network formation; Experiments; Multivariate probit models; Mixture models
1 Introduction

Individual strategies for network formation can be extremely complex. The main reason for this is that a network differs from a series of bilateral relationships because of the value that accrues to agents through indirect connections: any two economic agents who have to decide whether to establish a social tie take into account not only their own characteristics and the characteristics of the prospective partner but also their (and the prospective partner’s) position in the social network.

The theoretical literature on endogenous network formation has been influenced by two seminal contributions by Jackson and Wolinsky (1996) and Bala and Goyal (2000). Both papers take a game-theoretic approach to the formation of social ties where the main idea is that players earn benefits from being connected both directly and indirectly to other players and bear costs for maintaining direct links. Predicted outcomes are typically not unique. Even for those cases where the stable network architecture is unique (e.g. the star network in information communication models à la Bala and Goyal or Jackson and Wolinsky), the coordination problem of which agent occupies which position in the network still remains.

In presence of multiplicity of equilibria and coordination problems, it is hardly surprising that most experimental contributions on this topic have highlighted the difficulty in obtaining convergence to a stable network architecture as predicted by the theory.\(^1\)

Even in absence of coordination, the observed network structures are ultimately the outcome of individual linking decisions. Aim of this paper is to shed some light on the decision process behind any network formation game.

We ran a computerised experiment of network formation, where all connections were beneficial and only direct links were costly. The network formation protocol that we adopted required that links should not be unilateral, but have to be mutually agreed in order to materialise. In particular, players simultaneously submitted link proposals, but a connection was made only when both players involved agree. We ran 9 sessions, with each session involving 6 participants and a minimum of 15 rounds of network formation.

Using the data so generated, we first tried to understand each player’s strategy for network formation through an analysis of the determinants of link proposals. For this purpose, we estimated a system of equations that modelled each player’s decision on the opportunity to propose a link to any of her prospective partners in each round of the game. Relying on the results of such an analysis, we were able to categorise players’ systematic behaviour into

\(^1\)To be more specific, while convergence may be more easily achieved in experimental settings where the stable network architecture is the wheel (for positive results see Callander and Plott (2005) and Falk and Kosfeld (2003); for a negative result see Bernasconi and Galizzi (2005)), this convergence is always problematic in frameworks where the prediction for the stable network is the centre-sponsored star (Falk and Kosfeld (2003), Berninghaus et al (2007), Goeree et al. (2009)). Falk and Kosfeld (2003) and Berninghaus et al (2007) highlight the role of complexity and the lack of coordination in preventing convergence. Deck and Johnson (2004) avoid coordination failures by introducing heterogeneity among agents and by constructing a framework where the stable network is indeed unique.
strategies. We identified three basic patterns of behaviour that we label as reciprocator type, myopic best response type and opportunistic type. We then verified from our data whether the identified strategies were well represented. Finally, in order to discriminate among these three types of systematic behaviour, we estimated a mixture model to verify if these strategies were well identified and separated in our sample.

The paper proceeds as follows. Section 2 describes the experimental design: the model and the experimental procedure. Section 3 presents and discusses the results of the model of link proposals described in Appendix A. Section 4 shows the characteristics of the three behavioural types that emerged from the analysis in Section 3. Section 5 analyses the data on the light of these three behavioural types. Section 6 develops the mixture model, and Section 7 concludes. The econometric model of link proposals is explained in Appendix A. The instructions (in their English translation) can be found in Appendix B. The software used for the experiment is available from the authors upon request.\(^2\)

2 The Experimental Design

2.1 The Model

We model network formation as a non-cooperative simultaneous move game. As in Goyal and Joshi (2006), we assume that players’ strategies are vectors of intended links and that links are only formed when they are mutually agreed, i.e. desired by both parties involved. There are positive network externalities in that both direct and indirect connections are beneficial; however direct links are costly.

Consider a set \( N \) of \( n \geq 3 \) players, indexed by \( i = 1, 2, ..., n \). Each player \( i \) submits a vector of intended links:

\[
s_i = (s_{i1}, s_{i2}, ..., s_{in})
\]

An intended link is \( s_{ij} = -1, 1 \) where \( s_{ij} = 1 \) means that player \( i \) intends to link to player \( j \) while \( s_{ij} = -1 \) means that player \( i \) does not intend to link to player \( j \). A link between \( i \) and \( j \) is formed if and only if \( s_{ij} = s_{ji} = 1 \). We denote the formed link by \( g_{ij} = g_{ji} = 1 \), while we represent the fact that there is no mutually agreed link between \( i \) and \( j \) by setting \( g_{ij} = g_{ji} = 0 \). A strategy profile for all players

\[
s = (s_1, s_2, ..., s_n)
\]

induces an (undirected) network of links \( g = \{g_{ij}\}_{i,j \in N} \), where players are nodes and links are the edges between them. We say that \( i \) and \( j \) are connected in the graph \( g \) if there exists a path of adjoining nodes \( k_1, k_2, ..., k_m \) such that \( g_{ik_1} = g_{k_1k_2} = ... = g_{k_{m-1}k_m} = g_{kmj} = 1 \).

\(^2\)The software utilised for the experiment has been developed by InformaRoma. We are especially grateful to Andrea Lombardo.
Denote by \( n_i^d \) the number of direct neighbours of player \( i \), and by \( n_i \) the number of his direct and indirect connections. More in detail, denote by \( n_i^d \) the number of elements of the set \( N_i^d = \{ j \mid g_{ij} = 1 \} \) and by \( n_i \) the number of elements of the set \( N_i = \{ j \mid \text{there is a path in } g \text{ from } i \text{ to } j \} \). Notice that if \( i \) and \( j \) are directly linked, then there is a path between them (of length 1); hence necessarily \( n_i \geq n_i^d \). Player \( i \)'s payoff, given his position in the network \( g \), is assumed to be equal to:

\[
\pi_i(g) = b \cdot n_i - c \cdot n_i^d,
\]

where \( b \) and \( c \) are non-negative constants that represent, respectively, the unitary benefit from (direct and indirect) connections and the unitary cost of direct links.

Players aim at maximising their payoffs and may rationally form new links or sever existing ones for this purpose. Goyal and Joshi (2006) characterise equilibrium networks by introducing the notion of pairwise equilibrium networks. A pairwise equilibrium network is such that there exists a Nash equilibrium strategy profile that induces the network (so that no agent has any incentive to deviate from his current vector of intended links) and such that no pair of agents have any incentive to form a new link. More in detail, for any two agents who are not linked in a pairwise equilibrium network, if one of them gains by establishing a new link, it must be the case that the other agent is made strictly worse off by the new link. Formally:

**Definition:** A network \( g \) is a pairwise equilibrium network if the following conditions hold:

1. there is a Nash equilibrium strategy profile \((s^*_i, s^*_{-i})\) that induces \( g \);
2. for \( g_{ij} = 0 \), if \( \pi_i(g + g_{ij}) - \pi_i(g) > 0 \) then \( \pi_j(g + g_{ji}) - \pi_j(g) < 0 \)

Goyal and Joshi show that all Nash networks are minimal. A minimal graph is such that there is at most one path connecting any two agents: there are no redundant links. The intuition why this has to hold is that if there are redundant links, then there are agents who can be reached both directly and indirectly. Agents could obtain higher payoffs by deleting their (costly) direct links to all those nodes that they are able to reach indirectly through others.

As long as \( b > c > 0 \), all pairwise equilibrium networks are both minimal and connected (or minimally connected), i.e. there is one and only one path connecting any two agents.\(^3\) The intuition behind this is that if there is any isolated node, given that the benefit from an extra connection is higher than the cost of a direct link \( (b > c) \), then there are incentives for a new link to be formed between the isolated player and at least another node in the graph.

The complete network, where every node is directly connected to every other, is an example of connected graphs. The complete network is clearly not minimal as there are many redundant links. Examples of minimally connected graphs are the star and the chain.

\(^3\)When \( b < c \), the only pairwise equilibrium network (and the only Nash network) is the empty graph.
2.2 The Experimental Procedure

The experimental sessions were conducted in spring 2006 at CESARE, LUISS University in Rome with a total of 54 participants. Subjects were first-year Economics students. Each subject participated in only one session and none had previously taken part in a similar experiment. We ran 9 computerised experimental sessions with 6 participants each. Each experimental session lasted between 30 and 45 minutes. Subjects’ total earnings were determined by the sum of the profits in each round and were paid using a conversion rate of 100 points per euro. They earned approximately 27 euros on average, on top of a 5 euros participation fee.

We implemented a single treatment, for which detailed parameters are given in the table below:

<table>
<thead>
<tr>
<th></th>
<th>Participants</th>
<th>Initial Endowment</th>
<th>Cost</th>
<th>Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessions 1 - 9</td>
<td>6</td>
<td>500</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

All relevant parameters were equal across participants and displayed on the screen at all time throughout the experiment.

At the beginning of each session subjects were told the rules of conduct and provided with detailed written instructions, which were read aloud by the experimenters.

Sessions consisted of a minimum of 15 rounds, with a random stopping rule determining the end of the experiment. In each round, subjects were asked to submit (anonymously and independently) a vector of intended links. The initial screen for each participant is shown in

---

4For an aggregate analysis of the experimental results obtained in this and two alternative treatments, where the role of the unitary cost of link formation was explored, see Di Cagno and Sciubba (2008).

5At the end of round 15 (and of each additional round after that), a lottery administered by the computer decided if an additional round had to be played. The probability of new rounds was fixed at 50%. The lottery was visualised on participants' screens by two flashing buttons, one red (with a NO sign) and one green (with a YES sign).
Participants were represented on the screen by different symbols which we considered neutral in that they did not provide subjects with any particular clue when deciding to establish a link with another player in the group. Subjects did not know their symbol (or the other participants’ symbols) in advance and could identify themselves on the screen because their symbol was circled in red. In order to guarantee not only individual but also group anonymity, participants were invited to the lab in groups of eighteen, with three sessions being carried out at the same time. Participants were not told in which of the three groups of six they were playing, nor could they identify the group from their seating.

The screen also displayed the relevant parameters for the session at play. After all subjects had confirmed their choice of network partners, the computer checked which links were mutually desired and activated them. At the end of each round, profits were computed and displayed on the screen. Great care was taken in making sure that all available information was provided to the experimental subjects in a user-friendly way. For this reason the graphical interface was designed such that actual links were visualised on the screen as a graph rather than a list of activated ties or as a matrix of −1/1 connections.

As an example, Figure 1b shows the players’ screen at the end of round number 4. It displays the graph of all active links, total revenues, costs and profits in the round. It also provides information on past unmatched proposals: at the end of a round each subject was informed of those players who proposed a link to them but to whom they did not reciprocate. At any time during the experiment, subjects had access to a great deal of information on past history: by clicking on the bar corresponding to each round, they were able to visualise the graph of active links and the profits obtained in that round.

In this setting we wanted to avoid any salient coordination device that induces coordination in a particular network. In the pilot study for this experiment (see Di Cagno and Scibubba (2008)), we labeled participants with A,B,C,D,E,F and we found that the alphabetical ordering explained most of the linking decisions. See also Bernasconi and Galizzi (2005) and Falk and Kosfeld (2003).
3 The Model of Link Proposals

The emerging network structure at the end of each round represents players’ linking decisions. In this section, we analyse and discuss the determinants of link proposals. In doing so, we make the assumption of players having static expectations; that is, we assume that each player myopically expects her co-players to make exactly the same choices in round \( t \) as in round \( t - 1 \). In some sense, a myopic perspective is induced by the design of the experiment itself: the networks that result from choices in previous rounds are portrayed on the computer screen together with all the relevant information and made accessible throughout the game.

Using the system of equations described in Appendix A, we estimate the probability of each subject \( i \) proposing a link to any of his prospective partners \( j \), with \( j = 1, \ldots, 5 \), as a function of the position of \( i \) and \( j \) in the network reached in the previous round, which is represented graphically on the subject screen. More in detail, we estimate the probability of subjects proposing a link as a function of a number of variables that can be classified into four categories: the characteristics of the relationship proposer-recipient, which, in particular, include the lagged dependent variable; the characteristics of the prospective-partner; the characteristics of the proposer herself; the characteristics of the network of links observed in the previous round. We also control for experience.

This exercise is meant as a preliminary analysis aiming to verify whether there are systematic behaviours in players’ link proposals that might be ascribed to the application of certain strategies and, consequently, to identify and to study such strategies.
3.1 Estimates Results

The estimates results of the 5-equation multivariate dynamic probit model derived in Appendix A are reported in Table 1.\footnote{We have estimated several specifications of the model of link proposals, using many combinations of parameters and interaction terms as well as different proxies to represent subjects’ and networks’ characteristics. In Table 1, we report the selection of results that, in our opinion, gives the clearest picture of the main findings. All other results are available from the authors on request.}

First of all, we can observe that the coefficient on the lagged dependent variable, \( s_{t-1} \), is positive and strongly significant. This suggests that subjects tend to build on what they did in the previous round and therefore vindicates our reasons for studying individual behaviour in a network formation game from a myopic viewpoint. Concerning the relationship between \( i \) and her co-player, \( j \), it seems more likely that a link is proposed if the recipient demanded a link to the proposer in the previous round, thus showing a strong propensity to reciprocate. There is also some evidence on the tendency to cut redundant links since the probability of proposing a link seems to diminish if \( i \) and \( j \) were previously linked both directly and indirectly and also if they were linked only indirectly, even if not in terms of all the specifications of the model. The fact of \( i \) and \( j \) being linked directly plays no role here. These results make us conclude that, while the propensity to reciprocate demanded links is predominant among players, cutting redundant links might be limited instead to only part of the players and that the remainder might not be particularly concerned about efficiency.

The results regarding the probability of \( i \) proposing a link to \( j \) as a function of \( j \)’s characteristics are in support of a hypothesis that sees some of the players acting in a rather opportunistic way. In effect, they appear to look for links that might guarantee them to be connected with the largest number of nodes.\footnote{Here again, the evidence is not extremely robust, making us suspect that only part of the population may adopt that kind of behaviour.} This follows from our observation that players tend to propose links to those who have the largest number of connections and that demanding a link is more likely, the larger the number of the co-player’s redundant links – an indicator of high connectivity. If a player is instead isolated – that is, she has no connection of any sort – the other players do not seem to be willing to include her.

Among the variables that describe \( i \) in the previous round, we find strong evidence of the fact that the propensity to demand a link increases only if the breakdown rate in the previous round – measured as the difference between the number of links proposed and the number of links activated – increases.

We also estimate the propensity to propose a link as a function of the characteristics of the network of links that emerged in the previous round. Despite the large number of variables representing the network structure tested, none of them seem to play a significant role in subjects’ decision. An example is reported in the third column of Table 1. It shows that neither the coefficient on the number of redundant links nor that on the number of isolated nodes in the group are statistically significant. We therefore conclude that players...
Table 1: Estimates results of three specifications of the model of link proposals detailed in Appendix A.

The coefficients on the group fixed effects, \( \lambda_g \), are omitted.

\(*\), \(*\*) and \(*\) represent statistical significance at 1%, 5% and 10% level, respectively.
are incapable to take into account the global structure of the network established in the previous round when expressing their willingness to demand a link and choosing the receiver of that proposal.

Table 1 also shows that the correlation coefficient $\rho$ is precisely estimated to be about $-0.20$. It is also significantly different from zero and negative, as expected. This indirectly supports our reasons or dealing with individual link proposals as being jointly determined. The considerable magnitude of the standard deviation of the individual-specific propensity to demand links, $\sigma_\alpha$, puts into evidence the heterogeneity of the population. Finally, the coefficient $\delta$ is estimated to be positive and significantly different from zero, so indicating that the noise diminishes, the higher the level of experience that players accumulate by playing the network game for several rounds.

As stated earlier, this exercise was meant to search for the leading motives of individual linking decisions. In effect, our analysis has identified the three main drives of players’ choices: a widespread attitude to reciprocate demanded links, efficiency concerns and opportunistic designs.

Given these results, we expect to find at least three patterns of behaviour in our sample:

- players who act by simply reciprocating link proposals from the previous round;
- players who reciprocate to those who demanded a link in the previous round unless they can be reached otherwise through indirect connections (this behaviour corresponds, in fact, to profit maximisation);
- players who try to reach the largest number of nodes by reciprocating to those who exhibit a high connectivity.

In what follows, we will try to establish whether these patterns of behaviour are effectively adopted by players in our sample and, if so, whether there are players who systematically follow one of these patterns.

4 Strategies of Link Formation

In each round of link formation, individuals have 32 available strategies. For each player, a strategy is given by a 5-dimensional vector of 0s and 1s. For example, a possible strategy of player 1 is to propose a link to each of the other 5 players in the game:

$$(1, 1, 1, 1, 1)$$

Strategy $(0, 0, 0, 0, 0)$ corresponds to the choice of not proposing a link to any of the other players, while $(1, 1, 0, 0, 0)$ corresponds to the choice of proposing to the first two players (other than player 1) and not the other ones, and so forth.
Under the assumption of static expectations, each player expects the other 5 players to play the same strategy in round $t$ that they played in round $t-1$. Hence, given these expectations on what the others will play, each player responds by selecting one of the strategies in the strategy set. In order to understand whether the behavioural patterns defined in the previous section are in fact represented in our sample, we have to define the specific characteristics required of a strategy such that it pertains to a specific behavioural type. The strategies eligible to be assigned to a type are the following:

- A strategy is of *reciprocator* type if it allows to reciprocate to *all* the link proposals received in the previous round;

- A strategy is of *myopic best response* type if it maximises player’s profit, given what the others did in the previous round;

- A strategy is of *opportunistic* type if it allows to reciprocate to *all* the link proposals received from those who have achieved the largest number of connections.

The strategies that fit our behavioural types are typically not unique. For example, if the target of reciprocators and opportunists is, for the former, to positively respond to link proposals and, for the latter, to reciprocate to link proposals in order to (indirectly) maximise their own connections then proposing or not proposing additional links is indifferent to the achievement of their primary target. Similarly, for a myopic best responder there will be more than one strategy that maximises profits. In fact, in a myopic setting, if player 2 did not propose a link to player 1 in the previous round, player 1 will be indifferent between proposing or not proposing a link to player 2 in the current round. Given that link proposals need to be reciprocated for a link to be activated, proposing a link to someone who does not reciprocate to you yields exactly the same outcome as not proposing any link, rendering it indifferent to profit maximisation.

It is worth noting that there are less trivial ways in which players may be indifferent between multiple best responses: suppose that in the previous round all other players were connected to each other and to player 1 so that a complete network could be observed. Any of the following one-link strategies is a best response for player 1:

\[(1, 0, 0, 0, 0) \quad (0, 1, 0, 0, 0) \quad (0, 0, 1, 0, 0) \quad (0, 0, 0, 1, 0) \quad (0, 0, 0, 0, 1)\]

In other circumstances, a player’s best response could be strict (i.e. unique). Suppose that in the previous round the observed network is a star where player 1 is the hub: all other players propose links to player 1 and player 1 only. In the current round, the best response of player 1 is unique and it consists of proposing to all other players:

\[(1, 1, 1, 1, 1)\]
Finally, if player 1 was not offered any link in the previous round, then any of the 32 strategies is a best response. By the same token, in a similar situation all the 32 strategies account for as both reciprocators and opportunist’s choices.

5 Analysis of Experimental Data and Behavioural Types

In this section, we analyse the experimentally generated data in light of the behavioural types defined in the previous sections in order to verify whether the strategies, as defined in the previous section, are represented in our sample.

In our experimental sample, 331 out of 888 (37%) of the individual choices appear as if they were made by reciprocators. In order to assess whether this is a high percentage of choices or not, we decided to compare it to the proportion of times a player who selects a strategy at random ends up selecting a reciprocator strategy. This comparison is particularly useful in our framework where the set of strategies at a reciprocator’s disposal contains more than one strategy. Assume, for example, that in a typical round the experimental network that has been formed is such that for the next round half of the available strategies are of the reciprocator type. In that case, even someone choosing a strategy at random would have a very good chance of selecting a reciprocator strategy.

For sake of comparison, we assume that all participants select strategies at random, with each of the 32 strategies having a probability equal to $1/32$ of being selected. Under this assumption, we simulate 1000 samples with the same number of sessions, rounds and participants as in our experiment.

Figure 4 shows the histogram of the proportion of reciprocator choices from the simulated samples. Such proportions range from a minimum of 0.175 to a maximum of 0.265 with a mean and a median of 0.22 and a standard deviation of 0.01. In the graph, a vertical line representing the proportion of best responses in the real sample is superimposed. We observe that it is considerably above the whole distribution of the proportion of best responses under the hypothesis that all individuals are playing at random. This result suggests that experimental subjects reciprocate intentionally.

Having established that a significant share of choices in our experiment correspond to a ‘deliberate’ desire to reciprocate, we repeat the exercise with the other two types. Both best response and opportunistic strategies are well represented in our sample: 360 choices can be accounted for as being dictated by the best response strategy; 391 choices can be accounted for as being dictated by the opportunistic strategy. By comparing these frequencies with those obtained from the simulated samples, where individuals choose at random, we notice that best response and opportunistic behaviour strategies are less frequent than in our experimental sample (see Figg. 5 and 6). More in detail, the proportion of best response choices in the simulated samples ranges from a minimum of 0.26 to a maximum of
Figure 4: Histogram of the proportion of reciprocator choices from 1000 simulated samples, where each subject plays a random strategy. The vertical line represents the proportion of reciprocator strategies in the real sample.

Figure 5: Histogram of the proportion of myopic best responses from 1000 simulated samples, where each subject plays a random strategy. The vertical line represents the proportion of myopic best responses in the real sample.
0.35 with a mean and a median of 0.31 and a standard deviation of 0.01, compared to 40% in our experimental sample; the proportion of opportunistic choices varies instead between 0.275 and 0.32 with a mean and a median of 0.273 and a standard deviation of 0.012, compared to 44% in our experimental sample.

Many choices can be explained by more than one strategy at a time: there are instances when the reciprocator strategy coincides with a best response, an opportunistic strategy or both; there are other instances when reciprocator and opportunistic strategies coincide, or do not coincide, with best response behaviour, and so forth. Table 2 shows the overlap between the strategies arising from our experimental sample. The table shows that 40% of all choices can be ascribed to only one behavioural type, the remainder being explained by none of the three types, two types at a time or three. It also shows that almost 77% of all choices in our experimental sample can be explained in the light of one of our three behavioural types. This is quite a high proportion considering that in many cases playing a certain strategy in such a game might be rather difficult.

6 The Mixture Assumption

As seen in the last section, patterns of behaviour often overlap so that the choice of a particular strategy is compatible with more than one behavioural rule. For this reason, discriminating

---

9In table 2, the first row shows, e.g., that 111 (12.50%) choices in the experimental sample can be accounted for as reciprocator, but not as best response and/or opportunistic behaviour. Instead, the fourth row shows that 71 (8%) choices in the experimental sample can be accounted for as both reciprocator and best response behavior but not as opportunistic behaviour, and so forth.
Table 2: The table shows the frequency of choices in our experimental sample explained by each of the three strategies alone and all possible overlaps. The green tick indicates when a strategy is represented; the red x when it is not.

between subjects according to their behavioural type is rather difficult if one merely observes the strategies selected by them. In this Section, we want to verify whether subjects systematically adopt one of the three patterns of behaviours under investigation so that the former can be framed alternatively within our definitions of the reciprocator type ($RC$), the best response type ($BR$) and the opportunistic type ($OP$). In order to assign subjects to these types, we estimate a mixture model (see McLachlan and Peel (2000)) that will allow us to verify if these strategies are well identified and separated in our sample.

We proceed by assuming that a proportion $\pi_{RC}$ of the population from which the experimental sample is drawn behaves according to the reciprocator type; a proportion $\pi_{BR}$ behaves according to the best response type; and finally a proportion $\pi_{OP} = 1 - (\pi_{RC} + \pi_{BR})$ behaves according to the opportunistic type. Our mixture assumption is that each subject belongs to one of these types and that she cannot switch type across rounds. The parameters ($\pi_{RC}, \pi_{BR}, \pi_{OP}$) are known as the mixing proportions and are estimated along with the other parameters of the model.

The likelihood contribution of subject $i$ then is:

$$L_{ig} = \pi_{RC} \times l_{ig}^{RC} + \pi_{BR} \times l_{ig}^{BR} + \pi_{OP} \times l_{ig}^{OP},$$

where $l_{ig}^{RC}$, $l_{ig}^{BR}$ and $l_{ig}^{OP}$ are the likelihood contributions of individual $i$ under the hypothesis of her belonging to the reciprocator type, the best response type and the opportunistic type, respectively. These are derived as follows.

We model the individual propensities to behave according to type $h \in (RC, BR, OP)$ in a very simple way, that is, by assuming that there is an average propensity, $\gamma_{g}^{h}$, to choose one of the strategies that comply with that type’s rule which is common to all the subjects of that type. $\gamma_{g}^{h}$ has a subscript $g$ because we allow it to vary across groups in order to capture possible coordination effects (group-specific fixed effects). In other words, we test whether
Table 3: Estimates results of the mixture model. CC indicates that a common constant is estimated; GFE indicates that group fixed effects are estimated. The results are omitted. All mixing proportions are statistically significant at 1% level.

<table>
<thead>
<tr>
<th></th>
<th>specification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>$\gamma_{RC}$</td>
<td>CC</td>
</tr>
<tr>
<td>$\gamma_{BR}$</td>
<td>CC</td>
</tr>
<tr>
<td>$\gamma_{OP}$</td>
<td>CC</td>
</tr>
<tr>
<td>$\pi_{RC}$</td>
<td>.402</td>
</tr>
<tr>
<td></td>
<td>(.088)</td>
</tr>
<tr>
<td>$\pi_{BR}$</td>
<td>.365</td>
</tr>
<tr>
<td></td>
<td>(.096)</td>
</tr>
<tr>
<td>$\pi_{OP}$</td>
<td>.233</td>
</tr>
<tr>
<td></td>
<td>(.072)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-518.9</td>
</tr>
<tr>
<td>observations</td>
<td>888</td>
</tr>
<tr>
<td>number of subjects</td>
<td>54</td>
</tr>
<tr>
<td>number of groups</td>
<td>9</td>
</tr>
</tbody>
</table>

Players are more likely to adopt a strategy if there are other players in her group of the same type. Thus individual $i$’s propensity to choose one of the strategies that correspond to type $h$ is:

$$y_{ig,t}^h = \gamma_h + \varepsilon_{ig,t}^h$$

$$i = 1, \ldots, 6 \quad g = 1, \ldots, 9 \quad t = 1, \ldots, T_g$$

Here, $\varepsilon_{ig,t}^h$ is an error term, distributed standard normal and independent of anything else in the model. $y_{ig,t}^h$ is a latent variable representing player $i$’s attitude to act according to strategic type $h$. The available data is an unbalanced panel since the number of rounds in each session ($T_c$) depends on a random stopping rule that decides, after round 15, whether or not to continue with another round of the game.

The observational rule is the following:

$$y_{ig,t}^h = 1 \quad \text{if } s_{ig,t} \text{ complies with type } h \text{’s behavioural rules}$$

$$y_{ig,t}^h = -1 \quad \text{otherwise}$$

The likelihood contribution of subject $i$, conditional on being of type $h$, is

$$l_{ig}^h = L_{ig}^h \left( \gamma_h \mid s_{ig,1}, \ldots, s_{ig,T_g} \right) = \prod_{t=1}^{T_g} \Phi \left[ y_{ig,t}^h \times \gamma_h \right],$$

where $\Phi [\cdot]$ is the standard normal cumulative distribution function.
Results are displayed in Table 3. In specification 1, where all $\gamma^h_g$, with $h \in (RC, BR, OP)$, are estimated as common constants, we find that the predominant type is the reciprocator type, followed by the best response and the opportunistic type. Adding group fixed effects to the best response type significantly increases the log-likelihood according to the likelihood-ratio test ($\chi^2 = 57.2$, $p$-value $< .0001$), which it does not if added to the other two types. This makes the best response type the most popular with a mixing proportion $\pi_{BR} = .43$, followed by the reciprocator type with a $\pi_{RC} = .37$ and the opportunistic type with a $\pi_{OP} = .20$. Adding group fixed effects to the other two types (reciprocator and opportunistic) does not improve the fit any further (likelihood-ratio statistic $\chi^2 = 23$, $p$-value $= .1137$). Compatible with these results, we observe that doing best response seems group-driven – players are more likely to best respond if they are in a group where there are other players who do best response – whilst playing either a reciprocator or an opportunistic strategy does not depend on what the other players in the group are doing.

Having estimated a mixture model, one obvious thing to do is to compute the posterior probabilities of each experimental subject being of each type. Using Bayes’ rule we have the following posterior probabilities:

$$
\text{Pr} \left[i \text{ is of type } h \mid s_{ig,1}, \ldots, s_{ig,T_c}\right] = \frac{\text{Pr} [\text{type } h] \times \text{Pr} [s_{ig,1}, \ldots, s_{ig,T_c} \mid \text{type } h]}{\text{Pr} [s_{ig,1}, \ldots, s_{ig,T_c}]} = \frac{\pi_h \times \text{Pr} [s_{ig,1}, \ldots, s_{ig,T_c} \mid \text{type } h]}{\text{Pr} [s_{ig,1}, \ldots, s_{ig,T_c}]} = \frac{\pi_h \times l_i^h}{L_{ig}}
$$

(4)
for $h \in \{RC, BR, OP\}$. Posterior probabilities are reported on the simplex displayed in Figure 7. The 54 subjects are represented by circles in the graph: small circles represent a single subject; larger circles cluster subjects concentrated in that area of the simplex (the larger the circle the more numerous the cluster). The closer a subject is to a vertex of the simplex the greater the posterior probability for that subject of being of the type represented on that vertex. Subjects in the bottom left corner are of the opportunistic type; subjects in the bottom right corner are of the best response type and, finally, those in the top left corner are of the reciprocator type. The vast majority of subjects are located very close to the vertices of the simplex, a minority to the edges and no one is in the middle. The yellow simplex in the centre represents a virtual area of “uncertainty over types” and is empty in the case under examination. This finding confirms that the mixture model clearly separates the three types of individuals, with most of them being assigned to a particular type with quite a high posterior probability.

7 Conclusions

In the era of virtual social networks such as Facebook, or LinkedIn, there is very little doubt that network membership is generally seen as a positive ingredient for personal achievement and increased chances of success.

The mesh of interpersonal and community relations which facilitate communication, information and exchange is part of what has been called ”social capital”. This is a nebulous concept and difficult to quantify but it is generally agreed that it strongly affects behaviour and individual outcomes. Given that personal success can be both the result and the prerequisite of a large social network, any attempt to quantify the impact of social capital on outcomes has to take into account the process of network formation.

For this reason, we focus our paper on individual linking strategies in a network formation game. We use experimentally generated data to this purpose.

By a system of equations modelling players’ decision in each round of the game on their demand of a link to their co-players, we have succeeded in distinguishing between reciprocator strategies, myopic best response strategies and an opportunistic strategies.

We find that approximately 37% of the network formation strategies adopted by the experimental subjects can be accounted for as reciprocator strategies, 40% as myopic best response strategies and 44% as opportunistic strategies. Adding reciprocator, myopic best response and opportunistic behaviour, we are able to explain approximately 76% of the observed choices. We show that each of these types of behaviour is ‘deliberate’ in that we have obtained shares of each behaviour that are significantly different from what would have obtained if agents had selected links at random.

---

10 For producing the simplex, posterior probabilities have been rounded to the closest .05.
11 This technique has been previously used by Conte and Levati (2011) and Conte and Moffatt (2011).
Given that there is overlap between strategies, we have tested econometrically if a mixture assumption can be validated for our sample. We find that it is safe to assume that each individual belongs to one type, with mixing proportions approximately equal to 43%, 37% and 20% for best response, reciprocator and opportunistic types, respectively.

Finally, we observe that the individual attitude to best respond is heavily group driven, with agents being more likely to best respond when others in the same session also do so. This has not happened in the case of reciprocator and opportunistic types.

Why are the findings of our analysis relevant? We argue that our results respond, in some sense, to the recent network formation research that develops equilibria with farsighted agents.\textsuperscript{12} In fact, the three strategies we have identified and analysed are all based on the assumption of static expectations on what the rest of the group will do and they are alone able to explain the most part of subjects' behaviour in network formation. We do not pretend to affirm that there are no farsighted agents in the population, but that a myopic approach still deserves attention.

\textsuperscript{12}See, for example, Herings et al. (2009), Dutta et al. (2005), Berninghaus et al. (2007) and (2008), Granjean et al. (2009), and van Dolder and Buskens (2008).
Appendix A. The econometric model of link proposals

In each round of the game, each subject submits a vector of choices concerning the opportunity to propose or not propose a link to any of her co-players. From a player’s perspective, the decision to propose a link to one of her co-players is not separate from the decision to propose or not propose a link to another co-player. For this reason, all decisions made by a player in a round are not independent but they are the result of a joint evaluation and need to be analysed as such.\footnote{Cf. Di Cagno and Sciubba (2008), who disregard this characteristic of players’ decisions, deal with each player’s link proposals to her prospective partners as independent choices.}

Let us consider a set of 6 players, indexed by $i = 1, \ldots, 6$. Each player $i$ in round $t$ submits a 5-dimensional vector of intended links:

$$s_{ig,t} = (s_{i1g,t}, \ldots, s_{ijg,t}, \ldots, s_{i5g,t}).$$

Here, $j = 1, \ldots, 5$ represents $i$’s prospective players; groups of co-players are indexed by $g$, with $g = 1, \ldots, 9$; $t = 2, \ldots, T_g$ indicates the round number. The final round number, $T_g$, may differ by group because of a random stopping rule that decides, after round $t = 15$, whether or not to continue with another round of the game. $s_{ijg,t}$ equals 1 if subject $i$ expresses his willingness to be linked to $j$; it equals $-1$ otherwise.

The vector of intended links $s_{ig,t}$ is the result of a complex decision process. In making her decisions, $i$ needs to jointly evaluate the opportunity to propose a link to each of her 5 prospective players. In other words, $i$ needs to consider the following system of equations:

$$s^*_{ijg,t} = (1 + \delta (t - 2)) \times \left( \begin{array}{c}
\alpha_i + \lambda_g + \beta'_w W_{ijg,t-1} + \beta'_y Y_{ig,t-1} + \beta'_z Z_{g,t-1} \\
\beta'_e X_{jg,t-1} - 1 + \beta'_x X_{jg,t-1} - 1 + \beta'_z Z_{g,t-1} \\
\end{array} \right) + u_{ijg,t},$$

for $j = 1, \ldots, 5$ and $j \neq i$.\footnote{Here, $W_{ijg,t-1}$ is a vector of explanatory variables describing the characteristics of the relationship between $i$ and $j$ in the previous round, including the lagged dependent variable, $s_{ijg,t-1}$; $X_{jg,t-1}$ is a vector of characteristics of $j$ as shown by the network that emerged in the previous round; $Y_{ig,t-1}$ is a vector of explanatory variables related to $i$’s position in the network in the previous round; the explanatory variables in $Z_{g,t-1}$ describe the main features of the network resulting from players’ link proposals in the previous round. There are also two regression intercepts, $\alpha_i$ and $\lambda_g$. Intercept $\alpha_i$ varies across individuals (individual-specific time-invariant random effect) and is assumed to be common to all equations in (1). We also assume that it does not depend on any observable. It represents the individual-specific propensity to demand links and is assumed to be distributed normal across the population: $\alpha_i \sim N (0, \sigma^2_{\alpha_i})$. In a network formation game, individual decisions within a group may well be correlated. Thus, we assume a random effect model. Cf. Di Cagno and Sciubba (2008), who disregard this characteristic of players’ decisions, deal with each player’s link proposals to her prospective partners as independent choices.}


be correlated because of unobservable common shocks to all individuals in the same group – for example, because all individuals observe the same sequence of graphs occurring during a session. Our method of controlling for dependence on unobservables within a session is to model the intercepts $\lambda_g$ as random unobservables (group-specific fixed effects). The term $(1 + \delta (t - 2))$ is introduced in order to capture the effect of experience on players’ decisions. A positive (negative) $\delta$ implies that subjects’ choices eventually become less (more) noisy.\(^{14}\) $s^*_{ijg,t}$ – the latent dependent variable representing subject’s $i$ propensity to demand a link to $j$ – and $s_{ijg,t}$, the observed binary outcome variable, are related by the following observational rule:

$$s_{ijg,t} = \begin{cases} 1 & \text{if } s^*_{ijg,t} \geq 0 \\ -1 & \text{else} \end{cases}.$$  

Since players in each round jointly evaluate the opportunity to propose a link to any of their co-players, we expect that the choice of proposing a link to one of the prospective partners reduces the probability of proposing a link to the others. In other words, we expect to observe a negative correlation across the equations in (1).\(^{15}\) $i$’s decision in each round can be framed within the class of M-equation multivariate dynamic probit models. Anyhow, we need to place some restrictions on the variance-covariance matrix of the errors and the coefficients on the system’s variables. In particular, the joint distribution of the error terms is assumed to take the form:

$$V = \begin{pmatrix} u_{1g,t} \\ \vdots \\ u_{ijg,t} \\ \vdots \\ u_{5g,t} \end{pmatrix} = \begin{pmatrix} 1 & \cdots & \rho & \cdots & \rho \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ \rho & \cdots & 1 & \cdots & \rho \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ \rho & \cdots & \rho & \cdots & 1 \end{pmatrix}.$$  

\(^{14}\)A positive $\delta$ would eventually reduce the error variance (that is constrained to be equal to 1 in round 2 for identification purposes), consequently making the role of the stochastic disturbance less and less relevant in players’ decisions and, in this sense, highlighting the role of experience accumulated throughout the game.

\(^{15}\)Suppose player $i$’s decisions are uncorrelated. Then, the probability that $i$ proposes a link to both player 1 and player 2 is 25%. A correlation of $-0.25$ reduces this probability to about 21%, a correlation of $-0.5$ to about 17%, and so on. A positive correlation would obviously increase such probability.
vations $s_{ijg,1}$. Since players do not know anything about their co-players and the group of players as a whole before the graph of the network resulting from round 1 link proposals is shown to them, we can safely assume that the initial condition $s_{ijg,1}$ is completely random.

Let us define player $i$’s likelihood contribution as:

$$L_{ig} = \int_{-\infty}^{\infty} \prod_{t=1}^{T_g} \Phi_5(\mu_{ig,t}; \Omega) f(\alpha; 0, \sigma^2_{\alpha}) d\alpha,$$

where $\mu_{ig,t} = (s_{i1g,t} \times \mu_{i1g,t}, \ldots, s_{ijg,t} \times \mu_{ijg,t}, \ldots, s_{i5g,t} \times \mu_{i5g,t})$ and $\mu_{ijg,t} = (1 + \delta (t - 2)) \times \left(\alpha_i + \lambda_g + \beta'_w W_{ijg,t-1} + \beta'_z X_{jg,t-1} + \beta'_y Y_{ig,t-1} + \beta'_z Z_{g,t-1}\right)$, with $j = 1, \ldots, 5$; $\Omega$ is a symmetric $5 \times 5$ matrix whose elements on the leading diagonal are equal to 1 ($\sigma_{jj} = 1$ for $j = 1, \ldots, 5$) and are equal to $\sigma_{jk} = s_{ijg,t} \times s_{ikg,t} \times \rho$ (for $j, k = 1, \ldots, 5$ and $j \neq k$) somewhere else; $f(\alpha; 0, \sigma^2_{\alpha})$ is the normal density function with mean 0 and variance $\sigma^2_{\alpha}$ evaluated at $\alpha$.

The multivariate normal cumulative distribution function $\Phi_5(.)$ is evaluated by the Geweke-Hajivassiliou-Keane (GHK) algorithm.$^{16}$ The likelihood function is maximised using 20-point Gauss-Hermite quadrature.$^{17}$

$^{16}$This is implemented in Stata 12 by the `mvnp()` function; see Cappellari and Jenkins (2006).

$^{17}$The programme is available from the authors on request.
Appendix B. Experimental instructions

Welcome

This is an experiment on the formation of links among different subjects. If you make good choices you will be able to earn a sum of money that will paid to you in cash immediately after the end of this session.

You are one of 6 participants to this experiment; at the very beginning the computer will randomly assign to you an initial budget (equal across participants). The computer will also randomly assign to you an icon (Dropper, Radio, Cube, Floppy disk, Hand lens, Hour glass) that will identify you throughout the experiment and will assign you an initial budget (equal across participants). The icon identifying you is circled in red on your screen.

The experiment consists of a random number of rounds: there will be at least 15 rounds, after which a lottery administered by the computer will determine whether there will be a further round or the experiment is over.

Each participant to this experiment represents a node. At the beginning of the experiment all nodes are isolated. In each round, the computer will ask you whether you want to propose any link and to whom. You may propose 0, 1 or more links. The computer will collect the proposals from all participants and activate only the links desired by both of the two subjects involved (reciprocated proposals).

Your screen will show the graph of active links. The box at the bottom right corner of your screen will show you who has proposed a link to you in the previous round and to whom you have not reciprocated.

Each link that you manage to activate has a cost (equal across participants) that is indicated on the screen. In each round, the computer may reject your link proposals if they entail an expenditure that is higher than your budget for that round.

Your revenues in each round are automatically computed and are given by the product by the revenue per node (equal across subjects and indicated on your screen) and the number of nodes that you manage to reach both through your direct links and the links activated by other participants.

Computing costs and revenues

Example: subject Radio is directly linked to Floppy disk and Dropper and indirectly, that is through Dropper, to Hand lens.

In each round, the computer calculate out your profit and display it on your screen. The overall profit from the experiment is given by the sum of your revenues in all rounds. At the end of the experiment, you will be paid in cash an amount in euros equivalent to 10% of your total profit.

More in detail
At the beginning of the experiment please wait for instructions from the experimenters before touching any key.

When the experimenter asks you to do so, please double-click only once on the “Network Client” icon on your desktop.

The following screen will appear:

The screen gives you all the information regarding the round that you are about to play.

Be careful: each round has a maximum time duration given by the number of seconds indicated in red at the top right corner of your screen. If you have not managed to make your choice by then, the computer will immediately proceed to the next round.

Your screen shows all the relevant data useful for the current round (available budget, costs and revenues) as well as the results that you have obtained from each of the previous rounds.

At the end of each round, the graph will show the links activated by you and the other participants (as shown above). Moreover, the table that summarises your performance in the current round will be updated. You will have the possibility to review the situation of previous rounds by clicking on the corresponding bar in the same table. The table at the bottom right corner of your screen gives you additional information on proposals that you have received but not reciprocated in the previous rounds.
When the message "Round is now active" appears at the bottom of your screen, you can make your choice by ticking the boxes corresponding to the icons that you want to propose a link to. When you are done, press “Confirm”. When all participants have confirmed their choices, the computer will show the results of the round on the screen.

You will be advised of the beginning of a new round by a "New Round" message. Be careful: after the 15th round, red and green lights will flash on the screen. If the lights stop on green, you will play another round; if they stop on red, the experiment is over.

It is very important that you make choices independently and that you do not communicate with other participants during the experimental session.

At the end of the last round the experiment is over, and you will be paid a sum in cash corresponding to your profit during the course of the whole experiment.

For any problem, please contact the experimenters.

Enjoy.
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