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Abstract:
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1 Introduction

In 2009, there were about 9.25 million people that became unemployed in Germany. But, during the same time, about 9 million people left the state of inactivity while the average unemployment stock amounted to 3.42 million in 2009. These numbers illustrate that labor markets are characterized by large flows between the states of activity and inactivity. In labor market research, a standard tool to analyze these dynamics is the matching function which describes how the flow of new hires (matches) is related to the unemployment stock and to the stock of vacancies. With the help of the matching function the determinants of job creation and the structure of underlying search frictions in labor markets can be analyzed.

However, as shown in this paper, labor market activity is correlated over space. The presence of spatial (auto-)correlation implies that the extent of matching in one particular region is correlated with that in neighboring regions. Neglecting spatial correlation when modeling the matching process yields biased and inefficient estimates of the matching function. This is widely ignored in the empirical matching literature as matching functions are often specified according to models assuming cross-sectional independence among observations. This independence assumption is questionable in the labor market context due to commuting and migration between different regions.

The aim of this paper is the estimation of matching functions taking into account spatial dependencies in order to obtain unbiased and efficient estimates. For the estimation, we use an official data set that provides monthly information of 176 local employment offices (Arbeitsagenturen) for the period from 2000 until 2009. To exploit the panel structure of the data, we specify the matching function using a spatial panel model. As labor market data exhibits positive (temporal) autocorrelation, we apply not only a static but also a dynamic modeling.

Most of the contributions in the empirical matching literature estimate matching functions using aggregate time series (see, e.g., Blanchard and Diamond (1989), Van Ours
(1991) and Burda (1994)) as well as panel data sets (see, e.g., Burda (1993, 1994), Coles and Smith (1996) and Anderson and Burgess (2000)) without taking into account cross-sectional dependencies. The contributions by Fahr and Sunde (2001, 2005, 2006a, 2006b, 2009) also deal with data on German labor markets. The present paper updates and widens the range of their analysis by using data for the whole country of Germany covering a more recent period. To our best knowledge, only a few contributions deal with spatial dependencies in the empirical matching context as Burgess and Profit (2001), Hynninen (2005), Fahr and Sunde (2006a, b) and Dmitrijeva (2008). These authors introduce spatial interactions into their model using spatially lagged exogenous variables. This is a simple way of modeling a spatial process since there are no specific estimation techniques needed. As suggested by test results on cross-sectional dependence in the residuals of such a regression, this model does not capture the spatial autocorrelation in the data in a sufficient way. Therefore, we apply panel models including a spatial lag and a spatial error term to the matching function. Lee and Yu (2010b) propose a quasi-maximum likelihood approach for the static spatial autoregressive panel data model with fixed effects which we adopt here. For the estimation of the dynamic model, we employ the estimation methodology suggested by Lee and Yu (2010c). The application of spatial econometric methods to the context of empirical matching functions is novel in this literature.

An important component of spatial econometric modeling is the spatial weights matrix. As the amount of commuting reflects spatial relations on labor markets, we exploit a data set on commuting relations between local employment offices to construct both binary spatial weights matrices with entries zero and one and spatial weights matrices with general weights.

Our paper shows the following main results: Firstly, ignoring spatial dependencies in matching data when modeling the matching function results in overestimated matching elasticities. As the estimated matching elasticities reflect the structural features of
the matching process, this finding is important. Secondly, the results suggest that compared to a static model, a dynamic approach results in a better fit of the data.

The structure of the paper is as follows: The second section presents the basic matching model while the third presents the data set and explains how the spatial weights matrix is defined. In order to motivate the spatial econometric approach, the fourth section provides test results of the (global) Moran $I$ test for spatial autocorrelation. Section five presents the econometric model and the sixth section is dedicated to the estimation results. Finally, the last section concludes.

2 Matching on labor markets

In macroeconomics, the matching function plays a central role for the analysis of labor market dynamics and labor market efficiency. The labor market is assumed to be a decentralized market where it takes time and resources for the unemployed persons and vacant jobs to find each other. Reasons for this complicated exchange process are trading frictions, incomplete information and heterogeneities. With the help of the matching function, this two-sided search process can be characterized. For a survey on the empirical matching literature, see Petrongolo and Pissarides (2001).

In the empirical matching literature, it is standard to use a Cobb-Douglas specification for the matching function. Taking logs, the matching equation describing the flow of matches $m_{it}$ between time period $t$ and $t + 1$ is given by

$$ \ln m_{it} = c_i + \alpha_t + \beta_1 \ln U_{it} + \beta_2 \ln V_{it} + \epsilon_{it}, \quad t = 1, \ldots, T, i = 1, \ldots, n $$ (1)

where $U_{it}$ and $V_{it}$ denote the stock of registered unemployment and the stock of regis-

---

1From a theoretical viewpoint, it is also possible to use a CES-type matching function. In this context, Burda (1994) explains that the assumption of this type of matching function does not entail additional explanatory power. Nevertheless, there are critical views concerning the Cobb-Douglas assumption for matching functions in the literature, see for example Stevens (2007).
tered vacancies at time point $t$, respectively. $c_i$ is the time-invariant effect controlling for employment office-specific characteristics as, for example, its size, while $a_i$ is a time effect controlling for aggregate shocks. $\epsilon_{it}$ describes the error term which is assumed to be homoskedastic and uncorrelated.

If the spatial dependence effects are ignored, standard OLS regression will provide biased parameter estimates in case of spatial lag dependence or spatially lagged exogenous variables whereas it provides unbiased and inefficient estimates for the spatial error model. Neglecting the spatial lag term is similar to an omitted variables bias (see Franzese and Hays (2007)). As the spatial lag term is always correlated with the errors, OLS estimation of the corresponding coefficient will be inconsistent (see Anselin and Bera (1998) or Franzese and Hays (2007)).

3 Data and spatial weights matrix

3.1 Measuring matches, unemployment and vacancies

We use the "outflows from unemployment into gainful employment" as measure for the matches which is provided by official labor statistics in Germany. The "outflows from unemployment" in general also include people entering into part-time employment, into labor-market policy measures or people leaving the labor force which we do not want to consider as successful matches. The data series of the matches as well as the data series of the unemployed persons and vacancies are available from the Federal Employment Office (Bundesagentur für Arbeit) on a monthly basis. Hence, we have panel data on 176 local employment offices (Arbeitsagenturen) for the time from 2000 until 2009. Table 1 shows the summary statistics of the labor market data. They show that there is a strong variation in the number of unemployed, vacant jobs and matches between the local employment offices. The maximum values are always attained in

\footnote{In order to ease notation for the spatial panel models, we differ between stocks and flows by using this notation in script for the stocks.}
Table 1: Summary statistics of matches, unemployment and vacancy stock of German local employment offices (2000-2009)

<table>
<thead>
<tr>
<th></th>
<th>unemployment stock</th>
<th>matches</th>
<th>vacancy stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>2,643</td>
<td>211</td>
<td>146</td>
</tr>
<tr>
<td>1st qu.</td>
<td>10,920</td>
<td>805</td>
<td>1,253</td>
</tr>
<tr>
<td>Median</td>
<td>16,800</td>
<td>1,166</td>
<td>1,909</td>
</tr>
<tr>
<td>Mean</td>
<td>22,891</td>
<td>1,504</td>
<td>2,336</td>
</tr>
<tr>
<td>3rd qu.</td>
<td>28,710</td>
<td>1,760</td>
<td>3,022</td>
</tr>
<tr>
<td>Max</td>
<td>332,874</td>
<td>20,675</td>
<td>41,435</td>
</tr>
</tbody>
</table>

Source: Federal Employment Office (Bundesagentur für Arbeit)

Firms are not obliged to report their vacant jobs to the Federal Employment Office in Germany. Therefore, the registered vacancies represent only a fraction of the overall economic supply of vacant positions. In 2006, this fraction amounted to 44% only (see BA (2008)). The unemployment data is collected in accordance to the 'concept of registered unemployment' which is regulated in the German Social Security Code. Hence, this analysis is limited to that part of the labor market which is officially registered at the Federal Employment Office. However, registered positions can also be filled with employed job searchers which are not covered in our data set. The registered unemployed and vacancies are possibly subject to a downward skill bias. On the one hand, highly-qualified persons mostly do not use the Federal Employment Office in order to find a new job. On the other, firms having vacant jobs for which a high qualification is needed prefer using web portals, national newspapers and internal channels to find suitable candidates (see Koppel (2008)). Christensen (2001) argues as well that the rate of reported vacancies is higher for jobs which require low skills.

We standardize the matches in every local employment office by corresponding unemployment stocks for the computations of the test statistics for spatial autocorrelation. Hence, the resulting standardized matches represent the fraction of unemployed persons leaving unemployment in order to start a job.
3.2 Time series properties

To test for the stationarity of the data, we apply panel unit root tests. The results of the Im et al. (2003) (IPS) test and the Fisher-type (ADF) test, that was proposed by Maddala and Wu (1999) and Choi (2001), clearly reject the hypothesis of a unit root in the unemployment and vacancy data as all p-values are zero. For the matches, the hypothesis of a unit root can only be rejected in case of the Fisher-type test. A more detailed description of these tests can be found in the appendix. Nevertheless, it has to be noted that the results of Baltagi et al. (2007) show that there can be considerable size distortions in panel unit root tests when the true model exhibits spatial error correlation. Therefore, the test results can only serve as an indication of possible nonstationarities in the data.

Figures 1 - 6 show some representative examples of autocorrelation function (ACF) plots for the three different variables. They show significant (temporal) autocorrelation in the data.

Figure 1: ACF plot of the matches in Bremen with a maximum lag length of 24 months (2000-2009)

Figure 2: ACF plot of the matches in Hamburg with a maximum lag length of 24 months (2000-2009)
3.3 Specification of spatial influence

A fundamental building block of spatial econometric modeling is the spatial weights matrix. It is a nonstochastic matrix which defines exogenously the neighborhood of a certain location. Hence, the term ’neighboring’ in the present context addresses the neighborhood set which is defined by the corresponding spatial weights matrix. On the one hand, we use binary spatial weight matrices where the entries are either zero or one and, on the other, matrices with general weights.

The simplest version of a binary spatial weights matrix is a binary contiguity matrix. When two local employment offices are neighbors, i.e. they share a common border, the corresponding entry in the matrix is one and zero otherwise. The elements on the main diagonal are zero by construction. This matrix induces a simple spatial structure which might be not sufficient to capture the actual spatial relations on German labor markets. Commuting of people is not limited to the neighboring region and, additionally, the binary contiguity matrix weights all neighbors equally. The latter assumption might be critical for a region that is surrounded by both a big city and a rural area. In this case, one would suspect that more people commute to the big city than to the rural area.
To address these problems, we exploit a data set on commuting relations between different local employment offices. The amount of commuting reflects differences in labor market opportunities between local employment offices. Möller and Aldashev (2007), who also use commuter streams for constructing a spatial weights matrix, state that such a matrix captures the strength of interregional relationships among labor markets. The commuting data is also collected by the Federal Employment Office and it is part of the official statistic as well. It records all people who have a job that is subject to social insurance. The numbers of commuters between the local employment offices are recorded yearly at the appointed date June 30th. Our data set covers the period from 2000 until 2009. We use this data as a proxy for the interregional linkages between local employment offices. Therefore, we construct the average commuter matrix \( P = (p_{ij}), i, j = 1, \ldots, 176. \) The element \( p_{ij} \) of this matrix indicates the number of people that live in employment office \( j \) and work in employment office \( i. \) Hence, row \( i \) of the average commuter matrix \( P \) contains the incoming commuters to region \( i \) while the elements of column \( j \) represent the outgoing commuters from employment office \( j \) to all other
regions.\textsuperscript{3} The summary statistics of matrix $P$ are found in Table 2. They show that there is commuting between most of the local employment offices, although it is not very strong between 75\% of them. The highest numbers of incoming commuters are in big cities as Berlin, Düsseldorf, Cologne, Frankfurt, Munich and Hamburg.

Table 2: Summary statistics of the average commuter matrix $P$ (2000-2009)

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>1st quartile</th>
<th>Median</th>
<th>Mean</th>
<th>3rd quartile</th>
<th>Max</th>
<th>Std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>6.2</td>
<td>16.3</td>
<td>216.02</td>
<td>45.8</td>
<td>60201.5</td>
<td>1583.24</td>
</tr>
</tbody>
</table>

Source: Federal Employment Office, author’s calculations

We use the commuting information twofold to construct both binary weights matrices and weights matrices with general weights. First, we discretize the information and construct additional binary spatial weights matrices. We consider two local employment offices as neighbors when the commuting flow from region $j$ to $i$ exceeds a certain value $\delta$. Hence, the entries of the spatial weights matrix are defined by

$$w_{ij} = \begin{cases} 
0, & p_{ij} < \delta \\
1, & p_{ij} \geq \delta. 
\end{cases} \quad (2)$$

For the choice of the cutoff value $\delta$, we take higher values, namely 100, 250, 500 and 1000, in order to consider only those local employment offices as neighbors which exhibit strong commuting linkages. The resulting spatial weights matrix still weights all neighbors equally, yet it reflects the actual connections on the labor market in a better way by not restricting the analysis to physical neighbors.

Second, we exploit the full information contained in the average commuter matrix $P$ to construct a spatial weights matrix with general weights. Contrary to the applied spatial econometric literature where a distance decay function is often assumed, we need a monotonically increasing function as more intense commuting implies stronger spatial

\textsuperscript{3}Due to limited data availability, we could not control for the different sizes of the local employment offices by standardizing the number of commuters by the corresponding working age population.
influence. We use the linear function for the specification of the weights, i.e. $w_{ij} = p_{ij}$.

This function implies that the marginal influence of one additional commuter is constant.

When computing spatially lagged matches, i.e. $Wln(M_{it})$, with the help of the general spatial weights matrix, the neighboring matches are weighted by the rows of the spatial weights matrix, i.e. by incoming commuters to region $i$. In general, this weighting scheme can be changed so that the neighboring matches are weighted by the outgoing commuters of region $i$. We also implemented this weighting scheme in our regressions and got virtually the same results.

4 Spatial dependencies in German labor markets

4.1 Empirical evidence on (global) spatial autocorrelation

A standard test for spatial autocorrelation is the Moran $I$ test, which was developed by Moran (1950). This test is not specified for a particular spatial process. Its null hypothesis is the absence of spatial autocorrelation whereas the alternative is not exactly specified. The test statistic can be expressed by

$$I = \frac{n}{S_0} \frac{e'W e}{e'e},$$

where $e = y - X\hat{\beta}$ is a vector of standard OLS regression residuals, $\hat{\beta} = (X'X)^{-1}X'y$, $W$ denotes the spatial weights matrix and $n$ is the number of observations (see Anselin and Bera (1998)). In our case $y$ are the matches and the matrix $X$ contains the unemployment and vacancy stock. $S_0$ is a standardization factor which is equal to the sum of the spatial weights, i.e. $S_0 = \sum_i \sum_j w_{ij}$. For a row-standardized spatial weights matrix, the statistic

\footnote{We also considered the logarithmic function to construct the weights. It produces results that give an indication for the spatial process to be nonstationary. This finding is supported by high values of the global Moran I statistic which, according to Fingleton (1999), can serve as an indicator for spatial nonstationarity.}
becomes

$$I = \frac{\epsilon'W\epsilon}{\epsilon'\epsilon},$$

(4)

since $S_0 = n$. Cliff and Ord (1981) show that $I$ is asymptotically normally distributed for normally distributed regression residuals. Therefore, inference is based on the standard normal variate $z(I)$ which is yielded by the transformation $z(I) = \frac{I - E(I)}{\sqrt{V(I)}}$. The expectation $E(I)$ and the variance $V(I)$ are derived by Cliff and Ord (1972) under the null hypothesis of no spatial dependence.

Since Moran’s $I$ test is designed to detect spatial autocorrelation from cross-section residuals, the test statistic is computed using standardized matches for each month within the period from 2000 until 2009. The values of the global Moran $I$ statistic are positive and significant on all reasonable significance levels for all months within the period. Hence, we conclude that the regional distribution of standardized matches in Germany is characterized by strong spatial dependencies. Figure 7 shows the evolution of the Moran $I$ values for standardized matches, its nine-month moving average and a linear trend line using the binary spatial weights matrix over the period from 2000 until 2009.

The linear trend is positive which means that spatial integration of German local employment offices becomes stronger during the period from 2000 until 2009. A reason for this is the increased mobility of people which is also supported by our commuting data. The mean relative change of (incoming) commuters between 2000 and 2009 amounts to 0.17, i.e. commuting increases significantly during this period.

Furthermore, Figure 7 shows a seasonal pattern in the (global) Moran values. Similarly to the seasonalities in the matching data, the Moran values are the highest during spring time. Hence, spatial dependencies seem to be stronger when the labor market is more active. Burgess and Profit (2001) analyze the cyclical variation of spatial dependence in the matching context using British data and find that the intensity of spatial
dependence for unemployment outflows moves counter-cyclically. Their explanation is that unemployed persons lower their search radius while firms have to search more widely in good times.

4.2 Local structure of spatial autocorrelation

The (global) Moran I test only gives information about the global pattern of spatial dependence holding for all local employment offices in Germany. In order to analyze the local pattern of spatial autocorrelation, we compute Moran scatter plots (see Anselin (1996)). These are based on the interpretation of the Moran I statistic as a regression coefficient in a regression of $Wy$ on $y$ where $y$ denotes demeaned matches in the present analysis. In order to show this, Anselin (1996) rearranges the Moran I statistic to get the expression

$$I = \frac{y'Wy}{y'y}$$

Figure 7: Evolution of the global Moran I for standardized matches for the period from 2000 until 2009
which holds for a row-standardized spatial weights matrix, i.e. $S_0 = n$. Using the interpretation of the (global) Moran $I$ statistic as a regression coefficient, the linear relationship between $y$ and $Wy$ can be visualized by a bivariate scatter plot of $Wy$ against $y$.

Note: This figure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used to show where the points are located on the German map (see Figure 9).

Figure 8: Moran scatter plot using yearly averages of standardized matches in 2009

The Moran scatter plot for the standardized matches (yearly averages) of the year 2009 is shown in Figure 8. The figures for the remaining years can be found in the appendix (Figures 10 – 12).

The Moran scatter plots show that most of the local employment offices are positively spatially autocorrelated since most of the points lie in the first and third quadrant. This is in line with the results of the global Moran $I$ test. The position of local employment offices in the first and third quadrant (red and dark blue points) indicates that local employment offices with above-mean matches have neighbors with the same characteristic, while local employment offices with below-mean matches are more likely to be surrounded by local employment offices with low (standardized) matches. The re-
Figure 9: German map indicating the position of points in Moran scatter plot for yearly averages of standardized matches (2009)

Main points in the second and fourth quadrant represent local employment offices which are negatively spatially autocorrelated.

Figure 9 shows a map of Germany indicating the location of the points in the Moran scatter plot (figure 8). Maps for the other years are found in the appendix (Figures 13–15).

Interestingly, the Moran maps do not replicate the former border between East and West Germany. Furthermore, they show a band of local employment offices from Western (North-Rhine Westphalia) to Eastern Germany (Brandenburg) which seems to be positively spatially autocorrelated with standardized matches below the mean for the most part of the period. Most of the south German employment offices are positively spatially autocorrelated with above-mean matches. Finally, the Moran scatter plots again support the fact that German matching data exhibits spatial autocorrelation. Thus, we have to take into account this fact into our econometric analysis.
5 Econometric Modeling

To capture the spatial dependence and the panel structure of the data, we propose to model the matching function by a spatial panel model. Since we do not have a representative sample of German employment offices but data on all German local employment offices, a fixed effects model is preferred. In order to control for aggregate shocks, a model that takes into account time effects is used. Following most contributions in the empirical matching literature, we use a static specification of the matching function. Beyond that, we also specify the matching function in a dynamic way to capture the (temporal) autocorrelation of the data.

5.1 Static model specification

Our static model specification contains a spatial lag of the dependent variable as well as a spatial process for the error term. The corresponding matching equation is given by

\[
\begin{align*}
\ln M_t &= \lambda W \ln M_t + \beta_1 \ln U_t + \beta_2 \ln V_t + c_n + \alpha_t 1_n + \Omega_t, \\
\Omega_t &= \rho W \Omega_t + \Xi_t, t = 1, \ldots, T,
\end{align*}
\]

where \(M_t = (m_{1t}, m_{2t}, \ldots, m_{nt})'\) is the \((n \times 1)\) vector of matches, \(U_t\) and \(V_t\) are the \((n \times 1)\) vectors of the unemployment and vacancy stocks, respectively. \(c_n\) represents the \((n \times 1)\) vector of fixed individual effects and \(\alpha_t\) is the fixed time effect. \(W\) is the \((n \times n)\) nonstochastic spatial weights matrix and \(1_n\) is the \((n \times 1)\) vector of ones. \(\Xi_t = (\xi_{1t}, \xi_{2t}, \ldots, \xi_{nt})'\) represents the \((n \times 1)\) vector of errors for which it is assumed that \(\xi_{it}\) are i.i.d. across \(i\) and \(t\) with zero mean and constant variance \(\sigma^2\).

A spatial error term implies that there are spatially correlated random components influencing a region of more than one local employment offices. Examples in the labor
market context are regional shocks as changes in regional governments or the closure of a production site. The spatial lag structure implies that the matching process in a particular local employment office is influenced by matching in other locations. As matching theory suggests, the matches are determined by the unemployment and vacancy stock. Thus, the spatial influence of all variables is captured implicitly by using the spatial lag model.

The way of inserting spatial autocorrelation into the matching function goes beyond most matching specifications in the literature that control for spatial dependencies because we use a spatial lag and spatial error term in our static model. Contrary to this, in the empirical matching literature spatial dependencies are incorporated by spatially lagged exogenous variables into matching functions. In this way the external effect of unemployment and vacancies on the matching process in neighboring local employment offices can be estimated. As these additional regressors are exogenous and as the error term remains spherical, estimation by ordinary least squares is unbiased and consistent (see Klotz (2004) for the pooled case). We also adopt this modeling to our data and got insignificant spatial spillovers of both stock variables. Moreover, we apply Pesaran’s CD test (see Pesaran (2004)) to test for cross-sectional dependence in the residuals. The results show that there is spatial correlation left in the residuals, i.e. the model with spatially lagged exogenous variables incompletely captures the spatial autocorrelation in the data.5

Lee and Yu (2010b) propose a quasi-maximum likelihood approach for the estimation of model (6). They show that (direct) maximum likelihood estimation yields inconsistent parameter estimates (unless $n$ is large). Even in the case when $n$ and $T$ are large, the asymptotic distribution of the estimates is not properly centered. Therefore, they propose a transformation approach to eliminate the individual and time effects. The transformations are the deviation from time mean, $J_T = I_T - \frac{1}{T} \mathbb{1}_T \mathbb{1}_T'$, and the devia-

---

5 The full results of the estimation and the test can be obtained from the author upon request.
tion from cross section mean, \( J_n = I_n - \frac{1}{n} n \mathbb{1}_n' \), operator as used in the literature on panel data analysis (see Baltagi (2005)). The disturbance terms in the resulting equation (after performing these operations) would be linearly dependent. For this reason, their proposition is to base the transformations on the orthonormal eigenvector matrices of \( J_T \) and \( J_n \). Let \( [F_{T,T-1}, \frac{1}{\sqrt{T}} \mathbb{1}_T] \) be the orthonormal eigenvector matrix of \( J_T \) where \( F_{T,T-1} \) is the \((T \times (T-1))\) submatrix corresponding to eigenvalues of one. Furthermore, let \( [F_{n,n-1}, \frac{1}{\sqrt{n}} \mathbb{1}_n] \) be the orthonormal eigenvector matrix of \( J_n \) where \( F_{n,n-1} \) is the \((n \times (n-1))\) submatrix corresponding to eigenvalues of one. The matching function (6) is firstly transformed by \( F_{T,T-1} \) which yields

\[
(ln M_t)^* = \lambda W (ln M_t)^* + \beta_1 (ln U_t)^* + \beta_2 (ln V_t)^* + \alpha_{1n}^* \mathbb{1}_n + \Omega_t^*
\]

\[
\Omega_t^* = \rho W \Omega_t^* + \Xi_t^* , t = 1, \ldots , T - 1,
\]

where \((ln M_t)^* = [ln M_{1t}, \ldots , ln M_{nt}] F_{T,T-1} \) and \([\alpha_1^* \mathbb{1}_n, \alpha_2^* \mathbb{1}_n, \ldots , \alpha_{T-1}^* \mathbb{1}_n] = [\alpha_1^* \mathbb{1}_n, \alpha_2^* \mathbb{1}_n, \ldots , \alpha_T^* \mathbb{1}_n] F_{T,T-1} \) are transformed time effects. Secondly, in order to eliminate the time effects, the model is further transformed by \( F_{n,n-1} \) yielding a \((n-1)\)-dimensional vector \((ln M_t)^{**}\) such that \((ln M_t)^{**} = F_{n,n-1}^'(ln M_t)^*\), i.e.

\[
(ln M_t)^{**} = \lambda (F_{n,n-1}' W F_{n,n-1}) (ln M_t)^{**} + \beta_1 (ln U_t)^{**} + \beta_2 (ln V_t)^{**} + \Omega_t^{**}
\]

\[
\Omega_t^{**} = \rho (F_{n,n-1}' W F_{n,n-1}) \Omega_t^{**} + \Xi_t^{**}, t = 1, \ldots , T - 1,
\]

where \((ln U_t)^{**} = F_{n,n-1}' (ln U_t)^*\) and \((ln V_t)^{**} = F_{n,n-1}' (ln V_t)^*\). Note that the effective sample size after both transformations is \((n - 1)(T - 1)\) and that the spatial weights matrix needs to be row-normalized for this transformation approach.

The transformed equation (8) can be estimated by quasi-maximum likelihood. After some rearrangements, Lee and Yu (2010b) derive the following log-likelihood function for the transformed model (8):
\[ \ln L_{n,T}(\theta) = -\frac{(n-1)(T-1)}{2} \ln 2\pi \sigma^2 - (T-1)[\ln(1-\lambda) + \ln(1-\rho)] \]
\[ + (T-1)|\ln |S_n(\lambda)|| + \ln |R_n(\rho)|| - \frac{1}{2\sigma^2} \sum_{t=1}^{T} \Xi'_t(\phi) J_n \Xi_t(\phi) \] (9)

where \( \theta = (\beta', \lambda, \rho, \sigma^2) \), \( \beta' = (\beta_1, \beta_2)' \), \( \phi = (\beta', \lambda, \rho)' \), \( S_n(\lambda) = I_n - \lambda W \), \( R_n(\rho) = I_n - \rho W \) and \( \Xi_t = R_n(\rho)[S_n(\lambda)\ln M_t - (\ln \hat{U}_t, \ln \hat{V}_t)\beta] \). Note that \( \ln \hat{M}_t = \ln M_t - \ln \tilde{M}_t \) for \( t = 1, \ldots, T \), where \( \ln \tilde{M}_t = \frac{1}{T} \sum_{i=1}^{T} \ln M_i \), \( \ln \hat{U}_t, \ln \hat{V}_t \) and \( \tilde{\Xi}_t \) are defined analogously.

Lee and Yu (2010b) show that the resulting quasi maximum-likelihood estimates for all parameters are consistent when either \( n \to \infty \) or \( T \to \infty \) and asymptotically normally distributed. Additionally, they derive explicitly the asymptotic distribution and show that it is properly centered.

5.2 Dynamic model specification

As shown in the data section, labor market data exhibits positive temporal autocorrelation. To capture these dynamics, we apply a spatial dynamic panel data model. In addition to a temporally lagged term, it contains a spatial lag term and a combined spatially and temporally lagged term of the dependent variable. Applying this model to our matching function, yields

\[ \ln M_t = \lambda W \ln M_t + \gamma \ln M_{t-1} + \delta W \ln M_{t-1} + \beta_1 \ln \hat{U}_t + \beta_2 \ln \hat{V}_t \]
\[ + c_n + a_t \Xi_n + \Xi_t, t = 1, \ldots, T \] (10)

where \( \gamma \) captures the pure time-dynamic effect and \( \delta \) captures the combined spatial-time effect. The assumptions about the error term \( \Xi_t \) are as before.

For the estimation of model (10) we adopt the methodology proposed in Lee and
Yu (2010a) and Lee and Yu (2010c). Lee and Yu (2010a) show that the (direct) maximum likelihood estimation method will yield a bias of order $O(\max(1/n, 1/T))$ for the common parameters. Therefore, they propose two variants of a transformation approach. On the one hand, the transformation $J_n$ in combination with an eigenvalue and eigenvector decomposition is applied and, on the other, the model is transformed by $(I_n - W)$. Lee and Yu (2010a) show that the quasi-maximum likelihood estimates from the maximization of the log-likelihood function of the $J_n$-transformed model are free of $O(1/n)$ bias. Nevertheless, the resulting quasi-maximum likelihood estimates are biased and, therefore, Lee and Yu (2010c) propose a bias correction procedure which is applied here as well.

The $(I_n - W)$-transformation eliminates not only time effects but also possible unstable components. Thus, it can be applied to all possible data generating processes. We applied both transformations to our data. But as the results are fairly similar and in order to save space, we present only the results and theoretical foundations of the $(I_n - W)$-transformation.

Transforming the dynamic matching equation (10) by $(I_n - W)$, yields

\[(I_n - W)\ln M_t = \lambda W(I_n - W)\ln M_t + \gamma(I_n - W)\ln M_{t-1} + \delta W(I_n - W)\ln M_{t-1} + (I_n - W)\mathcal{X}_t + (I_n - W)\Xi_t, \quad t = 1, \ldots, T, (11)\]

where $\mathcal{X}_t = [\ln U_t, \ln V_t]$. The variance-covariance matrix of $(I_n - W)\Xi_t$ is given by

\[\text{Var}((I_n - W)\Xi_t) = \sigma^2 \Sigma_n\]

with $\Sigma_n = (I_n - W)(I_n - W)'$. As the components of the error term in the transformed model (11) are linearly dependent, an eigenvalue-eigenvector decomposition is used again. For that, the matrix $[F_n, H_n]$ is defined to be the orthonormal matrix of eigen-
vectors and $\Lambda_n$ is defined to be the diagonal matrix of nonzero eigenvalues of $\Sigma_n$ such that $\Sigma_n F_n = F_n \Lambda_n$ and $\Sigma_n H_n = 0$. The columns of $F_n$ consist of eigenvectors corresponding to nonzero eigenvalues, and those of $H_n$ are for zero eigenvalues of $\Sigma_n$. According to Lee and Yu (2010c), the transformed spatial weights matrix is defined as $W^* = \Lambda_n^{-1/2} F_n' W F_n \Lambda_n^{-1/2}$. Then, the (further) transformed model is given by

$$
(ln M_t)^* = \Lambda W^* (ln M_t)^* + \gamma (ln M_{t-1})^* + \delta W^* (ln M_{t-1})^* + \beta_t + c_n^* + \Xi_t^*,
$$

$t = 1, \ldots, T$, (13)

where $(ln M_t)^* = \Lambda_n^{-1/2} F_n' (I_n - W) ln M_t$ and the other variable are defined accordingly. Note that the transformed vector $(ln M_t)^*$ is of dimension $n^*$ where $n^*$ is the rank of $\sigma^2 \Sigma_n$. The concentrated log-likelihood of equation (13) is

$$
\ln L_{n,T}(\theta) = -\frac{n^* T}{2} \ln 2\pi - \frac{n^* T}{2} \ln \sigma^2 - (n - n^*) T \ln (1 - \lambda) + T \ln |S_n(\lambda)|
$$

$$
- \frac{1}{2\sigma^2} \sum_{t=1}^T \tilde{\Xi}_t(\theta)' (I_n - W)' \Sigma_n^+(I_n - W) \tilde{\Xi}_t(\theta)
$$

where $\tilde{\Xi}_t(\theta) = S_n(\lambda) \tilde{\ln M_t} - \tilde{Z}_t \vartheta$ with $Z_t = (ln M_{t-1}, W ln M_{t-1}, \mathcal{X}_i)$ and $\vartheta = (\gamma, \delta, \beta')$.

### 6 Estimation Results

In order to improve the success of the Federal Employment Office in placing unemployed persons in a job, the German government passed different laws to reform the German labor market during the period from 2002 until 2005 ("Hartz reforms"). Since one part of these reforms (becoming effective in 2004) entailed changes in the official definition of unemployment, we analyze the periods from 2000 until 2004 and from
2005 until 2009 separately.

Firstly, we estimate the basic matching model without any spatial terms. It is specified according to a two-way fixed effects model and it is estimated using the standard within-estimator. Secondly, we estimate the static matching specification and, thirdly, the dynamic matching model, both using the different spatial weights matrices that we defined before. As we have six different specifications for the spatial weights matrix, we have 13 regressions for each period. The regression results are shown in Tables 3 and 5 for the period from 2000 until 2004 while the results for the second period are in Tables 4 and 6.

As suggested by matching theory, the estimated elasticities of matches on both stocks are positive and significant in all specifications. The elasticity of matches on unemployment for the basic model during the period from 2000 until 2009 amounts to 0.599. This means that an increase of the unemployment stock by 1% results in an increase of matching by 0.599 percent. The estimated elasticities with respect to vacancies are much smaller than those with respect to the unemployed in all specifications. This finding might be related to the underreporting of vacant jobs to the Federal Employment Office. Furthermore, it can be explained by the high vacancy turnover, i.e. vacant jobs are filled within a month, and thus, are not counted in the end-of-month stocks.

Ignoring spatial effects, the elasticities on both stock variables are overestimated. This result is particularly relevant since the matching elasticities give an indication of the relative importance of unemployment and vacancies in the matching process. The Bayesian information criterion also indicates a better fit of the spatial panel models. The existence of this bias is theoretically shown in Franzese and Hays (2007). They argue that neglecting a spatial lag process results in an omitted-variable bias. Fahr and Sunde (2006b) and Fahr and Sunde (2006a) also using German data get for the elasticity on unemployment 0.41 and 0.54 and for the elasticity on vacancies 0.513 and 0.34, respec-

---

6For more details on this subject, see for example Baltagi (2005).
Table 3: Estimates of matching functions using the basic and the static spatial panel model for the period from 2000 until 2004

<table>
<thead>
<tr>
<th>dependent variable: $ln M_{it}$</th>
<th>basic</th>
<th>static</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ln U_{it}$</td>
<td>0.599</td>
<td>0.333</td>
</tr>
<tr>
<td>$ln V_{it}$</td>
<td>0.092</td>
<td>0.062</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>—</td>
<td>0.035</td>
</tr>
<tr>
<td>$\rho$</td>
<td>—</td>
<td>0.054</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.021</td>
<td>0.019</td>
</tr>
<tr>
<td>log-like</td>
<td>5624.658</td>
<td>5737.146</td>
</tr>
<tr>
<td>BIC</td>
<td>-0.857</td>
<td>-1.085</td>
</tr>
<tr>
<td>observations</td>
<td>10560</td>
<td>10560</td>
</tr>
</tbody>
</table>

Notes: t-statistics in parentheses. t-statistics of the static spatial panel model are computed using the asymptotic distribution derived in Lee and Yu (2010b). $\lambda$ is the spatial autoregressive coefficient and $\rho$ is the spatial autocorrelation coefficient.

Our smaller matching elasticities can be explained by the fact that our models control for spatial, time-dynamic and combined space-time effects separately. Note that the data source and the period of their data differ from ours as well.

The spatial autoregressive ($\lambda$) and the spatial autocorrelation ($\rho$) coefficient measuring the spatial effects in our model are significant and positive. Hence, the number of matches in the neighborhood influences the matching process in a particular local employment office. The positive spatial autocorrelation coefficient indicates regional effects that affect the matching process in more than one local employment office. The effect of the spatial error term is stronger than that of the spatial lag term for the static model, i.e. spatially correlated random components play an important role on German labor markets.

Furthermore, the estimation results show that the matching elasticities are fairly robust with respect to the choice of the spatial weights matrix. Notably, this holds for the vacancies in all specifications. Likewise, the time-dynamic effect ($\gamma$) is not sensitive to different spatial regimes as well. However, this is not true for the estimates of the spa-
Table 4: Estimates of matching functions using the basic and the static spatial panel model for the period from 2005 until 2009

<table>
<thead>
<tr>
<th>dependent variable: $\ln M_{it}$</th>
<th>time period: 2005-2009</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>basic</td>
</tr>
<tr>
<td>$\ln U_{it}$</td>
<td>0.697</td>
</tr>
<tr>
<td></td>
<td>(39.96)</td>
</tr>
<tr>
<td>$\ln V_{it}$</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>(17.5)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$\delta = 100$</td>
</tr>
<tr>
<td></td>
<td>$\delta = 250$</td>
</tr>
<tr>
<td></td>
<td>$\delta = 500$</td>
</tr>
<tr>
<td></td>
<td>$\delta = 1000$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>(2.8)</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>(108.67)</td>
</tr>
<tr>
<td>log-like</td>
<td>5936.595</td>
</tr>
<tr>
<td>BIC</td>
<td>-0.916</td>
</tr>
<tr>
<td>observations</td>
<td>10560</td>
</tr>
</tbody>
</table>

Notes: t-statistics are in parentheses. t-statistics of the static spatial panel model are computed using the asymptotic distribution derived in Lee and Yu (2010b). $\lambda$ is the spatial autoregressive coefficient and $\rho$ is the spatial autocorrelation coefficient.

Table 5: Estimates of matching functions using the spatial dynamic panel model for the period from 2000 until 2004

<table>
<thead>
<tr>
<th>dependent variable: $\ln M_{it}$</th>
<th>period: 2000-2004</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dynamic</td>
</tr>
<tr>
<td></td>
<td>(I-W)-transformation (after bias correction)</td>
</tr>
<tr>
<td>$\ln U_{it}$</td>
<td>0.285</td>
</tr>
<tr>
<td></td>
<td>(22.13)</td>
</tr>
<tr>
<td>$\ln V_{it}$</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>(12.9)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.638</td>
</tr>
<tr>
<td></td>
<td>(72.65)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.466</td>
</tr>
<tr>
<td></td>
<td>(53.63)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>-0.231</td>
</tr>
<tr>
<td></td>
<td>(-17.81)</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(70.92)</td>
</tr>
<tr>
<td>log-like</td>
<td>9618.98</td>
</tr>
<tr>
<td>BIC</td>
<td>-0.916</td>
</tr>
<tr>
<td>observations</td>
<td>10559</td>
</tr>
</tbody>
</table>

Notes: t-statistics are in parentheses. t-statistics of the dynamic spatial panel model are computed using the asymptotic distribution derived in Lee and Yu (2010c). $\lambda$ is the spatial autoregressive coefficient, $\gamma$ captures the time dynamic effect and $\delta$ captures the combined spatial-time effect.
Table 6: Estimates of matching functions using the spatial dynamic panel model for the period from 2005 until 2009

<table>
<thead>
<tr>
<th>dependent variable: ln $M_{it}$</th>
<th>period: 2005-2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>dynamic</td>
<td>(I-W)-transformation</td>
</tr>
<tr>
<td>(after bias correction)</td>
<td></td>
</tr>
<tr>
<td>binary</td>
<td></td>
</tr>
<tr>
<td>ln $U_{it}$</td>
<td>0.365 0.432 0.406 0.39 0.368 0.37</td>
</tr>
<tr>
<td>(27.96) (29.88) (27.67) (26.43) (27.9) (28.2)</td>
<td></td>
</tr>
<tr>
<td>ln $V_{it}$</td>
<td>0.039 0.041 0.038 0.037 0.04 0.039</td>
</tr>
<tr>
<td>(9.62) (9.15) (8.41) (8.04) (9.84) (9.6)</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.538 0.206 0.109 0.078 0.577 0.621</td>
</tr>
<tr>
<td>(53.54) (9.34) (5.71) (4.5) (52.06) (52.53)</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.507 0.513 0.51 0.515 0.514 0.512</td>
</tr>
<tr>
<td>(61.14) (57.81) (55.69) (55.97) (62.68) (61.98)</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>-0.246 -0.019* 0.045 0.051 -0.285 -0.316</td>
</tr>
<tr>
<td>(-18.2) (-0.82) (2.24) (2.73) (-19.87) (-20.43)</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.01 0.012 0.012 0.012 0.01 0.01</td>
</tr>
<tr>
<td>(71.16) (61.04) (58.77) (58.94) (71.42) (71.32)</td>
<td></td>
</tr>
<tr>
<td>log-like</td>
<td>9148.268 8494.757 8322.28 8234.828 9107.55 9114.678</td>
</tr>
<tr>
<td>BIC</td>
<td>-1.731 -1.607 -1.574 -1.557 -1.722 -1.724</td>
</tr>
<tr>
<td>observations</td>
<td>10559 10559 10559 10559 10559 10559</td>
</tr>
</tbody>
</table>

Notes: t-statistics are in parentheses. t-statistics of the dynamic spatial panel model are computed using the asymptotic distribution derived in Lee and Yu (2010c). $\lambda$ is the spatial autoregressive coefficient, $\gamma$ captures the time dynamic effect and $\delta$ captures the combined spatial-time effect.

tial coefficients ($\lambda$ and $\rho$) because they are sensitive to the choice of the spatial weights matrix.\(^7\)

In the empirical matching literature, matching functions are mostly specified in a static way.\(^8\) However, according to the Bayesian information criterion, the dynamic model fits the data better than the static model. This is in line with the positive temporal autocorrelation detected in the data. Thus, a dynamic approach is more appropriate for the modeling of matching functions.

Compared with the static model, the matching elasticities of the dynamic model are smaller. This can be explained by the strong time-dynamic effect in the data which is

\(^7\)Hujer et al. (2009) also find in their study that the long-term effect of labor market policies is unaffected by changes in the spatial weights while the estimates of spatial coefficients differ with the choice of the spatial weights matrix.

\(^8\)One exception is the contribution by Hujer et al. (2009) that specifies a spatial dynamic matching function for the analysis of the indirect and direct effects of active labor market policy at the regional level for Western Germany.
absorbed by the coefficients of the static model. Moreover, the coefficient of the spatial lag term ($\lambda$) is larger in the dynamic model. A reason for this might be that the dynamic model only contains a spatial lag term but not a spatial error term as the static model. The space-time effect is negative in some of the specifications. This means that an increase in the number of matches in neighboring local employment offices during the previous period results in lower matches during the present period. However, this result has to be taken with care. According to Ochsen (2009), the negative sign can arise from the perfect correlation of the space-time lagged variable with the time lagged and the spatially lagged variables.

Comparing both subperiods, the estimated elasticities of matches with respect to unemployment are larger during the period from 2005 until 2009 which holds for both the static and the dynamic model. Hence, the effect of additional unemployment on matching is stronger. However, the picture for the elasticities with respect to vacancies is different: They are larger during the time from 2000 until 2004 in case of the dynamic model while the opposite holds for the static model. Hence, we can conclude for the dynamic model that the relation between unemployed persons and vacant jobs has improved during the second period. The estimated spatial effects are similar for both subperiods in case of the static model while this is not true for the dynamic model. Only the pure time-dynamic effect is fairly similar in both subperiods.

7 Conclusion

In this paper, we estimate German matching functions taking into account spatial dependencies. We show that German matching data exhibit significant spatial autocorrelation. To avoid biased and inefficient estimates, we apply a spatial econometric modeling to the matching function. Our panel data set covers monthly information for 176 local employment offices in Germany for the period from 2000 until 2009. In order
to capture the dynamics on labor markets, we use not only a static modeling but also a dynamic model specification. For the estimation, we follow the methodology proposed in Lee and Yu (2010b) and in Lee and Yu (2010c) for the static and the dynamic model, respectively. To incorporate the spatial information into the model, we construct different spatial weights matrices. As the amount of commuting reflects interregional relations on labor markets, we exploit commuting data for the construction of different spatial weights matrices. Our results suggest that neglecting spatial dependencies yields overestimated matching elasticities. Furthermore, they show that the dynamic model captures the structure in the data in a more appropriate way.

Regarding policy implications, our results suggest significant spatial spillovers. This means that regional policy activities have wider consequences. On the one hand, a local unemployment shock is not limited to one region but has also effects on neighboring regions. But on the other hand, regional activities aiming at a reduction of unemployment also have an impact on neighboring regions. Since we use numbers of commuters to measure the spatial impact in our model, neighboring regions are not limited to those that are a neighbors in the literally sense. Hence, the presence and the range of spatial spillovers has to be taken into account when regional policy measures are designed.
Appendix

Panel unit root tests

Im, Pesaran and Shin (IPS) Test

Im et al. (2003) consider a sample of $N$ cross sections observed over $T$ time periods. They suppose that the stochastic process $y_{it}$ is generated by a first-order autoregressive process:

$$y_{it} = (1 - \phi_i)u_i + \phi_i y_{i,t-1} + \epsilon_{it}, \quad i = 1, \ldots, N, t = 1, \ldots, T$$

(15)

where initial values $y_{i0}$ are given. To test the null hypothesis of unit roots, i.e. $\phi_i = 1$ for all $i$, Im et al. (2003) express equation (15) further:

$$\Delta y_{it} = \alpha_i + \beta_i y_{i,t-1} + \epsilon_{it}$$

(16)

where $\alpha_i = (1 - \phi_i)u_i$, $\beta_1 = -(1 - \phi_i)$ and $\Delta y_{it} = y_{it} - y_{i,t-1}$. In this formulation, the null hypothesis that each series in the panel contains a unit root, and the alternative allowing for some (but not all) of the individual series to have a unit root, correspond to

$$H_0 : \beta_i = 0 \forall i$$

(17)

and

$$H_1 : \begin{cases} 
\beta_i < 0 & i = 1, \ldots, N_1 \\
\beta_i = 0 & i = N_1 + 1, \ldots, N.
\end{cases}$$

(18)

This formulation of the alternative is more general than the homogeneous alternative, i.e. $\beta_i = \beta < 0$. Im et al. (2003) assume that under the alternative hypothesis the fraction of the individual processes that are stationary is nonzero, namely if $\lim_{N \to \infty} (N_1 / N) = \delta$, $0 < \delta \leq 1$. This condition is necessary for the consistency of the test. Im et al. (2003) propose both unit root tests for heterogeneous panels with fixed $T$ and serially uncorrelated errors and unit root tests for heterogeneous panels with serially correlated errors. For the sake of brevity, we only consider the test for serially uncorrelated errors. The IPS $t$-bar statistic is defined as the average of the individual ADF statistics, i.e.

$$\bar{t} = \frac{1}{N} \sum_{i=1}^{N} t_{iT}$$

(19)
where \( t_{iT} \) is the individual \( t \)-statistic for testing \( H_0 : \beta_i = 0 \) for all \( i \) in equation (18). Im et al. (2003) show that for heterogeneous panels with serially uncorrelated errors the standardized \( t \)-bar statistic is distributed as standard normal as \( N \to \infty \) for a fixed \( T \), as long as \( T > 5 \) in the case of DF regressions with intercepts and \( T > 6 \) in the case of DF regressions with intercepts and linear time trends. Finally, in Monte Carlo experiments, Im et al. (2003) show that if a large enough lag order is selected for the underlying ADF regressions, then the small sample performance of the \( t \)-bar test is reasonably satisfactory and generally better than the Levin et al. (2002) (LLC) test.

**Fisher-type Tests**

Let \( G_{iT} \) be a unit root test statistic for the \( i \)th group in a panel and assume that as the time series observations for the \( i \)th group \( T_i \to \infty \), \( G_{iT} \Rightarrow G_i \) where \( G_i \) is a nondegenerate random variable. Let \( p_i \) be the asymptotic \( p \)-value of a unit root test for cross-section \( i \), i.e. \( p_i = F(G_{iT}) \), where \( F(\bullet) \) is the distribution function of the random variable \( G_i \) (see Baltagi (2005)). Maddala and Wu (1999) propose a Fisher-type test

\[
P = -2 \sum_{i=1}^{N} \ln p_i
\]

which combines the \( p \)-values from unit root tests for each cross-section \( i \) to test for unit roots in the panel data set. The statistic \( P \) has a \( \chi^2 \) distribution with two degrees of freedom as \( T_i \to \infty \) for finite \( N \). Maddala and Wu (1999) argue that the advantage of this test is, firstly, that no balanced panel is required as it is the case for the IPS test. Secondly, it is possible to use different lag lengths in the individual ADF regressions and, thirdly, it can be carried out for any panel unit root test. However, the \( p \)-values have to be derived by Monte Carlo simulation which is a disadvantage of this test. Moreover, Maddala and Wu (1999) find that the Fisher-type test with bootstrap-based critical values performs the best and is the preferred choice for testing the null hypothesis of nonstationarity as well as in testing for cointegration in panels.
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Note: This figure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used to show where the points are located on the German map (see Figure 9).

Figure 10: Moran scatter plots using yearly averages of standardized matches for the period from 2000 until 2003
Note: This figure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used to show where the points are located on the German map (see Figure 9).

Figure 11: Moran scatter plots using yearly averages of standardized matches for the period from 2004 until 2007
Note: This figure plots spatially lagged matches against demeaned matches. The colors identify the location of the points in the four quadrants. They are used to show where the points are located on the German map (see Figure 9).

Figure 12: Moran scatter plots using yearly averages of standardized matches in 2008
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Note: The colors indicate the four quadrants of the Moran scatter plot as shown in Figure 10.

Figure 13: German maps indicating the position of points in Moran scatter plot for yearly averages of standardized matches for period from 2000 until 2003
Figure 14: German maps indicating the position of points in Moran scatter plot for yearly averages of standardized matches for period from 2004 until 2007.
Note: The colors indicate the four quadrants of the Moran scatter plot as shown in Figure 10.

Figure 15: German map indicating the position in Moran scatter plot for yearly averages of standardized matches in 2008.
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