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Abstract

The purpose of this essay is to give an overview of some recent work concerning structural properties of the evolution of the forward rate curve in an arbitrage free bond market. The main problems to be discussed are as follows.

- When is a given forward rate model consistent with a given family of forward rate curves?
- When can the inherently infinite dimensional forward rate process be realized by means of a finite dimensional state space model.

We consider interest rate models of Heath-Jarrow-Morton type, where the forward rates are driven by a multidimensional Wiener process, and where the volatility is allowed to be an arbitrary smooth functional of the present forward rate curve. Within this framework we give necessary and sufficient conditions for consistency, as well as for the existence of a finite dimensional realization, in terms of the forward rate volatilities.
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1 Introduction

1.1 Setup

We consider a bond market model (see [2], [27]) living on a filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{Q})\) where \(\mathbb{F} = \{\mathcal{F}_t\}_{t \geq 0}\). The basis is assumed to carry a standard \(m\)-dimensional Wiener process \(W_t\), and we also assume that the filtration \(\mathbb{F}\) is the internal one generated by \(W\).

By \(p(t, x)\) we denote the price, at \(t\), of a zero coupon bond maturing at \(t + x\), and the forward rates \(r(t, x)\) are defined by

\[
 r(t, x) = \frac{\partial \log p(t, x)}{\partial x}.
\]

Note that we use the Musiela parameterisation, where \(x\) denotes the time to maturity. The short rate \(R\) is defined as \(R(t) = r(t, 0)\), and the money account \(B\) is given by \(B(t) = \exp \left\{ \int_0^t R(s) ds \right\}\). The model is assumed to be free of arbitrage in the sense that the measure \(\mathbb{Q}\) above is a martingale measure for the model. In other words, for every fixed time of maturity \(T \geq 0\), the process \(Z(t, T) = p(t, T - t)/B(t)\) is a \(\mathbb{Q}\)-martingale.

Let us now consider a given forward rate model of the form

\[
\begin{aligned}
 dr(t, x) &= \beta(t, x) dt + \sigma(t, x) dW, \\
 r(0, x) &= r^\circ(0, x).
\end{aligned}
\]  

(1)

where, for each \(x\), \(\beta\) and \(\sigma\) are given optional processes. The initial curve \(\{r^\circ(0, x); \ x \geq 0\}\) is taken as given. It is interpreted as the observed forward rate curve.

The standard Heath-Jarrow-Morton drift condition ([20]) can easily be transferred to the Musiela parameterisation. The result (see [6], [26]) is as follows.

**Proposition 1.1 (The Forward Rate Equation)** Under the martingale measure \(\mathbb{Q}\) the \(r\)-dynamics are given by

\[
\begin{aligned}
 dr(t, x) &= \left\{ \frac{\partial}{\partial x} r(t, x) + \sigma(t, x) \int_0^x \sigma(t, u)^* du \right\} dt + \sigma(t, x) dW(t), \\
 r(0, x) &= r^\circ(0, x).
\end{aligned}
\]  

(2)

(3)
where * denotes transpose.

1.2 Main Problems

Suppose now that we are given a concrete model \( \mathcal{M} \) within the above framework, i.e. suppose that we are given a concrete specification of the volatility process \( \sigma \). We now formulate a couple of natural problems:

1. Take, in addition to \( \mathcal{M} \), also as given a parameterized family \( \mathcal{G} \) of forward rate curves. Under which conditions is the family \( \mathcal{G} \) consistent with the dynamics of \( \mathcal{M} \)? Here consistency is interpreted in the sense that, given an initial forward rate curve in \( \mathcal{G} \), the interest rate model \( \mathcal{M} \) will only produce forward rate curves belonging to the given family \( \mathcal{G} \).

2. When can the given, inherently infinite dimensional, interest rate model \( \mathcal{M} \) be written as a finite dimensional state space model? More precisely, we seek conditions under which the forward rate process \( r(t, x) \) induced by the model \( \mathcal{M} \), can be realized by a system of the form

\[
\begin{align*}
    dZ_t &= a(Z_t) dt + b(Z_t) dW_t, \\
    r(t, x) &= G(Z_t, x).
\end{align*}
\]

where \( Z \) (interpreted as the state vector process) is a finite dimensional diffusion, \( a(z) \), \( b(z) \) and \( G(z, x) \) are deterministic functions and \( W \) is the same Wiener process as in in (2).

As will be seen below, these two problems are intimately connected, and the main purpose of this chapter is to give an overview of some recent work in this area. The text is mainly based on [3], [4] and [5], but the presentation given below is more focused on geometric intuition than the original articles, where full proofs, technical details and further results can be found. In the analysis below we use ideas from systems and control theory (see [24]) as well as from nonlinear filtering theory (see [8]). References to the literature will sometimes be given in the text, but will mainly be summarised in the Notes at the end of each section.

The organisation of the text is as follows. In Section 2 we study the existence of a finite dimensional factor realization in the comparatively simple case when the forward rate volatilities are deterministic. In Section 3 we study the general consistency problem, and in Section 4 we use the consistency results from Section 3 in order to give a fairly complete picture of the nonlinear realization problem.

2 Linear Realization Theory

In the general case, the forward rate equation (2) is a highly nonlinear infinite dimensional SDE but, as can be expected, the special case of linear dynamics is
much easier to handle. In this section we therefore concentrate on linear forward rate models, and look for finite dimensional linear realizations.

2.1 Deterministic Forward Rate Volatilities

For the rest of the section we only consider the case when the volatility \( \sigma(t, x) = [\sigma_1(t, x), \ldots, \sigma_m(t, x)] \) is a deterministic time-independent function \( \sigma(x) \) of \( x \) only.

**Assumption 2.1** The volatility \( \sigma \) is a deterministic \( C^\infty \)-mapping \( \sigma : R_+ \to R^m \)

Denoting the function \( x \mapsto r(t, x) \) by \( r(t) \) we have, from (2),

\[
\begin{align*}
\frac{dr(t)}{dt} &= \{F r(t) + D\} dt + \sigma dW(t), \quad (6) \\
r(0) &= r^o(0). \quad (7)
\end{align*}
\]

Here the linear operator \( F \) is defined by

\[
F = \frac{\partial}{\partial x}, \quad (8)
\]

whereas the function \( D \) is given by

\[
D(x) = \sigma(x) \int_0^x \sigma(s)^* ds. \quad (9)
\]

The point to note here is that, because of our choice of a deterministic volatility \( \sigma(x) \), the forward rate equation (6) is a linear (or rather affine) SDE. Because of this linearity (albeit in infinite dimensions) we therefore expect to be able to provide an explicit solution of (6). We now recall that a scalar equation of the form

\[
dy(t) = [ay(t) + b] dt + cdW(t)
\]

has the solution

\[
y(t) = e^{at} y(0) + \int_0^t e^{a(t-s)} b ds + \int_0^t e^{a(t-s)} c dW(s),
\]

and we are led to conjecture that the solution to (6) is given by the formal expression

\[
r(t) = e^{Ft} r^o + \int_0^t e^{F(t-s)} D ds + \int_0^t e^{F(t-s)} \sigma dW(s).
\]

The formal exponential \( e^{Ft} \) acts on real valued functions, and we have to figure out how it operates. From the standard series expansion of the exponential function one is led to write

\[
[e^{Ft} f](x) = \sum_{n=0}^{\infty} \frac{t^n}{n!} [F^n f](x) \quad (10)
\]
In our case $F^n = \frac{\partial^n f}{\partial x^n}$, so (assuming $f$ to be analytic) we have

$$[e^{Ft}f](x) = \sum_{n=0}^{\infty} \frac{t^n}{n!} \frac{\partial^n f}{\partial x^n}(x)$$  \hspace{1cm} (11)

This is, however, just a Taylor series expansion of $f$ around the point $x$, so for analytic $f$ we have $[e^{Ft}f](x) = f(x+t)$. We have in fact the following precise result (which can be proved rigorously).

**Proposition 2.1** The operator $F$ is the infinitesimal generator of the semigroup of left translations, i.e. for any $f \in C[0, \infty)$ we have

$$[e^{Ft}f](x) = f(t+x).$$

The solution of the forward rate equation (6) is given by as

$$r(t, x) = e^{Ft} r^\alpha(0, x) + \int_0^t e^{F(t-s)} D(x) ds + \int_0^t e^{F(t-s)} \sigma(x) dW(s)$$  \hspace{1cm} (12)

or equivalently by

$$r(t, x) = r^\alpha(0, x+t) + \int_0^t D(x+t-s) ds + \int_0^t \sigma(x+t-s) dW(s).$$  \hspace{1cm} (13)

From (12) it is clear by inspection that we may write the forward rate equation (6) as

$$dr_0(t, x) = Fr_0(t, x) dt + \sigma(x) dW(t), \quad r_0(0, x) = 0$$  \hspace{1cm} (14)

$$r(t, x) = r_0(t, x) + \delta(t, x),$$  \hspace{1cm} (15)

where $\delta$ is given by

$$\delta(t, x) = r^\alpha(0, x+t) + \int_0^t D(x+t-s) ds$$  \hspace{1cm} (16)

Since $\delta(t, x)$ is not affected by the input $W$, we see that the problem of finding a realization for the term structure system (6) is equivalent to that of finding a realization for (14). We are thus led to the following definition.

**Definition 2.1** A matrix triple $[A, B, C(x)]$ is called an $n$-dimensional realization of the systems (6) and (14) if $r_0$ has the representation

$$dZ(t) = AZ(t) dt + BdW(t), \quad Z(0) = 0.$$  \hspace{1cm} (17)

$$r_0(t, x) = C(x) Z(t),$$  \hspace{1cm} (18)
Our main problems are now as follows.

- Take as a priori given a volatility structure $\sigma(x)$.
- When does there exist a finite dimensional realization?
- If there exists a finite dimensional realization, what is the minimal dimension?
- How do we construct a minimal realization from knowledge of $\sigma$?
- Is there an economic interpretation of the state process $Z$ in the realization?

2.2 Existence of Finite Linear Realizations

We will now go on to study the existence of a finite dimensional realization of the stochastic system (14), and in order to get some ideas, suppose that there actually exists a finite dimensional realisation of (14) of the form (17)-(18). Solving (14) we have

$$r_0(t, x) = \int_0^t e^{F(t-s)} \sigma(x) dW(s) = \int_0^t \sigma(x + t - s) dW(s),$$

while, from the realization (17)-(18), we also have

$$r_0(t, x) = C(x) Z(t) = C(x) \int_0^t e^{A(t-s)} B dW(s)$$

Thus we have, with probability one, for each $x$ and each $t$,

$$\int_0^t \sigma_x(t-s) dW(s) = \int_0^t C(x) e^{A(t-s)} B dW(s) \quad (19)$$

where we use subindex $x$ to denote left translation, i.e. $f_x(t) = f(x + t)$. This leads us immediately to conjecture that the equation

$$\sigma_x(t) = C(x) e^{At} B$$

must hold for all $x$ and $t$, and we have our first main result.

Proposition 2.2

1. The forward rate process has a finite dimensional linear realization if and only if the volatility function $\sigma$ can be written on the form

$$\sigma(x) = C_0 e^{Ax} B \quad (20)$$
2. If $\sigma$ has the form (20) then a concrete realization of $r_0$ is given by

$$dZ(t) = AZ(t)dt + BdW(t), \quad Z(0) = 0. \quad (21)$$

$$r_0(t, x) = C(x)Z(t), \quad (22)$$

with $A, B$ as in (20), and with $C(x) = C_0 e^{Ax}$. The forward rates $r(t, x)$ are then given by (15)-(16).

**Proof.** It is clear from the discussion above that if there exists a finite realization, then we must have the factorisation $\sigma_x(t) = C(x)e^{At}B$. Setting $x = 0$, and denoting $C(0)$ by $C_0$, in this gives us the relation (20). If, on the other hand, $\sigma$ factors as in (20), then we simply define $Z$ as in (21). A direct calculation as above then shows that we have $r_0(t, x) = C_0 e^{Ax}z(t)$. $lacksquare$

**Remark 2.1** Let us call a function of the form $ce^{Ax}b$, where $c$ is a row vector, $A$ is a square matrix and $b$ is a column vector, a quasi-exponential (or QE) function. The general form of a quasi-exponential function $f$ is given by

$$f(x) = \sum_i e^{\lambda_i x} + \sum_j e^{\alpha_j x} \left[ p_j(x) \cos(\omega_j x) + q_j(x) \sin(\omega_j x) \right], \quad (23)$$

where $\lambda_i, \alpha_j, \omega_j$ are real numbers, whereas $p_j$ and $q_j$ are real polynomials.

QE functions will turn up again, so we list some simple properties.

**Lemma 2.1** The following hold for the quasi-exponential functions.

- A function is QE if and only if it is a component of the solution of a vector valued linear ODE with constant coefficients.
- A function is QE if and only if it can be written as $f(x) = ce^{Ax}b$.
- If $f$ is QE, then $f'$ is QE.
- If $f$ is QE, then its primitive function is QE.
- If $f$ and $g$ are QE, then $fg$ is QE.

2.3 Transfer Functions

Using ideas from linear systems theory, an alternative view of the realization problem is obtained by studying transfer functions, i.e. by going to the frequency domain. To get some intuition, consider again the equation

$$dr_0(t, x) = Fr_0(t, x)dt + \sigma(x)dW(t), \quad r_0(0, x) = 0. \quad (24)$$
Let us now formally “divide by $dt$”, which gives us
\\
\[ \frac{dr_0}{dt}(t,x) = \mathbf{Fr}_0(t,x) + \sigma(x) \frac{dW}{dt}(t), \]
\\
where the formal time derivative $\frac{dW}{dt}(t)$ is interpreted as white noise. We interpret this equation as an input-output system where the random input signal $t \mapsto \frac{dW}{dt}(t)$ is transformed into the infinite dimensional output signal $t \mapsto r_0(t, \cdot)$. We thus view the equation as a version of the following controlled ODE
\\
\[ \frac{dr_0}{dt}(t,x) = \mathbf{Fr}_0(t,x) + \sigma(x)u(t), \quad r_0(0) = 0, \]
\\
where $u$ is a deterministic input signal. Generally speaking, tricks like this does not work directly, since we are ignoring the difference between standard differential calculus, which is used to analyze (25), and Itô calculus which we use when dealing with SDEs. In this case, however, because of the linear structure, the second order Itô term will not come into play, so we are safe. (See the discussion in Section 3.4 around the Stratonovich integral for how to treat the nonlinear situation.)

It is now natural to study the transfer function for the system (25), which relates the Laplace transform of the input signal to the Laplace transform of the output signal.

**Definition 2.2** The transfer function, $K(s,x)$, for (25) is determined by the relation
\\
\[ \tilde{r}_0(s,x) = K(s,x)\tilde{u}(s), \]
\\
where $\tilde{}$ denotes the Laplace transform in the $t$-variable.

From the uniqueness of the Laplace transform we then have the following result.

**Lemma 2.2** The system
\\
\[ dZ(t) = A Z(t) dt + B dW(t), \quad Z(0) = 0. \]
\[ r_0(t,x) = C(x) Z(t), \]
\\
is a realization of
\\
\[ dr_0(t,x) = \mathbf{Fr}_0(t,x) dt + \sigma(x) dW(t), \quad r_0(0,x) = 0 \]
\\
if and only if the deterministic control system
\\
\[ \frac{dr_0}{dt}(t,x) = \mathbf{Fr}_0(t,x) + \sigma(x)u(t), \]
\\
is a realization of
has the same transfer function as the system

\[
\frac{dZ}{dt}(t) = AZ(t) + Bu(t), \quad (30)
\]
\[
r_0(t, x) = C(x)Z(t). \quad (31)
\]

Furthermore we have

**Lemma 2.3** The transfer function \(K(s, x)\) of (29) is given by

\[
K(s, x) = \mathcal{L}[\sigma_x](s),
\]

where \(\mathcal{L}\) denotes the Laplace transform, and \(\sigma_x\) denotes left translation.

**Proof.** From (29) we have

\[
r_0(t, x) = \int_0^t \sigma(x + t - s)u(s)ds = [\sigma_x \ast u](t),
\]

and thus

\[
\tilde{r}_0(s, x) = \mathcal{L}[\sigma_x](s)\tilde{u}(s).
\]

For concrete computation of a realization, the following result is useful.

**Lemma 2.4**

- The transfer function of the system (30)-(31) is given by

\[
K(s, x) = C(x)[sI - A]^{-1}B.
\]

- The \(r_0\) system has a finite realization if and only if there exists a factorization of the form

\[
\mathcal{L}[\sigma_x](s) = C(x)[sI - A]^{-1}B
\]

- Denote the transfer function of \(r_0\) by \(K(s, x)\), and assume that there exits a finite dimensional realization. If we have fund \(A, B\) and \(C\) such that

\[
K(s, 0) = C[sI - A]^{-1}B,
\]

then a realization of \(r_0\) is given by \([A, B, Ce^{Ax}]\).
Proof. The first assertion is immediately obtained by taking the Laplace transform of (30)-(31). The second follows at from Lemma 2.2, and the third from Proposition 2.2.

If we want to find a concrete realization for a given system, we thus have two possibilities. We can either look for a factorization of the volatility function as \( \sigma(x) = C e^{Ax} B \), or we can try to factor the transfer function as \( K(s,0) = C [sI - A]^{-1} B \). From a logical point of view the two approaches are equivalent, but from a practical point of view it is much easier to factor the transfer function than to factor the volatility. There are in fact a number of standard algorithms in the systems theoretic literature which construct a realization, given knowledge of the transfer functions. See [7].

2.4 Minimal Realizations

The purpose of this section is to determine the minimal dimension of a finite dimensional realization.

Definition 2.3 The dimension of a realization \([A, B, C(x)]\) is defined as the dimension of the corresponding state space. A realization \([A, B, C(x)]\) is said to be minimal if there is no other realization with smaller dimension. The McMillan-degree, \( D \), of the forward rate system is defined as the dimension of a minimal realization.

In order to get a feeling for how to determine the McMillan degree, we note that \( r_0 \) has a finite dimensional realization if and only if \( r_0 \) evolves on a finite dimensional subspace in the infinite dimensional function space \( \mathcal{H} \). Furthermore, it seems obvious that the McMillan degree equals the dimension of this subspace.

In order to determine the subspace above, let us again view the \( r_0 \) system as a special case of the following controlled equation, where we have suppressed \( x \).

\[
\begin{align*}
\frac{dr_0}{dt} & = Fr_0(t) + \sigma u(t), \\
r_0(0) & = 0.
\end{align*}
\]

The solution of this equation is given by

\[
r_0(t) = \int_0^t e^{F(t-s)} \sigma u(s) ds = \int_0^t \sum_{n=0}^\infty \frac{(t-s)^n}{n!} F^n \sigma u(s) ds.
\]

This is a linear combination of vectors of the form \( F^n \sigma_1 \), so we see that the smallest subspace \( \mathcal{R} \) which contains \( r_0(t) \) for all \( t \) and for all choices of the input signal \( u \) is given by

\[
\mathcal{R} = span [\sigma, F \sigma, F^2 \sigma, \cdots] = span [F^k \sigma_1 : i = 1, \cdots, m. \ k = 0, 1, \cdots] \quad (33)
\]

We thus have the following result.
Proposition 2.3 Take the volatility function
\[ \sigma = [\sigma_1, \ldots, \sigma_m] \]
as given. Then the McMillan degree, \( D \), is given by
\[ D = \text{dim}(\mathcal{R}), \quad (34) \]
with \( \mathcal{R} \) defined as in (34). The forward rate system thus admits a finite dimensional realization if and only if the space spanned by the components of \( \sigma \) and all their derivatives is finite dimensional.

2.5 Economic Interpretation of the State Space

In general, the state space of the minimal realization of a given system has no concrete (e.g. physical) interpretation. In our case, however, the states of the minimal realization turn out to have a simple economic interpretation in terms of a minimal set of “benchmark” forward rates.

Assume that \([A, B, C]\) is a minimal realization, of dimension \( n \), of the forward rates as in (21)-(22). Let us choose a set of “benchmark” maturities \( x_1, \ldots, x_n \). We use the notation \( x = (x_1, \ldots, x_n) \). Assume furthermore that the maturity vector \( \bar{x} \) is chosen so that the matrix
\[ T(\bar{x}) = \begin{bmatrix} Ce^{Ax_1} \\ \vdots \\ Ce^{Ax_n} \end{bmatrix} \]
is invertible. It can be shown (see [4]) that, outside a set of measure zero, this can always be done as long as the maturities are distinct. We use the notation
\[ r_0(t, \bar{x}) = \begin{bmatrix} r_0(t, x_1) \\ \vdots \\ r_0(t, x_n) \end{bmatrix} \]
and corresponding interpretations for column vectors like \( r(t, \bar{x}), \delta(t, \bar{x}) \) etc.

The following result shows how the entire term structure is determined by the benchmark forward rates.

Proposition 2.4 Assume that (21)-(22) is a minimal realization of the forward rates, and assume furthermore that a maturity vector \( \bar{x} = (x_1, \ldots, x_n) \) is chosen as above. Then the following hold.

- With notation as above, the vector \( r(t, \bar{x}) \) of benchmark forward rates has the dynamics
  \[ dr(t, \bar{x}) = \left[ T(\bar{x})AT^{-1}(\bar{x})r(t, \bar{x}) + \Psi(t, \bar{x}) \right] dt + T(\bar{x})BdW(t), \quad (35) \]
  \[ r(0, \bar{x}) = r^*(0, \bar{x}), \]
where the deterministic function \( \Psi \) is given by

\[
\Psi(t, x) = \frac{\partial r}{\partial x}(0, t\bar{e} + \bar{x}) + D(t\bar{e} + \bar{x}) - T(\bar{x})A^{-1}(\bar{x})\delta(t, \bar{x})
\]

Here \( \bar{e} \in R^n \) denotes the vector with unit components, i.e.

\[
\bar{e} = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix}
\]

- The system of benchmark forward rates determine the entire forward rate process according to the formula

\[
r(t, x) = C e^{Ax} T^{-1}(\bar{x})r(t, \bar{x}) - C e^{Ax} T^{-1}(\bar{x})\delta(t, \bar{x}) + \delta(t, x). \quad (36)
\]

- The correspondence between \( Z \) and \( r \) is given by

\[
r_0(t, \bar{x}) = T(\bar{x})Z(t) \quad (37)
\]

**Proof.** See [4]. \( \blacksquare \)

The conclusion is thus that the state variables of a minimal realization can be interpreted as an affine transformation of a vector of benchmark forward rates.

### 2.6 Examples

In this section we will give some simple illustrations of the theory. Note the handling of multiple roots of the matrix \( A \), and the fact that the input noise can have dimension smaller than the dimension of \( A \).

**Example 2.1** \( \sigma(x) = \sigma e^{-ax} \)

We consider a model driven by a one dimensional Wiener process, having the forward rate volatility structure

\[
\sigma(x) = \sigma e^{-ax},
\]

where \( \sigma \) in the right hand side denotes a constant. (The reader will probably recognize this example as the Hull-White model.) We start by determining the McMillan degree \( D \), and by Proposition 2.3 we have

\[
D = \text{dim}(\mathcal{R}),
\]
where the space $\mathcal{R}$ is given by

$$
\mathcal{R} = \text{span} \left[ \frac{d^k}{dx^k} e^{-ax} ; k \geq 0 \right].
$$

It is obvious that $\mathcal{R}$ is one dimensional, and that it is spanned by the single function $e^{-ax}$. Thus the McMillan degree is given by $D = 1$. We now want to apply Proposition 2.2 to find a realization, so we must factor the volatility function. In this case this is easy, since we have the trivial factorization $\sigma(x) = 1 \cdot e^{-ax} \cdot \sigma$. In the notation of Proposition 2.2 we thus have

$$
C_0 = 1,
A = -a,
B = \sigma.
$$

A realization of the forward rates is thus given by

$$
dZ(t) = -aZ(t)dt + \sigma dW(t),
n_r(t, x) = e^{-ax}Z(t),
r(t, x) = r_0(t, x) + \delta(t, x),
$$

and since the state space in this realization is of dimension one, the realization is minimal. We see that if $a > 0$ then the system is asymptotically stable.

We now go on to the interpretation of the state space, and since $D = 1$ we can choose a single benchmark maturity. The canonical choice is of course $x_1 = 0$, i.e. we choose the instantaneous short rate $R(t)$ as the state variable. In the notation of Proposition 2.4 we then have

$$
T(\bar{x}) = 1,
r(t, \bar{x}) = R(t),
$$

and we get rate dynamics

$$
dR(t) = \{ \Psi(t, 0) - aR(t) \} dt + \sigma dW(t).
$$

Thus we see that we have indeed the Hull-White extension of the Vasicek model. Note however that we do not have to choose the benchmark maturity as $x_1 = 0$. We can in fact choose any fixed maturity, $x_1$ and then use the corresponding forward rate as benchmark. This will give us the dynamics

$$
dr(t, x_1) = \{ \Psi(t, x_1) - ar(t, x_1) \} dt + e^{-ax_1} dW(t),
$$

and now the entire forward rate curve will be determined by the $x_1$-rate according to formula (36).

**Example 2.2** \( \sigma(x) = xe^{-ax} \)
In this example we still have a single driving Wiener process, but the volatility function is now “hump-shaped”.
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By taking derivatives of $\sigma(x)$ we immediately see, from Proposition 2.3 that $\mathcal{R}$ is given by

$$\mathcal{R} = \text{span} \left[ xe^{-ax}, e^{-ax} \right],$$

so in this case $D = 2$, and we have a two dimensional minimal state space. In order to obtain a realization we compute the transfer function $K(s, x)$, which is given by Lemma 2.3 as

$$K(s, x) = \mathcal{L} \left[ (x + \cdot) e^{-a(x + \cdot)} \right](s).$$

An easy calculation gives us

$$K(s, x) = \frac{e^{-ax}}{(a + s)^2} + \frac{xe^{-ax}}{(a + s)} = \frac{sxe^{-ax} + (1 + ax)e^{-ax}}{(a + s)^2},$$

and we now look for a realization of this transfer function (for a fixed $x$). The obvious thing to do is to use the standard controllable realization (see [7]), and we obtain

$$C(x) = \left[ xe^{-ax}, (1 + ax)e^{-ax} \right],$$

$$A = \begin{bmatrix} -2a & -a^2 \\ 1 & 0 \end{bmatrix},$$

$$B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.$$ 

Since $D = 2$ and this realization is two-dimensional we have a minimal realization, given by

$$dZ_1(t) = -2aZ_1(t)dt - a^2Z_2(t)dt + dW(t),$$

$$dZ_2(t) = Z_1(t)dt,$$

$$r_0(t, x) = xe^{-ax}Z_1(t) + (1 + ax)e^{-ax}Z_2(t),$$

$$r(t, x) = r_0(t, x) + \delta(t, x).$$

We have a double eigenvalue of the system matrix $A$ at $\lambda_1 = -a$, so if $a > 0$ the system is asymptotically stable.

### 2.7 Notes

This section is mainly based on [4]. The first paper to appear in this area was to our knowledge the preprint [26], where the Musiela parameterization and the space $\mathcal{R}$ is discussed in some detail. See also the closely related and interesting preprints [15] [16] and [32]. Because of the linear structure, the theory above is closely connected to (and in a sense inverse to) the theory of affine term structures developed in [13]. The standard reference on infinite dimensional SDEs is [12], where one also can find a presentation of the connections between control theory and infinite dimensional linear stochastic equations.
3 Invariant Manifolds

In this section we study when a given submanifold of forward rate curves is invariant under the action of a given interest rate model. This problem is of interest from an applied as well as from a theoretical point of view. In particular we will use the results from this section to analyze problems about existence of finite dimensional factor realizations for interest rate models on forward rate form. Invariant manifolds are, however, also of interest in their own right, so we begin by discussing a concrete problem which naturally leads to the invariance concept.

3.1 Parameter Recalibration

A standard procedure when dealing with concrete interest rate models on a high frequency (say, daily) basis can be described as follows:

1. At time $t = 0$, use market data to fit (calibrate) the model to the observed bond prices.
2. Use the calibrated model to compute prices of various interest rate derivatives.
3. The following day ($t = 1$), repeat the procedure in 1. above in order to recalibrate the model, etc..

To carry out the calibration in step 1. above, the analyst typically has to produce a forward rate curve $\{r(0, x); x \geq 0\}$ from the observed data. However, since only a finite number of bonds actually trade in the market, the data consist of a discrete set of points, and a need to fit a curve to these points arises. This curve-fitting may be done in a variety of ways. One way is to use splines, but also a number of parameterized families of smooth forward rate curves have become popular in applications—the most well-known probably being the Nelson-Siegel (see [28]) family. Once the curve $\{r(0, x); x \geq 0\}$ has been obtained, the parameters of the interest rate model may be calibrated to this.

Now, from a purely logical point of view, the recalibration procedure in step 3. above is of course slightly nonsensical: If the interest rate model at hand is an exact picture of reality, then there should be no need to recalibrate. The reason that everyone insists on recalibrating is of course that any model in fact only is an approximate picture of the financial market under consideration, and recalibration allows incorporating newly arrived information in the approximation. Even so, the calibration procedure itself ought to take into account that it will be repeated. It appears that the optimal way to do so would involve a combination of time series and cross-section data, as opposed to the purely cross-sectional curve-fitting, where the information contained in previous curves is discarded in each recalibration.
The cross-sectional fitting of a forward curve and the repeated recalibration is thus, in a sense, a pragmatic and somewhat non-theoretical endeavour. Nonetheless, there are some nontrivial theoretical problems to be dealt with in this context, and the problem to be studied in this section concerns the consistency between, on the one hand, the dynamics of a given interest rate model, and, on the other hand, the forward curve family employed.

What, then, is meant by consistency in this context? Assume that a given interest rate model $M$ (e.g. the Hull-White model) in fact is an exact picture of the financial market. Now consider a particular family $G$ of forward rate curves (e.g. the Nelson-Siegel family) and assume that the interest rate model is calibrated using this family. We then say that the pair $(M, G)$ is consistent (or, that $M$ and $G$ are consistent) if all forward curves which may be produced by the interest rate model $M$ are contained within the family $G$. Otherwise, the pair $(M, G)$ is inconsistent.

Thus, if $M$ and $G$ are consistent, then the interest rate model actually produces forward curves which belong to the relevant family. In contrast, if $M$ and $G$ are inconsistent, then the interest rate model will produce forward curves outside the family used in the calibration step, and this will force the analyst to change the model parameters all the time—not because the model is an approximation to reality, but simply because the family does not go well with the model.

Put into more operational terms this can be rephrased as follows.

- Suppose that you are using a fixed interest rate model $M$. If you want to do recalibration, then your family $G$ of forward rate curves should be chosen is such a way as to be consistent with the model $M$.

Note however that the argument also can be run backwards, yielding the following conclusion for empirical work.

- Suppose that a particular forward curve family $G$ has been observed to provide a good fit, on a day-to-day basis, in a particular bond market. Then this gives you modelling information about the choice of an interest rate model in the sense that you should try to use/construct an interest rate model which is consistent with the family $G$.

We now have a number of natural problems to study.

I Given an interest rate model $M$ and a family of forward curves $G$, what are necessary and sufficient conditions for consistency?

II Take as given a specific family $G$ of forward curves (e.g. the Nelson-Siegel family). Does there exist any interest rate model $M$ which is consistent with $G$?
Take as given a specific interest rate model $\mathcal{M}$ (e.g. the Hull-White model). Does there exist any finitely parameterized family of forward curves $\mathcal{G}$ which is consistent with $\mathcal{M}$?

In this section we will mainly address problem (I) above. Problem II has been studied, for special cases, in [17], [18], whereas Problem III can be shown (see Proposition 4.2) to be equivalent to the problem of finding a finite dimensional factor realization of the model $\mathcal{M}$ and we provide a fairly complete solution in Section 4.

### 3.2 Invariant Manifolds

We now move on to give precise mathematical definition of the consistency property discussed above, and this leads us to the concept of an invariant manifold.

**Definition 3.1 (Invariant manifold)** Take as given the forward rate process dynamics (2). Consider also a fixed family (manifold) of forward rate curves $\mathcal{G}$. We say that $\mathcal{G}$ is locally invariant under the action of $r$ if, for each point $(s, r) \in R_+ \times \mathcal{G}$, the condition $r_s \in \mathcal{G}$ implies that $r_t \in \mathcal{G}$, on a time interval with positive length. If $r$ stays forever on $\mathcal{G}$, we say that $\mathcal{G}$ is globally invariant.

The purpose of this section is to characterize invariance in terms of local characteristics of $\mathcal{G}$ and $\mathcal{M}$, and in this context local invariance is the best one can hope for. In order to save space, local invariance will therefore be referred to as invariance.

To get some intuitive feeling for the invariance concepts one can consider the following two-dimensional deterministic system

\[
\frac{dy_1}{dt} = y_2, \\
\frac{dy_2}{dt} = -y_1.
\]

For this system it is obvious that the unit circle $\mathcal{C} = \{(y_1, y_2): y_1^2 + y_2^2 = 1\}$ is globally invariant, i.e. if we start the system on $\mathcal{C}$ it will stay forever on $\mathcal{C}$. The ‘upper half’ of the circle, $\mathcal{C}_u = \{(y_1, y_2): y_1^2 + y_2^2 = 1, y_2 > 0\}$, is on the other hand only locally invariant, since the system will leave $\mathcal{C}_u$ at the point $(1, 0)$. This geometric situation is in fact the generic one also for our infinite dimensional stochastic case. The forward rate trajectory will never leave a locally invariant manifold at a point in the relative interior of the manifold. Exit from the manifold can only take place at the relative boundary points. We have no general method for determining whether a locally invariant manifold also is globally invariant or not. Problems of this kind has to be solved separately for each particular case.
3.3 The Formalized Problem

3.3.1 The Space

As our basic space of forward rate curves we will use a weighted Sobolev space, where a generic point will be denoted by $r$.

**Definition 3.2** Consider a fixed real number $\gamma > 0$. The space $\mathcal{H}_\gamma$ is defined as the space of all differentiable (in the distributional sense) functions

$$ r : R_+ \rightarrow R $$

satisfying the norm condition $\|r\|_\gamma < \infty$. Here the norm is defined as

$$ \|r\|_\gamma^2 = \int_0^\infty r^2(x)e^{-\gamma x}dx + \int_0^\infty \left( \frac{dr}{dx}(x) \right)^2 e^{-\gamma x}dx. $$

**Remark 3.1** The variable $x$ is as before interpreted as time to maturity. With the inner product

$$ (r, q) = \int_0^\infty r(x)q(x)e^{-\alpha x}dx + \int_0^\infty \left( \frac{dr}{dx}(x) \right) \left( \frac{dq}{dx}(x) \right) e^{-\gamma x}dx, $$

the space $\mathcal{H}_\gamma$ becomes a Hilbert space. Because of the exponential weighting function all constant forward rate curves will belong to the space. In the sequel we will suppress the subindex $\gamma$, writing $\mathcal{H}$ instead of $\mathcal{H}_\gamma$.

3.3.2 The Forward Curve Manifold

We consider as given a mapping

$$ G : \mathcal{Z} \rightarrow \mathcal{H}, \quad (38) $$

where the parameter space $\mathcal{Z}$ is an open connected subset of $R^d$, i.e. for each parameter value $z \in \mathcal{Z} \subseteq R^d$ we have a curve $G(z) \in \mathcal{H}$. The value of this curve at the point $x \in R_+$ will be written as $G(z, x)$, so we see that $G$ can also be viewed as a mapping

$$ G : \mathcal{Z} \times R_+ \rightarrow R. \quad (39) $$

The mapping $G$ is thus a formalization of the idea of a finitely parameterized family of forward rate curves, and we now define the forward curve manifold as the set of all forward rate curves produced by this family.

**Definition 3.3** The forward curve manifold $\mathcal{G} \subseteq \mathcal{H}$ is defined as

$$ \mathcal{G} = Im(G) $$
3.3.3 The Interest Rate Model

We take as given a volatility function $\sigma$ of the form

$$
\sigma: \mathcal{H} \times \mathbb{R}_+ \rightarrow \mathbb{R}^m
$$

i.e. $\sigma(r, x)$ is a functional of the infinite dimensional $r$-variable, and a function of the real variable $x$. Denoting the forward rate curve at time $t$ by $r_t$ we then have the following forward rate equation.

$$
\begin{aligned}
    dr_t(x) &= \left\{ \frac{\partial}{\partial x} r_t(x) + \sigma(r_t, x) \int_0^x \sigma(r_t, u) \, du \right\} dt + \sigma(r_t, x) dW_t. \\
    &\text{(40)}
\end{aligned}
$$

**Remark 3.2** For notational simplicity we have assumed that the $r$-dynamics are time homogenous. The case when $\sigma$ is of the form $\sigma(t, r, x)$ can be treated in exactly the same way. See [3].

We need some regularity assumptions, and the main ones are as follows. See [3] for technical details.

**Assumption 3.1** We assume the following.

- The volatility mapping $r \mapsto \sigma(r)$ is smooth.
- The mapping $z \mapsto G(z)$ is a smooth imbedding, so in particular the Frechet derivative $G'(z)$ is injective for all $z \in \mathcal{Z}$.
- For every initial point $r_0 \in \mathcal{G}$, there exists a unique strong solution in $\mathcal{H}$ of equation (40).

3.3.4 The Problem

Our main problem is the following.

- Suppose that we are given
  - A volatility $\sigma$, specifying an interest rate model $\mathcal{M}$ as in (40)
  - A mapping $G$, specifying a forward curve manifold $\mathcal{G}$.
- Is $\mathcal{G}$ then invariant under the action of $r$?

3.4 The Invariance Conditions

In order to study the invariance problem we need to introduce some compact notation.
**Definition 3.4** We define $H\sigma$ by

$$H\sigma(r, x) = \int_0^x \sigma(r, s)ds$$

Suppressing the $x$-variable, the Itô dynamics for the forward rates are thus given by

$$dr_t = \left\{ \frac{\partial}{\partial x}r_t + \sigma(r_t)H\sigma(r_t)^* \right\} dt + \sigma(r_t)dW_t$$

and we write this more compactly as

$$dr_t = \mu_0(r_t)dt + \sigma(r_t)dW_t,$$  \hspace{1cm} (41)

where the drift $\mu_0$ is given by the bracket term in (41). To get some intuition we now formally “divide by $dt$” and obtain

$$\frac{dr}{dt} = \mu_0(r_t) + \sigma(r_t)\dot{W}_t,$$  \hspace{1cm} (42)

where the formal time derivative $\dot{W}_t$ is interpreted as an “input signal” chosen by chance. As in Section 2.3 we are thus led to study the associated deterministic control system

$$\frac{dr}{dt} = \mu_0(r_t) + \sigma(r_t)u_t,$$  \hspace{1cm} (44)

The intuitive idea is now that $G$ is invariant under (42) if and only if $G$ is invariant under (44) for all choices of the input signal $u$. It is furthermore geometrically obvious that this happens if and only if the velocity vector $\mu(r) + \sigma(r)u$ is tangential to $G$ for all points $r \in G$ and all choices of $u \in \mathbb{R}^m$. Since the tangent space of $G$ at a point $G(z)$ is given by $\text{Im} \left[ G'_z(z) \right]$, where $G'_z$ denotes the Frechet derivative (Jacobian), we are led to conjecture that $G$ is invariant if and only if the condition

$$\mu_0(r) + \sigma(r)u \in \text{Im} \left[ G'_z(z) \right]$$

is satisfied for all $u \in \mathbb{R}^m$. This can also be written

$$\mu_0(r) \in \text{Im} \left[ G'_z(z) \right],$$
$$\sigma(r) \in \text{Im} \left[ G'_z(z) \right],$$

where the last inclusion is interpreted componentwise for $\sigma$.

This “result” is, however, not correct due to the fact that the argument above neglects the difference between ordinary calculus, which is used for (44), and Itô calculus, which governs (42). In order to bridge this gap we have to rewrite the analysis in terms of Stratonovich integrals instead of Itô integrals.

**Definition 3.5** For given semimartingales $X$ and $Y$, the Stratonovich integral of $X$ with respect to $Y$, $\int_0^t X(s) \circ dY(s)$, is defined as

$$\int_0^t X_s \circ dY_s = \int_0^t X_s dY_s + \frac{1}{2} \langle X, Y \rangle_t.$$  \hspace{1cm} (45)
The first term on the RHS is the Itô integral. In the present case, with only Wiener processes as driving noise, we can define the ‘quadratic variation process’ \( \langle X, Y \rangle \) in (45) by
\[
d\langle X, Y \rangle_t = dX_t dY_t,
\]
with the usual ‘multiplication rules’ \( dW \cdot dt = dt \cdot dt = 0 \), \( dW \cdot dW = dt \). We now recall the main result and raison d’être for the Stratonovich integral.

**Proposition 3.1 (Chain rule)** Assume that the function \( F(t, y) \) is smooth. Then we have
\[
dF(t, Y_t) = \frac{\partial F}{\partial t}(t, Y_t) dt + \frac{\partial F}{\partial y}(t, Y_t) dY_t. \tag{47}
\]

Thus, in the Stratonovich calculus, the Itô formula takes the form of the standard chain rule of ordinary calculus.

Returning to (42), the Stratonovich dynamics are given by
\[
dr_t = \left\{ \frac{\partial}{\partial x} r_t + \sigma(r_t) H \sigma(r_t)^\ast \right\} dt - \frac{1}{2} d\langle \sigma(r_t), W_t \rangle + \sigma(r_t) \circ dW_t. \tag{48}
\]

In order to compute the Stratonovich correction term above we use the infinite dimensional Itô formula (see [12]) to obtain
\[
d\sigma(r_t) = \{\ldots\} dt + \sigma'_r(r_t) \sigma(r_t) dW_t, \tag{49}
\]
where \( \sigma'_r \) denotes the Frechet derivative of \( \sigma \) w.r.t. the infinite dimensional \( r \)-variable. From this we immediately obtain
\[
d\langle \sigma(r_t), W_t \rangle = \sigma'_r(r_t) \sigma(r_t) dt. \tag{50}
\]

**Remark 3.3** If the Wiener process \( W \) is multidimensional, then \( \sigma \) is a vector \( \sigma = [\sigma_1, \ldots, \sigma_m] \), and the rhs of (50) should be interpreted as
\[
\sigma'_r(r_t) \sigma(r_t, x) = \sum_{i=1}^m \sigma'_r(r_t) \sigma_i(r_t)
\]
Thus (48) becomes
\[
dr_t = \left\{ \frac{\partial}{\partial x} r_t + \sigma(r_t) H \sigma(r_t)^\ast - \frac{1}{2} \sigma'_r(r_t) \sigma(r_t) \right\} dt + \sigma(r_t) \circ dW_t \tag{51}
\]
We now write (51) as
\[
dr_t = \mu(r_t) dt + \sigma(r_t) \circ dW_t \tag{52}
\]
where
\[
\mu(r, x) = \frac{\partial}{\partial x} r(x) + \sigma(r, x) \int_0^x \sigma(r, u) du - \frac{1}{2} [\sigma'_r(r) \sigma(r)](x). \tag{53}
\]

Given the heuristics above, our main result is not surprising. The formal proof, which is somewhat technical, is left out. See [3].

**Theorem 3.1 (Main Theorem)** The forward curve manifold \( G \) is locally invariant for the forward rate process \( r(t, x) \) in \( M \) if and only if,

\[
G'_z(z) + \sigma(r) \mathbf{H} \sigma(r)^* - \frac{1}{2} \sigma'_r(r) \sigma(r) \in \text{Im}[G'_z(z)], \tag{54}
\]

\[
\sigma(r) \in \text{Im}[G'_z(z)], \tag{55}
\]

hold for all \( z \in Z \) with \( r = G(z) \).

Here, \( G'_z \) and \( G'_x \) denote the Frechet derivative of \( G \) with respect to \( z \) and \( x \), respectively. The condition (55) is interpreted componentwise for \( \sigma \). Condition (54) is called the consistent drift condition, and (55) is called the consistent volatility condition.

**Remark 3.4** It is easily seen that if the family \( G \) is invariant under shifts in the \( x \)-variable, then we will automatically have the relation

\[
G'_x(z) \in \text{Im}[G'_z(z)],
\]

so in this case the relation (54) can be replaced by

\[
\sigma(r) \mathbf{H} \sigma(r)^* - \frac{1}{2} \sigma'_r(r) \sigma(r) \in \text{Im}[G'_z(z)];
\]

with \( r = G(z) \) as usual.

### 3.5 Examples

The results above are extremely easy to apply in concrete situations. As a test case we consider the Nelson–Siegel (see [28]) family of forward rate curves. We analyze the consistency of this family with the Ho–Lee and Hull–White interest rate models. It should be emphasised that these examples are chosen only in order to illustrate the general methodology. For more examples and details, see [3].

#### 3.5.1 The Nelson–Siegel Family

The Nelson–Siegel (henceforth NS) forward curve manifold \( G \) is parameterized by \( z \in R^4 \), the curve \( x \mapsto G(z, x) \) as

\[
G(z, x) = z_1 + z_2 e^{-z_4 x} + z_3 x e^{-z_4 x}. \tag{56}
\]
For \( z_4 \neq 0 \), the Frechet derivatives are easily obtained as
\[
G'_z(z, x) = \left[ 1, e^{-z_4 x}, xe^{-z_4 x}, -(z_2 + z_3 x)xe^{-z_4 x} \right],
\]
(57)
\[
G'_x(z, x) = (z_3 - z_2 z_4 - z_3 z_4 x)e^{-z_4 x}.
\]
(58)
In order for the image of this map to be included in \( H_\gamma \), we need to impose the condition \( z_4 > -\gamma/2 \). In this case, the natural parameter space is thus \( Z = \{ z \in \mathbb{R}^4 : z_4 \neq 0, z_4 > -\gamma/2 \} \). However, as we shall see below, the results are uniform w.r.t. \( \gamma \). Note that the mapping \( G \) indeed is smooth, and for \( z_4 \neq 0 \), \( G \) and \( G'_z \) are also injective.

In the degenerate case \( z_4 = 0 \), we have
\[
G(z, x) = z_1 + z_2 + z_3 x,
\]
(59)
We return to this case below.

3.5.2 The Hull-White and Ho-Lee Models

As our test case, we analyze the Hull and White (henceforth HW) extension of the Vasicek model. On short rate form the model is given by
\[
dR(t) = \Phi(t) - aR(t)\ dt + \sigma dW(t),
\]
(60)
where \( a, \sigma > 0 \). As is well known, the corresponding forward rate formulation is
\[
dr(t, x) = \beta(t, x)dt + \sigma e^{-ax}dW_t.
\]
(61)
Thus, the volatility function is given by \( \sigma(x) = \sigma e^{-ax} \), and the conditions of Theorem 3.1 become
\[
G'_z(z, x) + \frac{\sigma^2}{a} \left[ e^{-ax} - e^{-2ax} \right] \in \text{Im}[G'_z(z, x)],
\]
(62)
\[
\sigma e^{-ax} \in \text{Im}[G'_z(z, x)].
\]
(63)
To investigate whether the NS manifold is invariant under HW dynamics, we start with (63) and fix a \( z \)-vector. We then look for constants (possibly depending on \( z \)) \( A, B, C, \) and \( D \), such that for all \( x \geq 0 \) we have
\[
\sigma e^{-ax} = A + B e^{-z_4 x} + Cxe^{-z_4 x} - D(z_2 + z_3 x)xe^{-z_4 x}.
\]
(64)
This is possible if and only if \( z_4 = a \), and since (63) must hold for all choices of \( z \in Z \) we immediately see that HW is inconsistent with the full NS manifold (see also the Notes below).

**Proposition 3.2 (Nelson-Siegel and Hull-White)** The Hull-White model is inconsistent with the NS family.
We have thus obtained a negative result for the HW model. The NS manifold is ‘too small’ for HW, in the sense that if the initial forward rate curve is on the manifold, then the HW dynamics will force the term structure off the manifold within an arbitrarily short period of time. For more positive results see [3].

**Remark 3.5** It is an easy exercise to see that the minimal manifold which is consistent with HW is given by

\[ G(z, x) = z_1 e^{-ax} + z_2 e^{-2ax}. \]

In the same way, one may easily test the consistency between NS and the model obtained by setting \( a = 0 \) in (60). This is the continuous time limit of the Ho and Lee model [21], and is henceforth referred to as HL. Since we have a pedagogical point to make, we give the results on consistency, which are as follows.

**Proposition 3.3 (Nelson-Siegel and Ho-Lee)**

(a) The full NS family is inconsistent with the Ho-Lee model.

(b) The degenerate family \( G(z, x) = z_1 + z_3 x \) is in fact consistent with Ho-Lee.

**Remark 3.6** We see that the minimal invariant manifold provides information about the model. From the result above, the HL model is closely tied to the class of affine forward rate curves. Such curves are unrealistic from an economic point of view, implying that the HL model is overly simplistic.

### 3.6 Notes

The section is based on [3]. As we very easily detected above, neither the HW nor the HL model is consistent with the Nelson-Siegel family of forward rate curves. A much more difficult problem is to determine whether any interest rate model is. This is Problem II in Section 3.1 for the NS family, and it has been solved recently (using different techniques) in [17], where it is shown that no nontrivial Wiener driven model is consistent with NS. Thus, for a model to be consistent with Nelson-Siegel, it must be deterministic. In [18] (which is a technical tour de force) this result is extended to a much larger exponential polynomial family than the NS family. In our presentation we have used strong solutions of the infinite dimensional forward rate SDE. This is of course restrictive. The invariance problem for weak solutions has recently been studied in [19]. An alternative way of studying invariance is by using some version of the Stroock-Varadhan support theorem, and this line of thought is carried out in depth in [32].
4 Existence of Nonlinear Realizations

We now turn to Problem 2 in Section 1.2, i.e. the problem when a given forward rate model has a finite dimensional factor realization. For ease of exposition we mostly confine ourselves to a discussion of the case of a single driving Wiener process and to time invariant forward rate dynamics. Multidimensional Wiener processes, and time varying systems can be treated similarly, and for completeness we state the results for the multidimensional case. We will use some ideas and concepts from differential geometry, and a general reference here is [30]. The section is based on [5].

4.1 Setup

In order to study the realization problem we need (see Remark 4.1) a very regular space to work in.

**Definition 4.1** Consider a fixed real number $\gamma > 0$. The space $B_\gamma$ is defined as the space of all infinitely differentiable functions

$$r : \mathbb{R}_+ \to \mathbb{R}$$

satisfying the norm condition $||r||_\gamma < \infty$. Here the norm is defined as

$$||r||_\gamma^2 = \sum_{n=0}^\infty 2^{-n} \int_0^\infty \left( \frac{d^n r}{dx^n}(x) \right)^2 e^{-\gamma x} dx.$$ 

Note that $B$ is not a space of distributions, but a space of functions. As with $\mathcal{H}$ we will often suppress the subindex $\gamma$. With the obvious inner product $B$ is a pre-Hilbert space, and in [5] the following result is proved.

**Proposition 4.1** The space $B$ is a Hilbert space, i.e. it is complete. Furthermore, every function in the space is fact real analytic, and can thus be uniquely extended to a holomorphic function in the entire complex plane.

We now take as given a volatility $\sigma : B \to B$ and consider the induced forward rate model (on Stratonovich form)

$$dr_t = \mu(r_t)dt + \sigma(r_t) \circ dW_t$$

(65)

where as before (see Section 3.4).

$$\mu(r) = \frac{\partial}{\partial x} r + \sigma(r) \mathbf{H}_r \sigma(r)^* - \frac{1}{2} \sigma_r(r) \sigma(r)$$

(66)

We need some regularity assumptions.
Assumption 4.1 We assume that $\sigma$ is chosen such that the following hold.

- The mapping $\sigma$ is smooth.
- The mapping $r \mapsto \sigma(r)H\sigma(r)^* - \frac{1}{2}\sigma'_t(r)\sigma(r)$ is a smooth map from $\mathcal{B}$ to $\mathcal{B}$.

Remark 4.1 The reason for our choice of $\mathcal{B}$ as the underlying space, is that the linear operator $F = d/dx$ is bounded in this space. Together with the assumptions above, this implies that both $\mu$ and $\sigma$ are smooth vector fields on $\mathcal{B}$, thus ensuring the existence of a strong local solution to the forward rate equation for every initial point $r^o \in \mathcal{B}$.

4.2 The Geometric problem

Given a specification of the volatility mapping $\sigma$, and an initial forward rate curve $r^o$ we now investigate when (and how) the corresponding forward rate process possesses a finite, dimensional realization. We are thus looking for smooth $d$-dimensional vector fields $a$ and $b$, an initial point $z_0 \in \mathbb{R}^d$, and a mapping $G : \mathbb{R}^d \rightarrow \mathcal{B}$ such that $r$, locally in time, has the representation

$$dZ_t = a(Z_t) \, dt + b(Z_t) \, dW_t, \quad Z_0 = z_0$$

(67)

$$r(t, x) = G(Z_t, x).$$

(68)

Remark 4.2 Let us clarify some points. Firstly, note that in principle it may well happen that, given a specification of $\sigma$, the $r$-model has a finite dimensional realization given a particular initial forward rate curve $r^o$, while being infinite dimensional for all other initial forward rate curves in a neighbourhood of $r^o$. We say that such a model is a non-generic or accidental finite dimensional model. If, on the other hand, $r$ has a finite dimensional realization for all initial points in a neighbourhood of $r^o$, then we say that the model is a generically finite dimensional model. In this text we are solely concerned with the generic problem. Secondly, let us emphasise that we are looking for local (in time) realizations.

We can now connect the realization problem to our studies of invariant manifolds.

Proposition 4.2 The forward rate process possesses a finite dimensional realization if and only if there exists an invariant finite dimensional submanifold $\mathcal{G}$ with $r^o \in \mathcal{G}$.
Proof. See [3] for the full proof. The intuitive argument runs as follows. Suppose that there exists a finite dimensional invariant manifold $G$ with $r^o \in G$. Then $G$ has a local coordinate system, and we may define the $Z$ process as the local coordinate process for the $r$-process. On the other hand it is clear that if $r$ has a finite dimensional realization as in (67)-(68), then every forward rate curve that will be produced by the model is of the form $x \mapsto G(z, x)$ for some choice of $z$. Thus there exists a finite dimensional invariant submanifold $G$ containing the initial forward rate curve $r^o$, namely $G = \text{Im}G$.

Using Theorem 3.1 we immediately obtain the following geometric characterisation of the existence of a finite realization.

**Corollary 4.1** The forward rate process possesses a finite dimensional realization if and only if there exists a finite dimensional manifold $G$ containing $r^o$, such that, for each $r \in G$ the following conditions hold.  

\begin{align*}
\mu(r) &\in T_G(r), \\
\sigma(r) &\in T_G(r).
\end{align*}

Here $T_G(r)$ denotes the tangent space to $G$ at the point $r$, and the vector fields $\mu$ and $\sigma$ are as above.

### 4.3 The Main Result

Given the volatility vector field $\sigma$, and hence also the field $\mu$, we now are faced with the problem of determining if there exists a finite dimensional manifold $G$ with the property that $\mu$ and $\sigma$ are tangential to $G$ at each point of $G$. In the case when the underlying space is finite dimensional, this is a standard problem in differential geometry, and we will now give the heuristics.

To get some intuition we start with a simpler problem and therefore consider the space $B$ (or any other Hilbert space), and a smooth vector field $f$ on the space. For each fixed point $r^o \in B$ we now ask if there exists a finite dimensional manifold $G$ with $r^o \in G$ such that $f$ is tangential to $G$ at every point. The answer to this question is yes, and the manifold can in fact be chosen to be one-dimensional. To see this, consider the infinite dimensional ODE

\begin{align*}
\frac{dr_t}{dt} &= f(r_t), \\
\quad r_0 &= r^o.
\end{align*}

If $r_t$ is the solution, at time $t$, of this ODE, we use the notation

\begin{equation}
\tag{69}
r_t = e^{ft}r^o.
\end{equation}

We have thus defined a group of operators $\{e^{ft}: t \in R\}$, and we note that the set $\{e^{ft}r^o: t \in R\} \subseteq B$ is nothing else than the integral curve of the vector field
If we define $\mathcal{G}$ as this integral curve, then our problem is solved, since $f$ will be tangential to $\mathcal{G}$ by construction.

Let us now take two vector fields $f_1$ and $f_2$ as given, where the reader informally can think of $f_1$ as $\sigma$ and $f_2$ as $\mu$. We also fix an initial point $r^\alpha \in \mathcal{B}$ and the question is if there exists a finite dimensional manifold $\mathcal{G}$, containing $r^\alpha$, with the property that $f_1$ and $f_2$ are both tangential to $\mathcal{G}$ at each point of $\mathcal{G}$. We call such a manifold an **tangential manifold** for the vector fields. At a first glance it would seem that there always exists an tangential manifold, and that it can even be chosen to be two-dimensional. The geometric idea is that we start at $r^\alpha$ and let $f_1$ generate the integral curve 

$$\{e^{f_1 s} r^\alpha : s \geq 0\}.$$ 

For each point $e^{f_1 s} r^\alpha$ on this curve we now let $f_2$ generate the integral curve starting at that point. This gives us the object $e^{f_2 f_1^* r^\alpha}$ and thus it seems that we sweep out a two dimensional surface $\mathcal{G}$ in $\mathcal{B}$. This is our obvious candidate for an tangential manifold.

In the general case this idea will, however, not work, and the basic problem is as follows. In the construction above we started with the integral curve generated by $f_1$ and then applied $f_2$, and there is of course no guarantee that we will obtain the same surface if we start with $f_2$ and then apply $f_1$. We thus have some sort of commutativity problem, and the key concept is the **Lie bracket**.

**Definition 4.2** Given smooth vector fields $f$ and $g$ on $\mathcal{B}$, the **Lie bracket** $[f, g]$ is a new vector field defined by

$$[f, g](r) = f'(r)g(r) - g'(r)f(r)$$

(71)

The Lie bracket measures the lack of commutativity on the infinitesimal scale in our geometric program above, and for the procedure to work we need a condition which says that the lack of commutativity is “small”. It turns out that the relevant condition is that the Lie bracket should be in the linear hull of the vector fields.

**Definition 4.3** Let $f_1, \ldots, f_n$ be smooth independent vector fields on some space $X$. Such a system is called a **distribution**, and the distribution is said to be **involutive** if

$$[f_i, f_j](x) \in \text{span} \{f_1(x), \ldots, f_n(x)\}, \quad \forall i, j,$$

where the span is the linear hull over the real numbers.

We now have the following basic result, which extends a classic result from finite dimensional differential geometry (see [30]).

**Theorem 4.1 (Frobenius)** Let $f_1, \ldots, f_k$ and be independent smooth vector fields in $\mathcal{B}$ and consider a fixed point $r^\alpha \in \mathcal{B}$. Then the following statements are equivalent.
For each point $r$ in a neighbourhood of $r^o$, there exists a $k$-dimensional tangential manifold passing through $r$.

The system $f_1, \ldots, f_k$ of vector fields is (locally) involutive.

**Proof.** See [5], which provides a self contained proof of the Frobenius Theorem in Banach space.

Let us now go back to our interest rate model. We are thus given the vector fields $\mu, \sigma$, and an initial point $r^o$, and the problem is whether there exists a finite dimensional tangential manifold containing $r^o$. Using the infinite dimensional Frobenius theorem, this situation is now easily analyzed. If $\{\mu, \sigma\}$ is involutive then there exists a two dimensional tangential manifold. If $\{\mu, \sigma\}$ is not involutive, this means that the Lie bracket $[\mu, \sigma]$ is not in the linear span of $\mu$ and $\sigma$, so then we consider the system $\{\mu, \sigma, [\mu, \sigma]\}$. If this system is involutive there exists a three dimensional tangential manifold. If it is not involutive at least one of the brackets $[\mu, [\mu, \sigma]]$, $[\sigma, [\mu, \sigma]]$ is not in the span of $\{\mu, \sigma, [\mu, \sigma]\}$, and we then adjoin this (these) bracket(s). We continue in this way, forming brackets of brackets, and adjoining these to the linear hull of the previously obtained vector fields, until the point when the system of vector fields thus obtained actually is closed under the Lie bracket operation.

**Definition 4.4** Take the vector fields $f_1, \ldots, f_k$ as given. The Lie algebra generated by $f_1, \ldots, f_k$ is the smallest linear space (over $\mathbb{R}$) of vector fields which contains $f_1, \ldots, f_k$ and is closed under the Lie bracket. This Lie algebra is denoted by

$$\mathcal{L} = \{f_1, \ldots, f_k\}_{LA}$$

The dimension of $\mathcal{L}$ is defined, for each point $r \in \mathcal{B}$ as

$$\dim \{\mathcal{L}(r)\} = \dim \text{ span } \{f_1(r), \ldots, f_k(r)\}.$$

Putting all these results together, we have the following main result on finite dimensional realizations.

**Theorem 4.2 (Main Result)** Take the volatility mapping $\sigma = (\sigma_1, \ldots, \sigma_m)$ as given. Then the forward rate model generated by $\sigma$ generically admits a finite dimensional realization if and only if

$$\dim \{\mu, \sigma_1, \ldots, \sigma_m\}_{LA} < \infty$$

in a neighbourhood of $r^o$.

The result above thus provides a general solution to Problem II from Section 1.2. For any given specification of forward rate volatilities, the Lie algebra can
in principle be computed, and the dimension can be checked. Note, however, that the theorem is a pure existence result. If, for example, the Lie algebra has dimension five, then we know that there exists a five-dimensional realisation, but the theorem does not directly tell us how to construct a concrete realization. This is the subject of ongoing research. Note also that realizations are not unique, since any diffeomorphic mapping of the factor space $R^d$ onto itself will give a new equivalent realization.

When computing the Lie algebra generated by $\mu$ and $\sigma$, the following observations are often useful.

**Lemma 4.1** Take the vector fields $f_1, \ldots, f_k$ as given. The Lie algebra $\mathcal{L} = \{f_1, \ldots, f_k\}_{LA}$ remains unchanged under the following operations.

- The vector field $f_i(r)$ may be replaced by $\alpha(r)f_i(r)$, where $\alpha$ is any smooth nonzero scalar field.
- The vector field $f_i(r)$ may be replaced by $f_i(r) + \sum_{j \neq i} \alpha_j(r)f_j(r)$, where $\alpha_j$ is any smooth scalar field.

**Proof.** The first point is geometrically obvious, since multiplication by a scalar field will only change the length of the vector field $f_i$, and not its direction, and thus not the tangential manifold. Formally it follows from the “Leibnitz rule” $[f, \alpha g] = \alpha [f, g] - (\alpha' f)g$. The second point follows from the bilinear property of the Lie bracket together with the fact that $[f, f] = 0$.

4.4 Applications

In this section we give some simple applications of the theory developed above. For more examples and results, see [5].

4.4.1 Constant Volatility

We start with the simplest case, which is when the volatility $\sigma(r, x)$ is a constant vector in $\mathcal{B}$. We are thus back in the framework of Section 2, and we assume for simplicity that we have only one driving Wiener process. Then we have no Stratonovich correction term and the vector fields are given by

$$
\begin{align*}
\mu(r, x) &= Fr(x) + \sigma(x) \int_0^x \sigma(s)ds, \\
\sigma(r, x) &= \sigma(x).
\end{align*}
$$
where as before $F = \frac{\partial}{\partial r}$.

The Frechet derivatives are trivial in this case. Since $F$ is linear (and bounded in our space), and $\sigma$ is constant as a function of $r$, we obtain

$$\mu'_r = F, \quad \sigma'_r = 0.$$  

Thus the Lie bracket $[\mu, \sigma]$ is given by

$$[\mu, \sigma] = F\sigma,$$

and in the same way we have

$$[\mu, [\mu, \sigma]] = F^2\sigma.$$  

Continuing in the same manner it is easily seen that the relevant Lie algebra $\mathcal{L}$ is given by

$$\mathcal{L} = \{\mu, \sigma\}_L + \text{span} \{\mu, \sigma, F\sigma, F^2\sigma, \ldots\} = \text{span} \{\mu, F^n\sigma : n = 0, 1, 2, \ldots\}$$

It is thus clear that $\mathcal{L}$ is finite dimensional (at each point $r$) if and only if the function space

$$\text{span} \{F^n\sigma : n = 0, 1, 2, \ldots\}$$

is finite dimensional. We have thus obtained our old condition from Proposition 2.3 and we have the following result which extends Proposition 2.2 by in principle allowing the realization to be non-linear.

**Proposition 4.3** Under the above assumptions, there exists a finite dimensional realization if and only if $\sigma$ is a quasi-exponential function.

### 4.4.2 Constant Direction Volatility

We go on to study the most natural extension of the deterministic volatility case (still in the case of a scalar Wiener process) namely the case when the volatility is of the form

$$\sigma(r, x) = \varphi(r)\lambda(x).$$  

(72)

In this case the individual vector field $\sigma$ has the constant direction $\lambda \in \mathcal{H}$, but is of varying length, determined by $\varphi$, where $\varphi$ is allowed to be any smooth functional of the entire forward rate curve. In order to avoid trivialities we make the following assumption.

**Assumption 4.2** We assume that $\varphi(r) \neq 0$ for all $r \in \mathcal{H}$.

After a simple calculation the drift vector $\mu$ turns out to be

$$\mu(r) = Fr + \varphi^2(r)D - \frac{1}{2} \varphi'(r)[\lambda] \varphi(r) \lambda,$$

(73)
where $\varphi'(r)[\lambda]$ denotes the Frechet derivative $\varphi'(r)$ acting on the vector $\lambda$, and where the constant vector $D \in \mathcal{H}$ is given by
\[ D(x) = \lambda(x) \int_0^x \lambda(s) ds. \]

We now want to know under what conditions on $\varphi$ and $\lambda$ we have a finite dimensional realization, i.e. when the Lie algebra generated by
\[ \mu(r) = Fr + \varphi^2(r)D - \frac{1}{2} \varphi'(r)[\lambda] \varphi(r) \lambda, \]
\[ \sigma(r) = \varphi(r) \lambda, \]
is finite dimensional. Under Assumption 4.2 we can use Lemma 4.1, to see that the Lie algebra is in fact generated by the simpler system of vector fields
\[ f_0(r) = Fr, \]
\[ f_1(r) = \lambda, \]
where we have used the notation
\[ \Phi(r) = \varphi^2(r). \]

Since the field $f_1$ is constant, it has zero Frechet derivative. Thus the first Lie bracket is easily computed as
\[ [f_0, f_1](r) = F \lambda + \Phi'(r)[\lambda] D. \]

The next bracket to compute is $[[f_0, f_1], f_1]$ which is given by
\[ [[f_0, f_1], f_1] = \Phi''(r)[\lambda; \lambda] D. \]

Note that $\Phi''(r)[\lambda; \lambda]$ is the second order Frechet derivative of $\Phi$ operating on the vector pair $[\lambda; \lambda]$. This pair is to be distinguished from (notice the semicolon) the Lie bracket $[\lambda, \lambda]$ (with a comma), which if course would be equal to zero. We now make a further assumption.

**Assumption 4.3** We assume that $\Phi''(r)[\lambda; \lambda] \neq 0$ for all $r \in \mathcal{H}$.

Given this assumption we may again use Lemma 4.1 to see that the Lie algebra is generated by the following vector fields
\[ f_0(r) = Fr, \]
\[ f_1(r) = \lambda, \]
\[ f_3(r) = F \lambda, \]
\[ f_4(r) = D. \]
Of these vector fields, all but $f_0$ are constant, so all brackets are easy. After elementary calculations we see that in fact

$$\{\mu, \sigma\}_{LA} = \text{span} \{F_r, F^n \lambda, F^n D; n = 0, 1, \ldots\}.$$  

From this expression it follows immediately that a necessary condition for the Lie algebra to be finite dimensional is that the vector space spanned by $\{F^n \lambda; n \geq 0\}$ is finite dimensional. This occurs if and only if $\lambda$ is quasi-exponential (see Remark 2.1). If, on the other hand, $\lambda$ is quasi-exponential, then we know from Lemma 2.1, that also $D$ is quasi-exponential, since it is the integral of the QE function $\lambda$ multiplied by the QE function $\lambda$. Thus the space $\{F^n D; n = 0, 1, \ldots\}$ is also finite dimensional, and we have proved the following result.

**Proposition 4.4** Under Assumptions 4.2 and 4.3, the interest rate model with volatility given by $\sigma(r, x) = \varphi(r) \lambda(x)$ has a finite dimensional realization if and only if $\lambda$ is a quasi-exponential function. The scalar field $\varphi$ is allowed to be any smooth field.

### 4.4.3 When is the Short Rate a Markov Process?

One of the classical problems concerning the HJM approach to interest rate modelling is that of determining when a given forward rate model is realized by a short rate model, i.e. when the short rate is Markovian. We now briefly indicate how the theory developed above can be used in order to analyze this question. For the full theory see [5].

Using the results above, we immediately have the following general necessary condition.

**Proposition 4.5** The forward rate model generated by $\sigma$ is a generic short rate model, i.e the short rate is generically a Markov process, only if

$$\dim \{\mu, \sigma\}_{LA} \leq 2 \quad (74)$$

**Proof.** If the model is really a short rate model, then bond prices are given as $p(t, x) = F(t, R_t, x)$ where $F$ solves the term structure PDE. Thus bond prices, and forward rates are generated by a two dimensional factor model with time $t$ and the short rate $R$ as the state variables.

**Remark 4.3** The most natural case is $\dim \{\mu, \sigma\}_{LA} = 2$. It is an open problem whether there exists a non-deterministic generic short rate model with $\dim \{\mu, \sigma\}_{LA} = 1$.  

34
Note that condition (74) is only a sufficient condition for the existence of a short rate realization. It guarantees that there exists a two-dimensional realization, but the question remains whether the realization can chosen in such a way that the short rate and running time are the state variables. This question is completely resolved by the following central result.

**Theorem 4.3** Assume that the model is not deterministic, and take as given a time invariant volatility \( \sigma(r, x) \). Then there exists a short rate realization if and only if the vector fields \([\mu, \sigma]\) and \(\sigma\) are parallel, i.e. if and only if there exists a scalar field \(\alpha(r)\) such that the following relation holds (locally) for all \(r\).

\[
[\mu, \sigma](r) = \alpha(r)\sigma(r). \tag{75}
\]

**Proof.** See [5]. □

It turns out that the class of generic short rate models is very small indeed. We have, in fact, the following result, which was first proved in [25] (using techniques different from those above). See [5] for a proof based on Theorem 4.3.

**Theorem 4.4** Consider a HJM model with one driving Wiener process and a volatility structure of the form

\[
\sigma(r, x) = g(R, x).
\]

where \(R = r(0)\) is the short rate. Then the model is a generic short rate model if and only if \(g\) has one of the following forms.

- There exists a constant \(c\) such that
  
  \[
g(R, x) \equiv c.
  \]

- There exist constants \(a\) and \(c\) such that
  
  \[
g(R, x) = ce^{-ax}.
  \]

- There exist constants \(a\) and \(b\), and a function \(\alpha(x)\), where \(\alpha\) satisfies a certain Riccati equation, such that
  
  \[
g(R, x) = \alpha(x)\sqrt{aR + b}
  \]

We immediately recognize these cases as the Ho-Lee model, the Hull-White extended Vasicek model, and the Hull-White extended Cox-Ingersoll-Ross model. Thus, in this sense the only generic short rate models are the affine ones, and the moral of this, perhaps somewhat surprising, result is that most short rate models considered in the literature are not generic but “accidental”. To understand the geometric picture one can think of the following program.
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1. Choose an arbitrary short rate model, say of the form

\[ dR_t = a(R_t)dt + b(R_t)dW_t \]

with a fixed initial point \( R_0 \).

2. Solve the associated PDE in order to compute bond prices. This will also produce:
   - An initial forward rate curve \( \hat{r}^o(x) \).
   - Forward rate volatilities of the form \( g(R, x) \).

3. Forget about the underlying short rate model, and take the forward rate volatility structure \( g(R, x) \) as given in the forward rate equation.

4. Initiate the forward rate equation with an arbitrary initial forward rate curve \( r^o(x) \)

The question is now whether the thus constructed forward rate model will produce a Markovian short rate process. Obviously, if you choose the initial forward rate curve \( r^o \) as \( r^o = \hat{r}^o \), then you are back where you started, and everything is OK. If, however, you choose another initial forward rate curve than \( \hat{r}^o \), say the observed forward rate curve of today, then it is no longer clear that the short rate will be Markovian. What the theorem above says, is that only the models listed above will produce a Markovian short rate model for all initial points in a neighbourhood of \( \hat{r}^o \). If you take another model (like, say, the Dothan model) then a generic choice of the initial forward rate curve will produce a short rate process which is not Markovian.

4.5 Notes

The section is based on [5] where full proofs and further results can be found, and where also the time varying case is considered. In our study of the constant direction model above, \( \varphi \) was allowed to be any smooth functional of the entire forward rate curve. The simpler special case when \( \varphi \) is a point evaluation of the short rate, i.e. of the form \( \varphi(r) = h(r(0)) \) has been studied in [1], [23] and [29]. All these cases falls within our present framework and, the results are included as special cases of the general theory above. A different case, treated in [10], occurs when \( \sigma \) is a finite point evaluation, i.e. when \( \sigma(t, r) = h(t, r(x_1), \ldots, r(x_k)) \) for fixed benchmark maturities \( x_1, \ldots, x_k \). In [10] it is studied when the corresponding finite set of benchmark forward rates is Markovian.

A classic paper on Markovian short rates is [9], where a deterministic volatility of the form \( \sigma(t, x) \) is considered. Theorem 4.4 was first stated and proved in [25]. See [14] for an example with a driving Levy process.

The geometric ideas presented above and in [5] are intimately connected to controllability problems in systems theory, where they have been used extensively.
They have also been used in filtering theory, where the problem is to find a finite dimensional realization of the unnormalized conditional density process, the evolution of which is given by the Zakai equation. See [8] for an overview of these areas.
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