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1 Introduction

The New Keynesian Phillips Curve (NKPC) has become the backbone of current macroeconomic inflation research. The model’s prominence resides in its simple structure yet micro-founded principles whereby firms make their pricing decisions in a setting of nominal rigidities. There has been a large volume of econometric research related to the model. Examples include attempts to estimate the parameters, justify the structural significance, and deduce the implications for inflation persistence.¹

Unfortunately, econometrically the model has had limited success. Estimates of the parameters of the model are highly sensitive to the estimation procedure, the subsample over which the model is estimated, and the data used to estimate the model. Furthermore, there has been a large debate on the specification of the model, specifically concerning whether a lagged inflation term should be included in order to better fit the model to the data. Because of such controversy, ascertaining the correct parameters of the model is vital in determining the model’s specification and validity. Researchers such as Linde (2005) and Rudd and Whelan (2005) have argued that estimating the model using GMM results in specification bias, and therefore leads to unreliable estimates of the parameters. In particular, Rudd and Whelan argue that GMM produces biased estimates of the parameters, owing to scarce availability of valid and relevant instruments.

Galí and Gertler (1999), Eichenbaum and Fisher (2003), and Galí, Gertler, and Lopez-Salido (2001, 2005), however, argue that GMM estimation still provides a robust and unbiased estimation of the parameters of the model. These researchers, estimating the NKPC with GMM, have conventionally proxied real marginal cost with real unit labor cost (RULC) and instrumented with a large instrument set that includes lags of variables that seem relevant to the model, such as lags of the output gap, the risk-free interest rate, commodity inflation and wage inflation. Although there have been no micro foundations for using such instruments, these variables are chosen based on the idea that they should, at least intuitively, encompass the validity and relevancy properties that any good instrument should possess. It turns out, however, that many of these variables are only weakly correlated with the endogenous variables of the model. Furthermore, a large number of variables must be included in the instrument set in order to induce a significant estimate of the coefficient on the marginal cost term. Unfortunately, as this paper shows, a tradeoff emerges, and

¹Roberts (2001), Eichenbaum and Fisher (2003), Galí and Gertler (1999), Galí, Gertler, and Lopez-Salido (2005), and Linde (2005), among others, estimate the parameters for the U.S. Cogley and Sbordone (2005) argue that the parameters of the NKPC are structurally invariant. Fuhrer (2005) discusses issues of persistence implied by the NKPC.
the addition of blocks of lagged variables reduces the relevancy of the instruments, exacerbates the problem of weak instruments, and leads to estimates that are biased towards OLS estimation.

This paper provides an alternative to the RULC proxy and the instruments currently used in GMM estimation. The proxy and instruments proposed both stem from generalizing the original model into that of a vertical chain of production, studied by Huang and Liu (2001, henceforth HL). In such a model, input prices play a vital role in firms’ pricing decisions as goods travel down the chain of production from the crude-goods stage to the consumer-goods or GDP stage. The novelty of this paper lies in the incorporation of input prices into both the real marginal cost proxy and the instrument set.

The new proxy I propose, the real unit input cost (RUIC), measures the cost of a unit of output in terms of the price of inputs used to produce the good. The instruments I propose, the real unit input costs of “upstream” firms (that is, firms in earlier stages of production), are micro-founded within the model, in contrast with the instruments used by current researchers. I find that these new instruments are exogenous and relevant to firms downstream on the production chain, two vital properties that good instruments should possess. Also, these instruments are sufficient by themselves to induce high relevancy and exogeneity. Importantly, they do not require inflation variables to be added to the instrument set, a requirement that had been a major drawback of previous approaches to estimating the forward-looking NKPC.

In order to compare both proxies under vertical production-chain instruments, upstream RULC terms were constructed. Estimating the NKPC using either proxy with its own upstream instruments induces high relevancy and exogeneity. However, the RUIC and its upstream instruments still provide better estimates of the model in terms of the relevancy of the instrument set, stability of the parameters, and fit of the simulated inflation series with actual inflation. Overall, I find that the RUIC and its upstream instruments generally outperform the RULC proxy under a variety of instrument sets.

The paper is organized as follows. Section 2 discusses the foundations of the stage-of-production model. Section 3 discusses the data and marginal cost proxies used in estimation. In Section 4, I estimate the forward-looking NKPC using both the RULC and RUIC proxies with instrument sets used in prior literature. Section 5 discusses the forward-looking model with the new instrument set that is based on the stage-of-production model. I compare the new instruments to the instruments currently being used in GMM estimation of the NKPC. Section 6 looks at the hybrid-model estimation of the forward-looking model. Section 7 performs robustness exercises, looking at subsamples and different specifications that may
affect the exogeneity of the new instruments I propose. In Section 8, I construct series of fundamental inflation based on the discounted future stream of the RULC and RUIC proxies. Each series is constructed under the new proposed instruments as well as the instruments currently used in GMM NKPC research. I conclude in Section 9.

2 The Stage-of-Production NKPC

In the model proposed by HL, the entire economy can be thought of as a single vertical chain of production where inputs flow “downstream,” from crude goods to intermediate goods to consumption goods. Output produced by the crude-goods stage is used as an input for intermediate goods. Intermediate output is then used as an input for finished goods. The chain of production concludes when inputs reach the consumption-goods sector. Generalizing the number of stages to \( N \), output of stage \( n \) is used as an input in the production schedule of the subsequent stage — stage \( n + 1 \). This section will discuss the stage-of-production model that generalizes the NKPC into a vertical chain of production. As will be shown, this model incorporates the NKPC estimated by previous researchers as a specific stage — stage \( N \) — of the general model.

2.1 Firms

Each stage of production consists of individual firms indexed on the unit interval. Aggregate output of a certain stage \( n \) is based on a Dixit-Stiglitz (1977) composite of output produced by the index of stage \( n \) firms:

\[
Y_n = \left[ \int_0^1 Y_n(z) \left( \int_{z-1}^{z+1} dz \right) \right]^{\frac{1}{\alpha_n}}.
\]  

Production flows vertically down the chain of production, beginning in stage 1, in which labor, \( L_1(z) \), and productivity, \( A_1 \), are used to produce output \( Y_1(z) \):

\[
Y_1(z) = A_1 L_1(z).
\]  

In the subsequent stages of production, \( n \in \{2, ..., N\} \), output of firm \( z \) in stage \( n \) is based on the assumption of a Cobb-Douglas technology, where output from stage \( n - 1 \) is used as an input in the production schedule of stage \( n \):

\[
Y_n(z) = A_n \left( Y_{n-1}(z) \right)^{\alpha_n} (L_n(z))^{1-\alpha_n}.
\]
Note that the vertical production-chain structure of the model implies that the consumption aggregate, $C$, is an aggregate of goods produced in the final stage of production, stage $N$, such that $C = Y_N$. It is also important to note that, even though the firms are linked via marginal cost, they compete only with other firms in the same stage of processing. Thus, the model treats each stage of processing as a distinct aggregate economy with its own price level, $P_n = \int_0^1 P_n(z)^{1-\epsilon} dz$, marginal cost, and demand structure.

To derive a demand function, we assume that customers of firms in stage $n$ will perform a cost minimization for the firms’ products. That is, customers of stage $n$ will minimize costs by choosing $Y_n(z)$ to

$$\min \int_0^1 P_n(z)Y_n(z)dz$$

subject to equation (1). The demand function facing firm $z$ at stage $n$ is

$$Y^d_n(z) = \left[ \frac{P_n(z)}{P_n} \right]^{-\epsilon} Y_n.$$

Thus, each firm faces a constant elasticity of demand curve, where demand is decreasing in the good’s relative price to other goods in stage $n$.

### 2.2 Price Setting

Following Calvo (1983), each firm has a constant probability, $1 - \theta_n$, of adjusting its price. Firms at different stages of production face different demand curves, but with the same elasticity. The problem of the firm is to choose a price such that its future stream of profits is maximized. That is, the firm performs the following maximization problem:

$$\max_{P_{n,t}(z)} E_t \sum_{i=0}^{\infty} (\beta \theta_n)^i \left[ \frac{P_{n,t}(z)}{P_{n,t+i}} - \frac{\Psi_{n,t}^{Nom}}{P_{n,t+i}} \right] Y_{n,t+i}(z),$$

where

$$\Psi_{n,t}^{Nom} = \left( \frac{1}{A_{n,t}} \right) (W_{n,t})^{1-\alpha_n} (P_{n-1,t})^{\alpha_n} \tilde{\alpha}_n$$

is the nominal marginal cost of firms in stage $n$, where $\tilde{\alpha}_n = \alpha^{-\alpha_n} (1 - \alpha)^{-1(1-\alpha)}$. Marginal cost is obtained by firms that minimize cost, $P_{n-1,t}Y_{n-1,t}(z) + W_tL_{n,t}(z)$, subject to (3)

\[2\] HL show that in a model with no government spending or capital, real GDP corresponds to aggregate consumption. $C$ can therefore be interpreted as aggregate output or aggregate consumption. For details on the household sector refer to Appendix A.
Log-linearizing the first-order conditions and combining with the aggregate price level equation, we obtain \( N \) distinct New Keynesian Phillips Curves (NKPC), one for each stage of production in the model.

\[
\pi_{n,t} = \lambda_n \psi_{n,t} + \beta E_t(\pi_{n,t+1}) \quad \text{for} \quad i \in \{1, \ldots, N\},
\]

where \( \lambda = \frac{(1-\theta_n)(1-\beta \theta_n)}{\theta_n} \) and \( \psi_{n,t} \) is the log deviation of real marginal cost from its steady state.\(^3\) This equation is analogous to the general NKPC; however, here the marginal cost, inflation series, and parameters are indexed by stage of processing.

An important characteristic of the NKPC is that the inflation term inherits the purely forward-looking behavior of the firm’s price setting. This becomes more apparent by iterating equation (6) forward to obtain the closed-form solution of the NKPC:

\[
\pi_{n,t} = \lambda_n \sum_{i=0}^{\infty} \beta^i E_t \psi_{n,t+i}.
\]

Equation (7) implies that inflation is completely forward looking with respect to the marginal cost term. Combined with equation (5), it also points to a linkage that resides between the different stages of processing. This linkage resides in the aggregate price level of firms in stage \( n-1 \). Inflation in stage \( n \) is therefore dependent upon the pricing decisions of firms “upstream” to its own stage through the marginal cost term.

As equation (6) shows, the HL model proposes \( N \) distinct NKPCs. The aim of this paper, however, is not to estimate the parameters of the individual stage-of-processing NKPCs, but rather to utilize variables that stem from the stage-of-processing NKPCs in order to better estimate the stage \( N \), or GDP stage, NKPC:

\[
\pi_{N,t} = \lambda_N \psi_{N,t} + \beta E_t(\pi_{N,t+1}).
\]

A nice feature of this model is that equation (8) is the same NKPC that has been studied in previous literature. The vertical production-chain model is therefore a more generalized version of the NKPC, incorporating the “original” NKPC.

3 The Data

An obvious abstraction of the vertical production-chain model is that it restricts goods to flow in one direction — down the stages of processing. An alternative structure is to

\(^3\)See Appendix B for a more detailed derivation.
assume that goods travel in a “roundabout” fashion, as in Basu (1995), where all goods are inputs in the production of other goods. This paper assumes a vertical structure for two reasons. First off, the available aggregate data are consistent with the stage-of-processing structure. I assume that at least some of the material inputs used by firms in stage \( n \) lie in the stage \( n - 1 \) aggregate data. Second, the vertical structure of the model introduces variables that will be used to better estimate equation (8) using GMM. These variables are the real unit input cost (RUIC) of firms in stage \( N \), as well as the RUIC of firms “upstream” to the GDP stage (that is, \( \psi_n^{(RUIC)} \) for \( n < N \)).

Specifically, this section introduces two different measures of the real marginal cost term that will be compared in the remainder of the paper: the real unit labor cost (RULC) and the real unit input cost (RUIC). I discuss the data used to construct these terms, and then compare the visual fit of these terms to actual inflation.

### 3.1 Measuring Real Marginal Cost

The stage-of-production model gives three distinct algebraic representations of the real marginal cost term, \( \psi_n \). All result from the same cost-minimization problem facing the firm:

\[
\Psi_{n,t} \approx \frac{\bar{P}_{n-1,t} \bar{Y}_{n-1,t}}{\alpha_n \bar{P}_{n,t} \bar{Y}_{n,t}} \quad (9)
\]

\[
\approx \frac{(W_{n,t})^{1-\alpha_n} (\bar{P}_{n-1,t})^{\alpha_n}}{\bar{P}_{n,t} A_{n,t}} \quad (10)
\]

\[
\approx \frac{W_{n,t} L_{n,t}}{(1 - \alpha_n) \bar{P}_{n,t} Y_{n,t}} \quad (11)
\]

It is worth noting again that the model implies that each stage’s marginal cost is deflated by its own price level, \( \bar{P}_{n,t} \). Only the stage \( N \) marginal cost is deflated by the GDP deflator price level, \( \bar{P}_{N,t} \). The model’s intuition for this result is that firms in stage \( n \) compete only with firms within the same stage, and not with firms upstream or downstream on the production chain. Thus, the general price level against which they should compare their own price is the price level of their own stage, \( \bar{P}_{n,t} \).

Also noteworthy is the fact that proxy (9) includes input prices but no wages; proxy (11) includes wages but no input prices; and proxy (10) lies somewhere in the middle of this

---

\(^4\)Proxy (9) results from the first-order condition for minimizing cost with respect to aggregate input, proxy (11) results from the first-order condition with respect to labor, and proxy (10) results from utilizing both first-order conditions.
spectrum, depending on the values of the cost shares, $\alpha_n$. Of the three potential proxies, proxy (10) is most susceptible to measurement error because cost shares are not available for the consumer sector.\(^5\) Since proxies (9) and (11) shed enough light on the respective roles played by input prices and wages in the marginal cost term, we can discard proxy (10) for all intents and purposes.

Denote percent deviations from the steady state by lower case letters, there are two potential proxies used in estimation: the real unit input cost (RUIC), and the real unit labor cost (RULC):

\begin{align*}
\text{RUIC:} & \quad \psi_{n,t}^{(\text{RUIC})} = \bar{p}_{n-1,t} + \bar{y}_{n-1,t} - \bar{p}_{n,t} - \bar{y}_{n,t} \\
\text{RULC:} & \quad \psi_{n,t}^{(\text{RULC})} = w_{n,t} + l_{n,t} - \bar{p}_{n,t} - \bar{y}_{n,t}.
\end{align*}

Like the RULC, the RUIC measures the cost of producing one unit of output. The RUIC, however, takes this measure in terms of the cost of inputs produced in the previous stage of production, whereas the RULC takes this measure in terms of the cost of labor used in the same stage. The RUIC does not take a stance on the substitutability between labor and capital. It simply allows for the flow of goods between stages of processing.

The BLS creates a producer price index (PPI) for three stages of production: the crude-goods sector, the intermediate-goods sector, and the finished-goods sector. Note that the PPI measures producer prices — essentially wholesale prices that producers pay for goods. Including the GDP chain-type price deflator (that is, the price level pertinent to consumers) gives $N = 4$ different price series that pertain to the stage-of-production model. Real output for the crude-, intermediate-, and finished-goods stages is measured by the stage-of-processing industrial production index published by the Board of Governors. The RUIC proxy and its upstream counterparts are therefore relatively easy to construct.

The RULC for the GDP stage of production is also easy to construct as it is obtained directly from the Bureau of Economic Analysis (BEA). However, in order to perform a comparable estimation of the RULC in the NKPC to that of the RUIC, it is necessary to construct upstream marginal cost in terms of RULC (that is, $\psi_{n,t}^{(\text{RULC})}$ for $n < N$). Thus, we need wage levels, $W_{n,t}$, and employment hours, $L_{n,t}$, for the same stages of processing as we have for the PPI stages. These values are not directly available from any outside source, and they must be obtained by matching the relative importance weights\(^6\) (RIW)

\(^5\)Cost shares are available for the PPI stages in the Census Department’s Annual Survey of Manufacturers. However, the Service Annual Survey does not contain cost share data.
from Current Employment Survey (CES) data with those of the corresponding goods in the same stage-of-processing price index. The data therefore allow us to create real marginal cost variables for three stages of production: stage $N$ or the GDP stage, stage $N - 1$ or the finished-goods stage, and stage $N - 2$, the intermediate-goods stage. Figure 1 illustrates the stages of production that are relevant for this paper.

Figure 2 plots GDP chain-type price inflation against the log deviations of the two proxies of the GDP stage, $\psi_{N,t}^{(RULC)}$ and $\psi_{N,t}^{(RUIC)}$, for the full sample period 1972:2 – 2002:4. Note the periods in the early 1970s and early 1980s in which the RUIC shows a lengthy lag behind inflation. Researchers of the “Volcker disinflation,” such as Erceg and Levin (2003) and Goodfriend and King (2005), find that inflation expectations during this period were quite slow to adapt to monetary policy actions. This interpretation would suggest that real unit input costs were even slower to respond to monetary policy than prices during this era. Frictions such as inventory or capital adjustment costs could cause such a delay in the response of the variable.

On the other hand, the lag of the RUIC with respect to inflation could instead be interpreted as the lead of inflation with respect to the RUIC. That is, the sluggishness of the RUIC could be construed as the rapid adaptation of current inflation to future RUICs, indicating the forward-looking nature of price setters as implied by the closed-form solution of the NKPC, equation (7). Both interpretations seem to be viable explanations for the lead-lag relationship between the two variables, and this paper will not attempt to resolve this issue directly. Overall, comparing the RUIC with the RULC, Figure 2 shows that the RUIC is much more volatile, and seems to capture better the low-frequency components of inflation. Figures 3 and 4 plot the RUIC and RULC upstream marginal cost proxies (that is, $\psi_{N-1,t}$ and $\psi_{N-2,t}$) against inflation. Visual inspection of the upstream variables indicates that the upstream RUIC proxies follow inflation more closely than do the upstream RULC proxies.

---

6 The BLS does not publish the actual values used as weights in making the index. The RIW represents the value weight multiplied by the relative price change from the weight date to the RIW calculation.

7 All data were matched using four-digit SIC industry codes. If an industry at the four-digit SIC code level was not found in the CES, then a three-digit SIC match was made. CES four-digit hourly wage data are available back to 1972. For more information on the construction of each variable, please refer to the Data Appendix.

8 One simple measure that could help to disentangle the relationship is a Granger causality test. This would test the hypothesis that inflation “Granger causes” the RUIC, even in the presence of other factors such as the output gap, the federal funds rate, and the relative price of oil. When four lags of each variable are included in the VAR, a p-value of .029 is obtained on the inflation block of the RUIC equation and a p-value of .037 is obtained on the RUIC block of the inflation equation. When lags two through five are used, the respective p-values are .001 and .928. When lags three through six are used, the respective p-values are .000 and .602. A low p-value on the former and large p-value on the latter indicate that inflation is leading the RUIC proxy.
proxies.

4 GG Instruments Estimation

Galí and Gertler (1999, henceforth GG), propose estimating the NKPC under the RULC proxy (that is, $\psi_{N,t}^{RULC}$) using an instrument set consisting of four lags of inflation, the RULC proxy, the output gap, the risk-free rate, commodity inflation, and nominal wage inflation. As a preliminary exercise, I compare the robustness of the RULC and RUIC proxies with respect to alterations in this instrument set. Specifically, the exercise consists of estimating the model with only two blocks of instruments (three lags of inflation and three lags of real marginal cost) and then adding blocks of instruments until the GG instrument set is reached. Doing so should tell us how each additional block of instruments affects the value and significance of the estimated coefficients of the model, and also how these added blocks affect the overall relevancy and exogeneity of the entire instrument set. We can then get a clear picture of how the GG instrument set performs with the RULC and RUIC proxies.

4.1 Estimates

Table 1 reports GMM estimates under six different instrument sets using the RULC and RUIC proxies from the full sample available, 1973:2 – 2002:4. Instrument set 1 includes only three lags of inflation and real marginal cost. Instrument set 2 adds a fourth lag of inflation and real marginal cost, and instrument sets 3 through 6 add “four-lag blocks” of variables included in the GG instrument set. Note that estimation of the NKPC using the RULC proxy in instrument set 6 is in essence a replication of GG.

The results show that estimates from the RULC proxy are more sensitive to the addition of instruments than is the RUIC proxy. Estimates of $\lambda$ using the RULC proxy vary as much as six-fold, from .005 to .031, while estimates using the RUIC proxy are quite steady, varying from .007 to .009. Estimates of $\beta$ using the RULC proxy range from .953 to 1.015, while they range from .946 to .970 using the RUIC proxy. The p-values of $\lambda$ estimates using the RULC decrease monotonically with the addition of instrument blocks, and they are significant at the 15-percent level only after the risk-free rate block is added. Thus, several instrument blocks improve the instrument set.

---

9 The NKPC that GG estimate is analogous to the stage $N$, or GDP stage, NKPC in the vertical chain of production, equation (8).

10 From this point forward I refer to the RULC and RUIC as the stage $N$ variables, $\psi_{N,t}^{RULC}$ and $\psi_{N,t}^{RUIC}$, respectively used to proxy real marginal cost in equation (8).

11 Estimates are based on two-stage GMM estimation using a four-lag quadratic spectral window estimate of the covariance matrix.
blocks must be included in order to produce significant estimates of $\lambda$ when using the RULC proxy. In contrast, estimates of $\lambda$ using the RUIC proxy are all significant at the 5-percent level.

The fact that all estimates of $\lambda$ using the RUIC proxy are statistically significant indicates that input costs are a pertinent inclusion in the NKPC model. One might expect that if there is estimable pass-through from input prices to consumer prices, this will show up in a larger estimated coefficient on the RUIC term. However, including input costs rather than wages in the marginal cost term does not increase the size of the estimated coefficient on real marginal cost. If anything, including input prices decreases the size of the coefficient, indicating that the pass-through effect is significant, but small in magnitude.

4.2 Instrument Validity and Relevance

There may be several reasons that could explain why the estimates of the RUIC are more robust to alterations in the instrument set than are the estimates of the RULC proxy. One reason could be that the proxy itself is better in terms of measuring the actual cost faced by firms in setting prices. That is, $\psi$ could simply fit the model better when it includes input prices, and therefore be less susceptible to alterations in the instrument set. Another reason could be that the instruments themselves are more relevant and valid with regard to the model when marginal cost is proxied by RUIC. If instruments are weak or invalid, then estimates may be sensitive to the choice of instruments, as in Table 1.

There is a large literature on problems of finite-sample GMM estimation due to poor instrument choice. Instruments are considered “weak” or “irrelevant” if they do not explain enough of the variation in the variables they are supposed to instrument. Furthermore, instruments can be “invalid” if they are not exogenous to the error term. In our rational expectations scenario, good instruments are variables that are relevant, in the sense that they are used to make pricing decisions and are also in the firm’s information set at time, $t$, and hence uncorrelated with any surprise in period $t + 1$. That is, we are looking for instruments, $Z_{n,t}$, that are correlated with the endogenous variables, $\psi_{n,t}$ and $\pi_{n,t+1}$, but orthogonal to the surprise in period $t + 1$, such that:

$$E_t[(\pi_{n,t} - \lambda \psi_{n,t} - \beta \pi_{n,t+1})Z_{n,t}] = E_t[\eta_{n,t+1}Z_t] = 0. \quad (14)$$

\[12\] In addition to $\pi_{n,t+1}$, we also treat $\psi_{n,t}$ as an endogenous variable. Thus, the true estimation is:

$$\pi_{n,t} = \lambda E(\psi_{n,t}|F_{n,t-1}) + \beta E(\pi_{n,t+1}|F_{n,t-1}).$$
The general choice of $Z_t$ among researchers has been to use lagged values of variables such as those in the instrument sets shown in Table 1. We can determine whether these instruments are both relevant and valid by analyzing several statistics. Columns 5 through 8 of Table 1 report statistics that detail the exogeneity and relevance of the instrument sets. Column 5 reports the p-value of Hansen’s J-Statistic (1982). A rejection of the null hypothesis signifies that the instruments are not satisfying the orthogonality condition, equation (14).

Table 1 shows that poor exogeneity of the instruments is not generating a problem for the NKPC with either proxy in terms of the J-statistic, as almost all of the p-values of the J-statistic (pJ-values) fall above .15. Beyond instrument set 2, pJ-values increase as more blocks of lagged variables are added to the instrument set.

The last three columns of Table 1 give statistics that measure the relevance of the instrument sets. Shea (1997) demonstrates that in the case of multivariate linear models with more than one endogenous regressor, the first-stage F-statistic leads to poor inference on instrument relevance. For this reason, I report the standard partial $R^2$ (P) as well as the Shea partial (SP) $R^2$ and the Cragg-Donald (1993) F-statistic (CD). The latter two statistics both take into account multiple endogenous regressors, whereas the standard partial ignores this case.

A large SP on each endogenous variable indicates that the instruments are correlated with each distinctly. However, if the SP is large on one endogenous variable, but small on another, then this indicates that the instruments are not relevant for both endogenous variables, a circumstance that could ultimately bias the estimates. Table 1 shows that the SP is larger for both endogenous variables, $\pi_{N,t+1}$ and $\psi_{N,t}$, in all six instrument sets when the RUIC proxy is used instead of the RULC proxy. This reveals that the instruments used in Table 1 are more relevant to the model when real marginal cost is proxied by real unit input costs rather than by real unit labor costs.

The SP works well for comparing the relevance when the number of instruments stays constant, as in comparing the same instrument sets of the upper and lower halves of Table 1. However, it is a poor indicator of the additional relevance gained by including more variables in the instrument set. That is, it is a poor judge of testing the additional relevance of moving

---

13 The J-statistic is simply the GMM objective function evaluated at the second-stage estimates, distributed as $\chi^2$ with $K_2 - K$ degrees of freedom, where $K_2$ is the number of instruments, and $K$ is the number of regressors.

14 The Shea partial $R^2$ is the correlation between $\bar{X}_1$ and $\tilde{X}_1$. $\bar{X}_1$ is the component of the explanatory variable $X_1$ that is orthogonal to the other explanatory variables. $\tilde{X}$ is the component of $X_1$ that is orthogonal to the projections of the other explanatory variables on the instrument set. $\tilde{X}_1$ is the projection of $X_1$ on the instrument set. For more details see Shea (1997).
from instrument set 1 through instrument set 6 within the use of the same proxy. Foremost, the SP does not take into account the fact that the $R^2$ will almost always increase with the addition of regressors. Also, it does not take into account that the estimator is more inclined to become biased as variables are added to the instrument set, as shown in Hahn and Hausman (2002). That is, the SP does not tell us whether the additional instruments are increasing the $R^2$ by a sufficient amount to compensate for the increase in bias that adding regressors entails.

A better statistic to measure instrument relevance when adding blocks of instruments is the CD-statistic, proposed by Stock and Yogo (2001). Stock and Yogo test for the presence of weak instruments in the case of multiple endogenous regressors by looking at the minimum eigenvalue of the matrix analog of the F-statistic from the first-stage regression.\textsuperscript{15}

Like the SP, the CD-statistic accounts for correlation between the endogenous regressors. Unlike the Shea partial, however, the CD-statistic takes into account the size of the instrument set and allows us to test the degree of weakness of the instrument set. A small CD-statistic implies that the instruments are weak with respect to two standards: the relative bias of the estimates with respect to their OLS counterparts and the true size of the hypothesis test $\beta = \beta_0$.\textsuperscript{16}

The CD-statistics reported in Table 1 show that the added blocks of lagged variables are not increasing the relevance of the instrument set. That is, the CD-statistic of both proxies decreases monotonically with the addition of lagged blocks of variables, dropping from 30.55 to 10.10 under the RULC proxy, and from 60.16 to 17.03 under the RUIC proxy. The falling CD-statistic is telling us that we are adding blocks of lagged variables that are irrelevant to the model. As Mavroeidis (2001) emphasizes, it is dangerous to throw in these irrelevant instruments, since in doing so, one causes the estimates to converge to OLS. This is just the case for the RULC proxy, as both $\beta$ and $\lambda$ are converging towards their OLS estimates, .853 and .039 respectively, with the addition of instruments.\textsuperscript{17}

\textsuperscript{15}That is, the CD-statistic is the minimum eigenvalue of $G_T$:

$$G_T = \hat{\Sigma}_{ve}^{-1/2}Y^\perp'P_2^\perp Y^\perp\hat{\Sigma}_{ve}^{-1/2}/K_2,$$

where $\hat{\Sigma}_{ve} = (Y'M_2Y)/(T - K_1 - K_2)$. Notation is as follows: $Y$ is the set of $T \times 1$ vectors of the endogenous regressors. $Z$ is a $T \times K_2$ matrix of excluded instruments. $\perp$ represents the residuals from a projection on $X$, where $X$ is the set of $K_1$ included exogenous variables. $M_X = I - P_X$, where $P$ is the projection matrix. For more details see Stock and Yogo (2001).

\textsuperscript{16}For the table listing the critical values of the CD-statistic, refer to Appendix D.

\textsuperscript{17}One drawback of the CD-statistic is that it assumes spherical errors in the first-stage regression. For this reason, Appendix E displays p-values of F-statistics on each instrument block for the first-stage regression after controlling for both autocorrelation and heteroskedasticity.
5 Chain-of-Production Instruments

The above analysis reveals that, for the RULC proxy, $\lambda$ becomes significant only when enough irrelevant instruments are added to the instrument set. Furthermore, $\lambda$ and $\beta$ change in size dramatically with the addition of these instruments. As noted by Fuhrer (2005), such differences on the estimates have great consequences for the persistence of inflation as well as for the inherent role of marginal cost in the inflation process. The fact that there is no way of telling which of the various estimates using the RULC are the true estimates poses a great problem for the NKPC. Furthermore, if we rank instrument sets by their combination of $J$ and CD-statistics, we should go by instrument set 1 and conclude that $\lambda$ is insignificant. Thus, the RULC proxy does not seem to fit well in the NKPC model.

On the other hand, the RUIC proxy fits for all of the instrument sets in Table 1. However, the instruments used in estimation still have problems. First, the fact that the CD-statistic still falls when we add instruments puts a damper on the use of these variables in the instrument set. If instruments are going to be added to the estimation process, we would like them to be quite relevant to the endogenous variables. If they are not, they are only clouding the true estimates of the parameters.

Second, the instruments from Table 1 include lags of inflation in the instrument set. As noted by Rudd and Whelan (2005) and Stock, Wright, and Yogo (2002), a major pitfall of using lags of inflation in the instrument set is that this entails describing the dynamics of the future inflation term, $\pi_{n,t+1}$, with lagged inflation terms; in essence, this means falling back on the traditional Phillips Curve to help explain the forward-looking NKPC.\footnote{The “traditional” backwards-looking Phillips Curve assumes that inflation depends on lagged inflation as opposed to future expected inflation: $\pi_t = \beta \pi_{t-1} + \lambda \psi_t$.} Table 2 displays the exogeneity and relevancy statistics for the six instrument sets of Table 1 excluding the inflation block. Comparing the statistics with those of Table 1, we see that the inflation block is responsible for increasing the CD-statistic, the SP, and the P for each instrument set in Table 1. Without its inclusion, most of the CD-statistics would be well below the 10-percent bias and 25-percent size thresholds of Stock and Yogo’s (2001) critical values.

Finally, these variables used in the GG instrument set are found outside of the model, and hence are an ad hoc addition to the entire estimation process. Choosing instruments found outside of the model might be construed as completely arbitrary, giving less credence to the estimates obtained through GMM.
Given these issues, we would like to find an instrument set that contains a smaller set of variables that are micro-founded within the model, contain relevant information, are theoretically exogenous to price setters, and do not necessitate inflation in the instrument set. The chain-of-production NKPC has the potential to provide such an instrument set in that it allows for a much richer set of instruments than those shown in Table 1.

Since the chain-of-production model incorporates early (that is, upstream) stages of production in the downstream marginal cost term, RUICs from stages low in the production chain should be correlated with downstream marginal costs. This can be seen by combining equations (12), (22), and (23):\(^{19}\)

\[
\psi_{n,t} = \left[ (\beta \theta_n E_t(p_{n-1,t+1}^*) + (1 - \beta \theta_n)(\psi_{n-1,t} + \bar{p}_{n-1,t}))(1 - \theta_n) + \theta_n \bar{p}_{n-1,t-1} \right] + \ldots
\]

\[
\ldots + \bar{y}_{n-1,t} - \bar{p}_{n,t} - \bar{y}_{n,t} ,
\]

(15)

where the marginal cost of the downstream firm, \(\psi_{n,t}\), is a function of the marginal cost of the upstream firm, \(\psi_{n-1,t}\). Likewise, \(\psi_{n-1,t}\) is a function of \(\psi_{n-2,t}\), and so on. In general, \(\psi_{n,t}\) is a function of all the marginal costs of stages below it:

\[
\psi_{N,t} \equiv \psi_{N,t}(\psi_{N-1,t}(\psi_{N-2,t}(\cdots (\psi_{2,t}(\psi_{1,t}(\phi_{2,t}) \cdots ), \phi_{N-2,t}), \phi_{N-1,t}), \phi_{N,t}),
\]

(16)

where \(\phi_{n,t}\) is the set of the other variables included in the marginal cost proxy, \(\{p_{n-1,t+1}^*, \bar{p}_{n-1,t}, \bar{p}_{n-1,t+1}, \bar{p}_{n-1,t-1}, \bar{y}_{n-1,t}, \bar{p}_{n,t}, \bar{y}_{n,t}\}\). Plugging (15) into (8), we are back to the NKPC, and we see that upstream RUICs should therefore also be correlated with downstream inflation and should therefore be relevant instruments.

Furthermore, RUICs of firms in early stages of production should be exogenous to the price-setting decisions of firms in later stages. We can make this claim since early stages of production include a large proportion of crude-material and energy producing firms — firms that are known to react quickly to exogenous factors such as geo-political, weather, and technological shocks. Since upstream RUICs are linked with these firms’ pricing decisions, upstream RUICs should carry the exogenous shocks with them. An example is the airline industry, where spot prices on crude oil fluctuate independently of how commercial airlines price airline fares. Here we generalize this example and claim that upstream RUIC variables fluctuate independently with respect to the pricing decisions of downstream firms.

It is important to note that the relationship in (16) cannot be constructed with the

\(^{19}\)Refer to Appendix B for equations (22) and (23).
RULC proxy. This is because different stages of production are not interconnected through wages and labor in the production chain as are input prices. Rather, each stage \( n \) uses its own labor force, \( L_n \), and wage structure, \( W_n \). Thus, the RULC proxy does not come packaged with its own instrument set as does the RUIC proxy. However, recall that we do know that the RULC and RUIC proxies are approximately equivalent since they are derived from the same cost-minimization problem of the firm. If we use the approximation from (9) and (11), \( \psi_n^{(RULC)} \approx \psi_n^{(RUIC)} \), we can make the same claim regarding relevance and exogeneity of the RULC proxy as we did for the RUIC proxy.\(^{20}\) That is, through their equivalent approximation to the RUIC variables, we can claim that upstream RULC variables are also relevant and exogenous to downstream RULC terms. The fact that this claim requires an extra assumption already puts the RUIC and its downstream instruments in a more desirable position with regard to estimating the NKPC. However, as opposed to simply throwing out the RULC proxy, it seems reasonable to apply the assumption and provide a direct comparison to the GG instrument set as well as to the RUIC proxy and its upstream instruments.

5.1 Estimation with the Chain-of-Production Instruments

In order to compare the chain-of-production instruments to the GG instruments, I perform the same exercise as in Table 1, where I add blocks of four lags of variables to the instrument set. Table 3 displays the results of the estimation of the NKPC, utilizing the chain-of-production instruments (that is, \( \psi_{N-1}, \psi_{N-2} \)). Instrument set 1 includes only four lags of the real marginal cost proxy and serves as a base for comparison. Instrument sets 2 and 3 add blocks of real marginal cost proxies from stages \( N-1 \) and \( N-2 \), respectively. Beyond instrument set 3, we add instrument blocks from Table 1.

Estimates of \( \lambda \) using the RULC proxy are significant at the 11-percent level for all instrument sets beyond instrument set 1. Estimates of \( \lambda \) still lie in a wide range, from .018 to .035, when upstream real marginal costs are included in the instrument set, but there is now a two-fold difference as opposed to a six-fold difference. Likewise, estimates of \( \beta \) are now more stable as well, ranging from .932 to .968. All estimates of \( \beta \) and \( \lambda \) are significant at the 1-percent level with the RUIC proxy, and they are still stable with respect to the instrument set, with \( \lambda \) ranging from .009 to .010, in instrument sets 2 through 8.

Unlike the case shown in Table 1, where adding blocks of instruments decreased the CD-statistic, here the addition of upstream real marginal costs to the instrument set (instrument

\(^{20}\) A regression of \( \psi_n^{(RUIC)} \) on \( \psi_n^{(RULC)} \) produces coefficients that are significant at the 1-percent level for stages \( N, N-1, \) and \( N-2 \), signifying that the proxies of the same stage are correlated.
sets 2 and 3) increases the CD-statistic for both proxies. Actually, both the CD-statistic and the pJ-value increase with the addition of the $\psi_{N-1}$ and $\psi_{N-2}$ blocks, showing that the upstream marginal cost terms are relevant as well as valid instruments for both proxies.

A noteworthy feature of the chain instruments is that they are producing relatively high CD- and low J-statistics (high pJ-values), without the use of the inflation block. The fact that CD-statistics are still high, without resorting to the use of lags of inflation as instruments, tells us that the upstream marginal costs are taking over the relevance responsibilities of the inflation block. In fact, they are doing so while simultaneously increasing the exogeneity of the instrument set. This is revealed by the high CD-statistic and pJ-value on instrument set 3 in Table 3.\footnote{Note that instrument set 3 in Table 1 and instrument set 3 in Table 3 use the same number of instruments, and we can therefore compare the two instruments sets on a per-instrument basis. The chain instruments increase the pJ-value from .269 to .668 for the RULC proxy, and from .263 to .818 for the RUIC proxy.} Once we add four lags of inflation to the instrument set (moving from instrument set 3 to 4), there is a fall in the pJ-value for both proxies. Similar to the case in Table 1, each additional block beyond the inflation block lowers the CD-statistic for the RULC proxy. For the RUIC proxy, the CD-statistic reaches a peak with addition of the output gap block, and then begins to fall back to a lower value than it reached at instrument set 3.\footnote{As a robustness check, Appendix F displays pF-values on each instrument block for the first-stage regression after controlling for both heteroskedasticity and autocorrelation.}

### 5.2 Smaller Instrument Sets

As researchers using GMM have conceded, use of a large instrument set induces bias. Therefore, smaller instrument sets have been devised and are being used in current GMM estimation. Galí, Gertler, and Lopez-Salido (2005, henceforth GGL), for instance, propose using four lags of inflation, two lags of real marginal cost, the output gap, and wage inflation.

Table 4 reports estimates of the forward-looking model, comparing estimates produced using the GGL instruments with estimates produced using the upstream production-chain instruments. Instrument set 1 does not include the inflation block, while instrument set 2 replicates the instrument set used by GGL. Instrument sets 3 and 4 replace the output gap and the wage inflation blocks with the upstream instruments. This replacement leaves all instrument sets with the same number of total instruments, making it easy to discern the relevancy and exogeneity on a per-instrument basis.

The results show that in all cases, the instrument sets that include the upstream variables instead of the output gap and wage inflation variables lead to larger SP, CD, and pJ-values.
That is, comparing instrument set 1 with instrument set 3, and comparing instrument set 2 with instrument set 4, the production-chain instruments are outperforming the output gap and wage inflation variables in terms of relevancy with regard to the SP and CD values in terms of exogeneity with regard to the J-statistic.

The RUIC proxy is highly significant when upstream instruments are used, with both p-values at .000. On the flip side, the p-values of the coefficient on the RULC proxy never dip below 10-percent, even with the use of the upstream instruments. Furthermore, the coefficients of both $\beta$ and $\lambda$ on the RUIC proxy do not change with the addition of the inflation block when upstream instruments are used. These results reiterate both the higher significance of the RUIC proxy over the RULC proxy and the stability of the upstream instruments with respect to the addition of the inflation block.

6 The Hybrid Model

Due to some shortcomings of the purely forward-looking NKPC, it has become conventional to include a lagged inflation term in the model, creating the Hybrid Philips Curve:\[^{23}\]

$$\pi_{N,t} = \lambda_n \psi_{N,t} + \gamma_f E_t(\pi_{N,t+1}) + \gamma_l \pi_{N,t-1}.$$ \hspace{1cm} (17)

Although a lagged inflation term is considered an ad hoc addition to the model, many researchers such as Fuhrer and Moore (1995) and Blanchard and Galí (2005) have searched for micro foundations for including it in the NKPC.\[^{24}\] Because of the prominence of the hybrid model in the literature, it is important that the chain of production, and the instruments and proxy that stem from it, apply to the hybrid model as well as to the purely forward-looking model.

6.1 GG Instrument Estimation of Hybrid Model

Table 5 reports estimates of the hybrid model, repeating the same exercise performed on the purely forward-looking model displayed in Table 1. At first glance, we see that estimates of $\lambda$ are much smaller than those in the forward model, with the largest estimates reaching

\[^{23}\]Most of the shortcomings occur when real marginal cost is proxied with the output gap, which is the conventional measure of economic activity used in the traditional Phillips Curve. In such a case, the purely forward-looking model implies no tradeoff between disinflation and output. Also, in such a case, the output gap proxy implies a negative coefficient on real marginal cost, contradicting the model. For more on this issue see Galí and Gertler (1999).

\[^{24}\]Also see Gumbau-Brisa (2005) who incorporates beliefs and knowledge into the model in order to generate a backward-looking term.
.012 and .007 for the RULC and RUIC proxies, respectively. Like estimates obtained with the purely forward-looking model, estimates of $\lambda$ using the RULC proxy gain significance with the addition of the instruments. That is, p-values dip below .100 only after instrument set 4 is reached. Meanwhile, all of the estimates of $\lambda$ using the RUIC proxy are significant at the 5-percent level, except for instrument set 2. Also, as with the forward model, estimates obtained using the RULC proxy vary as much as six-fold, from .002 using instrument set 1 to .012 using instrument set 6, while estimates of $\lambda$ using the RUIC proxy are much less sensitive to the instrument set, varying from .007 with instrument set 1 to a steady .002 with all of instrument sets 2 through 6. Estimates of $\gamma_l$ are significant using both proxies, for all instrument sets. However, estimates of $\gamma_f$ are larger than estimates of $\gamma_l$ for all instrument sets with the RUIC proxy.

It is apparent from Table 5 that relevancy is a problem for the GG instrument set in the hybrid model, as all of the relevancy statistics are much smaller than they were with the forward model. Specifically, for both proxies, CD-statistics are all very low, lying below 3.63. Recall from Appendix D that this is below the 4.32 value that allows 30-percent bias. SP and P values on the forward inflation term, $\pi_{N,t+1}$, are also very small, never exceeding .363. These low relevancy statistics are due to the fact that $\pi_{N,t-1}$ is considered an exogenous variable and is therefore included as an instrument but not taken into account in measuring instrument relevancy. The excluded instruments therefore need to be correlated with the endogenous variables, over and above $\pi_{N,t-1}$. Thus, the smaller relevancy statistics are in large part a result of the fact that much of the relevancy of the instrument set is coming from the first lag of inflation, and not from the excluded instruments.

6.2 Estimation of the Hybrid Model using Chain-of-Production Instruments

Table 6 replicates the GGL instruments and production-chain instruments used in Table 4. Two similarities emerge between Tables 5 and 6 concerning the values of the estimates of $\gamma_l$, $\gamma_f$, and $\lambda$. Like the GG instruments in Table 5, the chain instruments produce estimates of $\gamma_f$ that are larger than $\gamma_l$. Also, estimates of $\lambda$ using the RUIC proxy are all significant, whereas the estimates of $\lambda$ using the RULC proxy are all insignificant.

Like the purely forward-looking model estimates, the chain instruments produce better relevancy and validity statistics than do the GGL instruments. All CD-statistics are larger when production-chain instruments are used. It reaches its highest value when the upstream

\[25\text{Recall that CD, SP, and the standard partial measure the extra relevance of excluded instruments over the included instruments.}\]
instruments are used without the inflation block, instrument set 3. Furthermore, the up-
stream real marginal costs increase the relevancy of the instrument set towards the future
inflation term according to the SP and standard partial for both proxies. For the RUIC
proxy, the upstream variables increase these values on the future inflation term and the
marginal cost term. The upstream instruments also improve the validity of the instrument
set for the hybrid model, as seen by the large pJ-values on instrument sets 3 and 4.

7 Robustness Analysis

The analysis performed so far does not consider subsample stability, nor the possibility
that incorrect measures of inflation or mis-specification of the NKPC could lead to incorrect
error terms. This section looks at different scenarios that could potentially alter the results
obtained in the paper thus far.

7.1 Subsample Analysis

Many researchers have argued that estimates of the NKPC are sensitive to the change in
the Federal Reserve’s operating policy during the Volcker years of the early 1980s. Specif-
ically, many have noted a fall in the magnitude of the coefficient on real marginal cost in
the period after the Volcker disinflation, when using the RUIC proxy.\textsuperscript{26} Although it is very
likely that the coefficients are not perfectly stable over time, large movements in the magni-
tude or significance of the coefficients when the subsample is altered do not bode well for the
NKPC. I will therefore check the stability of the forward-looking and hybrid model under
two subsamples, and examine a 70-quarter-window rolling regression of the forward-looking
model.

7.1.1 Forward Model Subsamples

Table 7 reports estimates of the forward NKPC over two overlapping subsamples, 1973:2
– 1989:4 and 1980:1 – 2002:4, using the same instrument sets as used in the estimates in
Tables 4 and 6. Similar to results found in prior literature using the RUIC proxy, these
results show a fall in $\lambda$ in the later subsample. Instrument set 1, for instance, shows a drop

\textsuperscript{26}Eichenbaum and Fisher (2003) produce an estimate of $\lambda$ of .064 in the sample period 1959:1 – 1979:2
and .041 in the sample period 1982:3 – 2001:4, using nonlinear GMM on the forward model. Galí and
Gertler (1999) give an estimate of $\lambda$ of .07 in the sample period 1970:1 – 1989:4, and .051 in the sample
from .052 to -.026. Likewise, the GGL instrument set and the upstream instruments suggest that \( \lambda \) falls to an insignificant value in the second subsample.

The RUIC proxy does not produce such a large fall in \( \lambda \). Excluding instrument set 1, the largest drop in the magnitude of \( \lambda \) is .005, and this decline occurs under instrument set 4. The upstream instruments alone (instrument set 3) show a change of only .002. The estimates of \( \lambda \) obtained using the RUIC proxy are all significant and positive at the 1-percent level in both samples. Estimates of \( \lambda \) obtained using the RULC proxy, however, are significant and positive only in the first subsample. In the second subsample, estimates of \( \lambda \) are highly insignificant in all cases except with instrument set 1, where the estimate is negative and significant at the 11-percent level.

The RUIC and RULC proxies tell different stories about the structural significance of the marginal cost term in the two subsamples. The RULC proxy suggests that the marginal cost term was once a significant component in the NKPC but has become insignificant. The RUIC proxy, however, implies that the relationship between inflation and marginal cost has not changed much between time periods.

It is apparent from Table 7 that the model holds up better in the earlier period 1973:2 – 1989:4 than in the later period 1980:1 – 2002:4. That is, comparing the instrument sets of the same proxy in each subsample, we see higher pJ-values, CD-statistics, and Shea partials in the first subsample. A large reason for the lackluster relevancy performance of the instruments in the second subsample, particularly the RUIC instruments, is related to the large discrepancy between the SP and the standard partial of the first-stage regression of the endogenous variables, \( \pi_{n,t+1} \) and \( \psi_{n,t} \). This high discrepancy is due in large part to high correlation between the endogenous regressors, \( \pi_{n,t+1} \) and \( \psi_{n,t} \), in the second subsample.\(^{27}\) A higher correlation of the endogenous regressors will lower the CD-statistic and SP-value, as these two statistics factor in the correlation among the regressors in measuring relevancy.\(^{28}\) The standard partial does not factor this into account; hence the relatively high values in the second subsample.

Furthermore, the low pJ-values in the second subsample are due entirely to poor exo-

\(^{27}\) A regression of \( \pi_{n,t+1} \) on \( \psi_{n,t} \) in the first subsample produces \( R^2 \)'s of .047 and .020 for the RULC and RUIC proxies, respectively. In the second subsample, the \( R^2 \) values are .333 and .532, respectively.

\(^{28}\) The Shea partial, for instance, does a “before and after instrumenting” analysis of the relationship between the explanatory variables. In our case, it compares the relationship between \( \psi_{n,t} \) and \( \pi_{n,t+1} \) with the relationship between \( \hat{\psi}_{n,t} \) and \( \hat{\pi}_{n,t+1} \), the projections of the endogenous variables on the instrument set. If the relationship between the endogenous regressors changes after they are both projected on the instrument set, the Shea partial will fall. If there is no correlation between the endogenous variables to begin with, the Shea partial will not differ much from the standard partial. However, if the two endogenous regressors are correlated, as they are in the second subsample, then the Shea partial will be more sensitive to alterations in the instrument set and will differ substantially from the standard partial.
geneity on behalf of lagged RUIC.\textsuperscript{29} The main point here is that it is not necessarily the case that the upstream instruments are less relevant nor less exogenous in the second subsample than in the first. Rather, the high correlation of the endogenous variables and the poor exogeneity of lagged values of the RUIC proxy in the instrument set are causing the CD-statistic, and the SP and pJ-values to fall in the second subsample.

### 7.1.2 Hybrid Model Subsamples

Table 8 reports estimates of the hybrid model over the same two overlapping subsamples used in the forward-model estimation. Again, we look at the same four instrument sets. Estimates of $\gamma_f$ are again all larger than estimates of $\gamma_l$, indicating that forward-looking behavior is important in both subsamples. Also, it is clear that the RUIC proxy outperforms the RULC proxy in terms of significance of $\lambda$. The RULC proxy is insignificant in both subsamples when upstream instruments are used in the instrument set. The RUIC proxy is insignificant only in the first subsample using the GGL set without the inflation block.

Also, similar to the forward-looking model subsamples, estimates of $\lambda$ using the RUIC proxy remain relatively stable between subsamples. That is, there is little variation between the estimates of $\lambda$ in the first subsample compared with the estimates of $\lambda$ in the second when marginal cost is proxied by RUIC. There is clearly more variation between subsamples using the RULC proxy. Also, like the forward-looking model estimates, the hybrid model subsample estimates show a uniform fall in the value of $\lambda$ when we move from the first subsample to the second.

A disconcerting feature of the hybrid-model subsample estimation is the inability of the upstream instruments to replicate the relatively large relevancy statistics they produce in the full sample hybrid estimation. That is, the CD-statistics stay at the same low levels achieved in the full sample using the GG instruments. The upstream instruments still generally outperform the GGL instrument sets, but poor relevancy is still a problem for subsample hybrid NKPC estimation. The largest CD-statistic found in Table 8 is 4.33, which lies below the 30-percent allowed bias and well below the 25-percent max size in Stock and Yogo’s (2001) critical values table. It is therefore hard to get reliable subsample statistics for the hybrid model, even when using the upstream instruments.

The low relevancy statistics and numerous insignificant estimates of $\lambda$ obtained using the RULC proxy show that it is very difficult to uphold the hybrid model in the subsample setting. \textit{Relatively} large relevancy statistics are associated with significant values of $\lambda$ when proxying with RUIC; however, this alone is not enough to lead us to conclude that the

\textsuperscript{29}Refer to Appendix F for a demonstration.
model is holding well for either proxy in the hybrid subsample case.

### 7.1.3 Subsample Rolling Regression

In order to get a broader picture of the stability of \( \lambda \) with respect to subsample estimation, rolling estimates were performed on the forward model in spans of 70 quarters.\(^{30}\) Figure 5 displays rolling estimates of \( \lambda \), proxying marginal cost with RUIC under two different instrument sets: the GGL instrument set without inflation, and the upstream instrument set consisting of two lags of stage \( N \), \( N - 1 \), and \( N - 2 \) RUIC terms (the instrument sets 1 and 3 of Table 7). Likewise, Figure 6 displays rolling estimates of \( \lambda \) under the same two instrument sets, but proxying marginal cost with RULC.

Figures 5 and 6 show that the estimated coefficient of \( \lambda \) is generally more stable under the upstream instruments than under the GGL set. This is particularly true for the RUIC proxy. The RULC estimates are relatively unstable under both instrument sets. Of all four plots in these two Figures, \( \lambda \) displays the least variation under the GMM estimation that uses the RUIC proxy and its upstream instruments.\(^{31}\)

Figure 7 displays 95-percent confidence bands of the rolling estimates for both proxies under the upstream instruments. The band under the RUIC proxy is relatively stable and generally lies above zero. In contrast, the size of the band under the RULC proxy is much more volatile and dips below zero for most of the estimates.

These three figures reiterate the subsample results obtained in the preceding subsections. That is, estimation of \( \lambda \) under the RULC proxy is very sensitive to the sample period, whereas estimates of \( \lambda \) under the RUIC proxy are quite robust. Furthermore, this result is bolstered by using the upstream instruments, which help to stabilize the estimates with respect to variations in the sample period.

### 7.2 Inflation Specification

An incorrect measure of the relevant inflation term, \( \pi_N \), in the final stage of production could lead to biased estimates of the coefficients obtained in the paper thus far. To demonstrate, suppose the GDP chain-type price deflator is actually composed of “sticky-price” goods (goods produced by firms that have probability of no price adjustment greater than zero: \( \theta_N > 0 \)) and “flexible price” goods (goods produced by firms that have probability of

\(^{30}\) Neither altering the window size nor looking at estimates of the hybrid model changed the relative results.

\(^{31}\) A measure of the stability of \( \lambda \) with respect to the subsample can be obtained by comparing the variance of the estimates obtained in Figures 5 and 6, which are as follows:
no price adjustment approximately equal to zero: \( \theta_N \approx 0 \). In this case, the GDP deflator inflation measure could be broken into two components, weighted by the share of flexible and sticky price goods in the index:

\[
(1 - \alpha)\pi_{N,t}^{\text{sticky}} + \alpha \pi_{t}^{\text{flex}} = \lambda_N \psi_{N,t} + \beta E_t((1 - \alpha)\pi_{N,t+1}^{\text{sticky}} + \alpha \pi_{t+1}^{\text{flex}}).
\] (18)

Since the NKPC captures only the dynamics of sticky-price goods inflation (that is, the model assumes \( \theta_N > 0 \)), a large \( \alpha \) under the GDP deflator would imply that the flexible-price goods component of inflation, as well as variables correlated with the flexible-price goods component, will show up in the error term, \( \eta_{t+1} \). As crude goods are usually considered flexible-price goods, the upstream RUIC terms could very well be correlated with \( \eta_{t+1} \). This hypothesis would in turn cause a violation of the exogeneity of the instruments and bias our estimates.

To be certain that the upstream RUIC variables are valid instruments with regard to the NKPC, we would ideally like to estimate the model under an inflation measure that is free of flexible-price goods:

\[
\pi_{N,t}^{\text{sticky}} = \lambda_N \psi_{N,t} + E_t(\pi_{N,t+1}^{\text{sticky}}).
\] (19)

In this case, all goods represented in the inflation measure would be produced by firms with \( \theta_N > 0 \), resulting in an inflation index with \( \alpha \) equal to 0. Constructing such a price index, where inflation is completely purged of flexible-price goods, would be quite problematic given the ambiguous distinction between sticky- and flexible-price goods.\(^{33}\) Nonetheless, there do exist other inflation measures that might do a better job of capturing the sticky component of inflation than does the GDP deflator. As a robustness exercise, I estimate the NKPC with the RUIC and its upstream instruments under the core CPI and the core PCE. These inflation measures do not include food or energy, which are conventionally regarded as flexible-price goods. Therefore, they may have intrinsically lower values of \( \alpha \) and may better resemble \( \pi_{\text{sticky}} \).

Under the joint hypothesis that (1) these inflation series better capture sticky-price

---

\(^{32}\)Under the scenario in which all firms have flexible prices, the model implies that \( p_t^* = \bar{p}_t = \psi_t \), which gives \( \pi_{t}^{\text{flex}} = \Delta \psi_t \).

\(^{33}\)Bils and Klenow (2004) rank goods by their frequency of price adjustment. Based on this criterion, a new aggregate price series could conceivably be constructed that leaves out goods with price adjustments lasting less than one quarter. However, ambiguity problems still arise because there are many goods whose prices still lie in the margin between flexible and sticky, (within the 2.5-to-3.5 months since the last price change). Furthermore, given that these frequencies were taken over two years, 1995 – 1997, the durations are subject to change over subsamples.
inflation and (2) the upstream instruments are correlated with the flexible component of the GDP deflator, the pJ-value under these series should be significantly *higher* than that under the GDP deflator. The new error under these price series, \( \eta_{t+1}^* \), theoretically does not include \( \pi^{\text{flex}} \), and thus it should be *less* correlated with the instruments and therefore raise the p-value of the J-statistic.

Table 9 displays results of the forward-looking model, using the upstream instruments under the core CPI and the core PCE.\(^{34}\) Table 9 shows that for the RUIC proxy, the pJ-value *falls* when moving from the GDP deflator to either the core CPI or the core PCE, from .421 to .394 and .179, respectively. These statistics indicate that the upstream RUIC instruments are more valid with regard to the GDP deflator than with either the core CPI or the core PCE. Thus, the above joint hypothesis is rejected. We can conclude that either the deflator contains a smaller share of flexible-price goods then the core CPI or core PCE, or that it contains a greater share of flexible-price goods but that the upstream RUIC terms are not correlated with them. In any case, we can be certain that food and energy prices in the GDP deflator do not cause an exogeneity problem with the upstream RUIC instruments.

When estimating under the RULC proxy, the pJ-value falls when switching to the core PCE, but *rises* when using the core CPI. Thus, compared with \( \psi_{N-1}^{\text{RUIC}} \) and \( \psi_{N-2}^{\text{RUIC}} \), there is more evidence under our joint hypothesis that \( \psi_{N-1}^{\text{RULC}} \) and \( \psi_{N-2}^{\text{RULC}} \) are correlated with the flexible component of inflation. This gives more credence to the use of the RUIC proxy and its upstream variables as instruments.

Overall, this exercise demonstrates that changing the inflation series does not invalidate the results obtained earlier. That is, the use of the RUIC proxy and its upstream instruments in estimating the NKPC is robust to the inflation measure used. Specifically, under the core CPI and core PCE measures, the RUIC proxy and its upstream instruments produce high relevancy and exogeneity statistics as well as estimates of \( \lambda \) that are significant at the 5-percent level.

### 7.3 Marginal Cost Specification

A direct way to test whether the upstream instruments are included in \( \eta_{t+1} \) is to estimate the model with the inclusion of upstream marginal costs. If the coefficients on the upstream instruments show up as significant, then this gives some evidence that \( \eta_{t+1} \) in previous estimations included upstream RUIC terms.

Table 10 displays GMM results of two different specifications of the marginal cost term.

\(^{34}\)The same procedure was performed with the hybrid model; the relative magnitudes of the p-values of the J-statistic did not change.
in the NKPC. Specification A adds the current $\psi_{N-1,t}$ and $\psi_{N-2,t}$ terms to equation (10), and specification B adds two lags of $\psi_{N-1}$ and $\psi_{N-2}$:  

\begin{align*}
\text{(A)}: \pi_{N,t} &= \lambda \psi_{N,t} + \lambda_{1,0} \psi_{N-1,t} + \lambda_{2,0} \psi_{N-2,t} + \beta E_t(\pi_{N,t+1}) \\
\text{(B)}: \pi_{N,t} &= \lambda \psi_{N,t} + \lambda_{1,1} \psi_{N-1,t-1} + \lambda_{1,2} \psi_{N-1,t-2} + \lambda_{2,1} \psi_{N-2,t-1} + \\
&\quad \ldots \lambda_{2,2} \psi_{N-2,t-2} + \beta E_t(\pi_{N,t+1}).
\end{align*}

The results show that when either the current lag or two lags of the RUIC term are added to the NKPC, their coefficients show up as insignificant, and the overall effect on $\lambda$ is quite small. Although current RULC terms are an insignificant inclusion in the model, lags of the RULC terms are quite significant. Overall, this specification test provides evidence against the case that $\eta_{t+1}$ includes upstream RUIC terms and justifies the use of upstream RUIC terms over RULC terms in the instrument set of the NKPC.  

8 Fundamental Inflation Simulation

As a final exercise, I compare the goodness-of-fit of the RULC and RUIC proxies, as well as the use of their upstream instruments. That is, I construct the “fundamental” inflation series from the solution:

$$
\pi_{N,t} = \lambda_N \sum_{i=0}^{\infty} \beta^i E(\psi_{N,t+i}|\mathcal{F}_{N,t}) ,
$$

where expectations are taken as conditional on $\mathcal{F}_{N,t}$, the information of the firm at time $t$.

I construct a total of four simulations of fundamental inflation. Figure 8 plots GDP deflator inflation against fundamental inflation, proxying for $\psi_{N,t}$ with RUIC. Likewise, Figure 9 plots GDP deflator inflation against fundamental inflation proxying for $\psi_{N,t}$ with RULC. In order to compare the instrument sets used in the GMM estimation, the figures each also plot the fundamental series under both GGL and the upstream instrument sets without inflation (instrument sets 1 and 3 of Table 4). That is, I proxy information of stage $N$ firms at time $t$, $\mathcal{F}_{N,t}$, with both the GGL set (two lags of the output gap, wage inflation, and stage-$N$ marginal cost proxy) and the upstream instrument set (two lags of stage-$N$,

---

35These estimations were performed using two lags of inflation, the output gap, wage inflation, and real marginal cost in the instrument set. The upstream terms were treated as exogenous. Using upstream instruments in these specifications yields poor relevancy statistics.

36F-tests were performed to test the hypothesis that the added variables are jointly significant. The results did not change.
$N-1$, and $N-2$ marginal cost proxies). The parameters of $\beta$ and $\lambda$ are taken directly from Table 4.

Visually, the RUIC proxy seems to fit the actual inflation rate better, especially the low-frequency components of the high-inflation years of the 1970s and 1980s. For both proxies, taking expectations on upstream instruments fits the actual inflation rate better than taking expectations on the GGL instruments. The $R^2$ rises from .299 to .606 under the RUIC proxy, and from .357 to .568 under the RULC proxy. Overall, the RUIC under the upstream instruments fits actual inflation most closely.

9 Conclusion

Finding an estimation method that gives unbiased and efficient estimates of the NKPC is quite important if the NKPC is to be utilized as either a monetary policy tool or a correct specification of macroeconomic behavior. This paper shows that the limited success of estimating the NKPC model using GMM is correlated with both the poor choice of marginal cost proxy and the poor choice of instruments. Overall, I find that the use of the RUIC proxy and its upstream instruments yields better estimates of the NKPC when using GMM.

In comparison with the RULC proxy, the RUIC proxy, based on the vertical chain-of-production model, induces a better fit with the model in terms of relevancy with respect to the instruments, significance of the coefficient on the marginal cost term, and stability of this coefficient with respect to changes in the instrument set. The evidence for this conclusion is displayed in Tables 1 and 5, which compare the different proxies using the GG instrument sets.

This paper shows that generalizing the NKPC model to a vertical chain of production allows for the creation of instruments that are micro-founded. These variables, the RUICs of firms in stages below the GDP stage (that is, upstream to the GDP stage), keep both relevancy and exogeneity high, without relying on a large number of overidentifying restrictions. Furthermore, they perform these duties without requiring the inclusion of lags of inflation, a requirement that has been a major drawback of GMM estimation of the NKPC. Generally, the combination of the RUIC and its upstream instruments results in a rather robust and stable estimation of the NKPC. In terms of rolling subsample estimates of $\lambda$ and the measure of fundamental inflation, this combination performs better than the RULC proxy with either the GGL instrument set or even its own upstream instruments.

Another important result is the smaller size of the coefficient on $\lambda$ obtained using the
RUIC proxy than obtained using the RULC proxy. Even with the inclusion of input prices in the marginal cost term, the coefficient never rises above .02. Furthermore, the use of the RUIC and its upstream instruments seems to intensify the forward-looking behavior of the model. As pointed out by Fuhrer (2005), these coefficients have major implications for the origin of inflation persistence implied by the NKPC. The low measure of \( \lambda \), even under the RUIC, implies that only a small amount of inflation persistence is inherited from the marginal cost term. Most of this persistence is still unaccounted for in the NKPC.

Finally, the lagged response of the RUIC to inflation seen in Figure 2 has implications for frictions on the input side of the marginal cost term. Specifically, frictions dealing with stages lower in the production chain, such as capital adjustment costs, presumably play a large role in explaining why disinflations are associated with large falls in output. Incorporating investment and inventory frictions in the NKPC, as in Woodford (2005), therefore seems to be an area deserving more attention.
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Figure 1: Vertical Chain of Production
Figure 2: Inflation and Marginal Cost Proxies
Figure 3: Inflation and Upstream RUIC Proxies

Notes: Intermediate RUIC was scaled by one-half for comparison purposes
Figure 4: Inflation and Upstream RULC Proxies
Figure 5: Subsample Rolling Regression: RUIC Proxy

Notes:
Intervals of 70 quarters were estimated.
GGL Instruments: Instrument Set 1 of Table 4.
Upstream Instruments: Instrument Set 3 of Table 4.
Notes:
Intervals of 70 quarters were estimated.
GGL Instruments: Instrument Set 1 of Table 4.
Upstream Instruments: Instrument Set 3 of Table 4.
Figure 7: Subsample Rolling Regression: Upstream Instruments - 95-Percent Confidence Intervals

Notes:
Intervals of 70 quarters were estimated.
Both estimates were taken using the upstream instrument set 3 of Table 4
Figure 8: Inflation: Actual versus Fundamental with RUIC Proxy

Notes:
GGL Instruments: Instrument Set 1 of Table 4. $R^2 = .299$
Upstream Instruments: Instrument Set 3 of Table 4. $R^2 = .606$
Figure 9: Inflation: Actual versus Fundamental with RULC Proxy

Notes:
GGL Instruments: Instrument Set 1 of Table 4. $R^2 = .357$
Upstream Instruments: Instrument Set 3 of Table 4. $R^2 = .568$
Table 1: Forward Model: GG Instruments

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P $\pi_{t+1}$</th>
<th>SP / P $\psi^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi^{(RULC)}_N$</td>
<td>1</td>
<td>1.015</td>
<td>.005 (.661)</td>
<td>.624</td>
<td>30.55</td>
<td>.633/.752</td>
<td>.710/.844</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.007</td>
<td>.006 (.570)</td>
<td>.148</td>
<td>23.47</td>
<td>.647/.766</td>
<td>.715/.846</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.986</td>
<td>.012 (.235)</td>
<td>.269</td>
<td>19.29</td>
<td>.705/.806</td>
<td>.749/.855</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.991</td>
<td>.015 (.122)</td>
<td>.393</td>
<td>14.77</td>
<td>.716/.810</td>
<td>.761/.861</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.974</td>
<td>.025 (.001)</td>
<td>.510</td>
<td>11.65</td>
<td>.723/.817</td>
<td>.764/.864</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.953</td>
<td>.031 (.000)</td>
<td>.690</td>
<td>10.10</td>
<td>.738/.831</td>
<td>.784/.883</td>
</tr>
<tr>
<td>$\psi^{(RUIC)}_N$</td>
<td>1</td>
<td>.946</td>
<td>.009 (.015)</td>
<td>.390</td>
<td>60.16</td>
<td>.766/.774</td>
<td>.902/.912</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.970</td>
<td>.007 (.021)</td>
<td>.095</td>
<td>47.85</td>
<td>.783/.787</td>
<td>.909/.915</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.964</td>
<td>.007 (.008)</td>
<td>.263</td>
<td>34.70</td>
<td>.801/.809</td>
<td>.916/.925</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.952</td>
<td>.009 (.000)</td>
<td>.444</td>
<td>25.26</td>
<td>.803/.810</td>
<td>.920/.929</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.951</td>
<td>.008 (.000)</td>
<td>.680</td>
<td>19.83</td>
<td>.805/.817</td>
<td>.923/.937</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.965</td>
<td>.007 (.000)</td>
<td>.714</td>
<td>17.03</td>
<td>.815/.830</td>
<td>.924/.941</td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
(1) 3 Lags of $\psi_N$, inflation
(2) 4 Lags of $\psi_N$, inflation
(3) 4 Lags of $\psi_N$, inflation, output gap
(4) 4 Lags of $\psi_N$, inflation, output gap, risk free rate
(5) 4 Lags of $\psi_N$, inflation, output gap, risk free rate, commodity inflation
(6) 4 Lags of $\psi_N$, inflation, output gap, risk free rate, commodity inflation, wage inflation
<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P $\pi_{t+1}$</th>
<th>SP / P $\psi^{(i)}_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi^{(RULC)}_N$</td>
<td>1</td>
<td>.625</td>
<td>.061 (.418)</td>
<td>.250</td>
<td>.41</td>
<td>.010/.223</td>
<td>.039/.831</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.827</td>
<td>.044 (.468)</td>
<td>.120</td>
<td>.32</td>
<td>.011/.222</td>
<td>.041/.831</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.924</td>
<td>.025 (.011)</td>
<td>.381</td>
<td>4.69</td>
<td>.345/.510</td>
<td>.583/.854</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.913</td>
<td>.034 (.000)</td>
<td>.556</td>
<td>3.94</td>
<td>.383/.545</td>
<td>.604/.860</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.951</td>
<td>.034 (.000)</td>
<td>.454</td>
<td>9.79</td>
<td>.675/.774</td>
<td>.762/.873</td>
</tr>
<tr>
<td>$\psi^{(RUIC)}_N$</td>
<td>1</td>
<td>1.04</td>
<td>.004 (.691)</td>
<td>.096</td>
<td>4.73</td>
<td>.110/.222</td>
<td>.447/.904</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.895</td>
<td>.012 (.006)</td>
<td>.119</td>
<td>6.24</td>
<td>.181/.278</td>
<td>.591/.907</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.02</td>
<td>.003 (.449)</td>
<td>.120</td>
<td>4.28</td>
<td>.241/.318</td>
<td>.692/.913</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.947</td>
<td>.008 (.011)</td>
<td>.309</td>
<td>5.60</td>
<td>.391/.460</td>
<td>.784/.923</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.927</td>
<td>.009 (.000)</td>
<td>.634</td>
<td>4.74</td>
<td>.429/.502</td>
<td>.797/.933</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.945</td>
<td>.008 (.000)</td>
<td>.562</td>
<td>12.01</td>
<td>.711/.749</td>
<td>.893/.940</td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
1. 3 Lags of $\psi_N$
2. 4 Lags of $\psi_N$
3. 4 Lags of $\psi_N$, output gap
4. 4 Lags of $\psi_N$, output gap, risk free rate
5. 4 Lags of $\psi_N$, output gap, risk free rate, commodity inflation
6. 4 Lags of $\psi_N$, output gap, risk free rate, commodity inflation, wage inflation
Table 3: Forward Model: Chain Instruments

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>( \beta )</th>
<th>( \lambda )</th>
<th>( \rho_j )</th>
<th>C-D</th>
<th>SP / P ( \pi_{t+1} )</th>
<th>SP / P ( \psi^{(i)}_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi^{(RULC)}_N )</td>
<td>1</td>
<td>.827</td>
<td>.044 (.468)</td>
<td>.120</td>
<td>.32</td>
<td>.011/.222</td>
<td>.041/.831</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.933</td>
<td>.021 (.109)</td>
<td>.510</td>
<td>18.27</td>
<td>.573/.676</td>
<td>.720/.849</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.968</td>
<td>.018 (.049)</td>
<td>.668</td>
<td>20.29</td>
<td>.703/.776</td>
<td>.776/.857</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.965</td>
<td>.022 (.001)</td>
<td>.391</td>
<td>17.70</td>
<td>.752/.828</td>
<td>.785/.865</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.957</td>
<td>.024 (.000)</td>
<td>.619</td>
<td>15.78</td>
<td>.784/.854</td>
<td>.799/.871</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.946</td>
<td>.027 (.000)</td>
<td>.734</td>
<td>13.08</td>
<td>.790/.857</td>
<td>.805/.873</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>.937</td>
<td>.035 (.000)</td>
<td>.826</td>
<td>11.09</td>
<td>.795/.861</td>
<td>.809/.876</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>.932</td>
<td>.035 (.000)</td>
<td>.922</td>
<td>10.49</td>
<td>.816/.881</td>
<td>.829/.895</td>
</tr>
</tbody>
</table>

| \( \psi^{(RUIC)}_N \) | 1 | .895 | .012 (.006) | .119 | 6.24 | .181/.278 | .591/.907 |
|       | 2 | .927 | .010 (.000) | .507 | 27.91 | .647/.704 | .874/.915 |
|       | 3 | .927 | .010 (.000) | .818 | 28.82 | .766/.792 | .892/.923 |
|       | 4 | .943 | .009 (.000) | .527 | 30.55 | .829/.840 | .916/.928 |
|       | 5 | .940 | .009 (.000) | .624 | 32.12 | .868/.878 | .924/.935 |
|       | 6 | .941 | .009 (.000) | .815 | 26.58 | .872/.882 | .928/.939 |
|       | 7 | .943 | .009 (.000) | .826 | 23.23 | .879/.892 | .938/.952 |
|       | 8 | .938 | .009 (.000) | .923 | 21.02 | .889/.903 | .939/.956 |

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
(1) 4 Lags of \( \psi_N \)
(2) 4 Lags of \( \psi_N, \psi_{N-1} \)
(3) 4 Lags of \( \psi_N, \psi_{N-1}, \psi_{N-2} \)
(4) 4 Lags of \( \psi_N, \psi_{N-1}, \psi_{N-2}, \) inflation
(5) 4 Lags of \( \psi_N, \psi_{N-1}, \psi_{N-2}, \) inflation, output gap
(6) 4 Lags of \( \psi_N, \psi_{N-1}, \psi_{N-2}, \) inflation, output gap, risk free rate
(7) 4 Lags of \( \psi_N, \psi_{N-1}, \psi_{N-2}, \) inflation, output gap, risk free rate, commodity inflation
(8) 4 Lags of \( \psi_N, \psi_{N-1}, \psi_{N-2}, \) inflation, output gap, risk free rate, commodity inflation, wage inflation
Table 4: Forward Model - GGL Instrument Set Comparison

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>$pJ$</th>
<th>C-D</th>
<th>SP / P $\pi_{t+1}$</th>
<th>SP / P $\psi_n^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_N^{(RULC)}$</td>
<td>1</td>
<td>1.05</td>
<td>.004 (.728)</td>
<td>.184</td>
<td>18.85</td>
<td>.502/.642</td>
<td>.663/.848</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.00</td>
<td>.012 (.193)</td>
<td>.137</td>
<td>20.99</td>
<td>.683/.804</td>
<td>.731/.860</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.941</td>
<td>.018 (.109)</td>
<td>.468</td>
<td>36.02</td>
<td>.661/.740</td>
<td>.740/.829</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.979</td>
<td>.016 (.110)</td>
<td>.174</td>
<td>27.05</td>
<td>.737/.821</td>
<td>.759/.845</td>
</tr>
<tr>
<td>$\psi_N^{(RUIC)}$</td>
<td>1</td>
<td>1.00</td>
<td>.006 (.155)</td>
<td>.272</td>
<td>19.68</td>
<td>.512/.553</td>
<td>.840/.907</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.982</td>
<td>.008 (.025)</td>
<td>.184</td>
<td>40.29</td>
<td>.791/.803</td>
<td>.898/.913</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.902</td>
<td>.012 (.000)</td>
<td>.421</td>
<td>58.36</td>
<td>.754/.784</td>
<td>.875/.909</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.902</td>
<td>.012 (.000)</td>
<td>.447</td>
<td>48.04</td>
<td>.817/.834</td>
<td>.898/.916</td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
(1) 2 Lags $\psi_N$, output gap, wage inflation.
(2) 4 Lags of inflation. 2 Lags $\psi_N$, output gap, wage inflation.
(3) 2 Lags $\psi_N$, $\psi_{N-1}$, $\psi_{N-2}$
(4) 4 Lags of inflation. 2 Lags $\psi_N$, $\psi_{N-1}$, $\psi_{N-2}$
Table 5: Hybrid Model - GG Instruments

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\gamma_l$</th>
<th>$\gamma_f$</th>
<th>$\lambda$</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P $\pi_{t+1}$</th>
<th>SP / P $\psi_n^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_{N}^{(RULC)}$</td>
<td>1</td>
<td>.432</td>
<td>.556</td>
<td>.002 (.651)</td>
<td>.350</td>
<td>1.82</td>
<td>.075/.075</td>
<td>.760/.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.630</td>
<td>.335</td>
<td>.007 (.225)</td>
<td>.272</td>
<td>2.04</td>
<td>.115/.115</td>
<td>.763/.765</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.497</td>
<td>.487</td>
<td>.004 (.229)</td>
<td>.235</td>
<td>3.48</td>
<td>.267/.267</td>
<td>.779/.779</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.471</td>
<td>.515</td>
<td>.005 (.078)</td>
<td>.509</td>
<td>2.66</td>
<td>.283/.283</td>
<td>.787/.787</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.459</td>
<td>.524</td>
<td>.007 (.012)</td>
<td>.510</td>
<td>2.30</td>
<td>.310/.309</td>
<td>.793/.793</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.425</td>
<td>.548</td>
<td>.012 (.000)</td>
<td>.687</td>
<td>2.32</td>
<td>.363/.362</td>
<td>.823/.822</td>
</tr>
<tr>
<td>$\psi_{N}^{(RUIC)}$</td>
<td>1</td>
<td>.172</td>
<td>.789</td>
<td>.007 (.018)</td>
<td>.249</td>
<td>3.63</td>
<td>.143/.159</td>
<td>.800/.881</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.449</td>
<td>.538</td>
<td>.002 (.197)</td>
<td>.131</td>
<td>3.46</td>
<td>.187/.196</td>
<td>.840/.884</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.485</td>
<td>.503</td>
<td>.002 (.036)</td>
<td>.261</td>
<td>3.50</td>
<td>.274/.279</td>
<td>.881/.897</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.446</td>
<td>.540</td>
<td>.002 (.000)</td>
<td>.391</td>
<td>2.53</td>
<td>.278/.283</td>
<td>.888/.902</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>.447</td>
<td>.539</td>
<td>.002 (.001)</td>
<td>.634</td>
<td>2.20</td>
<td>.305/.307</td>
<td>.907/.914</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>.443</td>
<td>.543</td>
<td>.002 (.000)</td>
<td>.669</td>
<td>2.20</td>
<td>.355/.355</td>
<td>.918/.919</td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
1. 3 Lags of $\psi_N$, inflation
2. 4 Lags of $\psi_N$, inflation
3. 4 Lags of $\psi_N$, inflation, output gap
4. 4 Lags of $\psi_N$, inflation, output gap, risk free rate
5. 4 Lags of $\psi_N$, inflation, output gap, risk free rate, commodity inflation
6. 4 Lags of $\psi_N$, inflation, output gap, risk free rate, commodity inflation, wage inflation
Table 6: Hybrid Model - GGL and Chain Instruments

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\gamma_t$</th>
<th>$\gamma_f$</th>
<th>$\lambda$</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P $\pi_{t+1}$</th>
<th>SP / P $\psi_n^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_{N}^{(RULC)}$</td>
<td>1</td>
<td>.266</td>
<td>.727</td>
<td>.008 (.256)</td>
<td>.047</td>
<td>2.80</td>
<td>.130/.130</td>
<td>.774/.772</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.403</td>
<td>.590</td>
<td>.006 (.256)</td>
<td>.108</td>
<td>4.21</td>
<td>.260/.260</td>
<td>.786/.786</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.343</td>
<td>.645</td>
<td>.004 (.551)</td>
<td>.517</td>
<td>6.81</td>
<td>.270/.271</td>
<td>.746/.749</td>
</tr>
<tr>
<td>$\psi_{N}^{(RUIC)}$</td>
<td>1</td>
<td>.143</td>
<td>.832</td>
<td>.006 (.110)</td>
<td>.073</td>
<td>1.68</td>
<td>.084/.102</td>
<td>.722/.877</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.345</td>
<td>.648</td>
<td>.003 (.009)</td>
<td>.131</td>
<td>3.90</td>
<td>.252/.257</td>
<td>.862/.880</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.256</td>
<td>.717</td>
<td>.006 (.002)</td>
<td>.422</td>
<td>8.52</td>
<td>.318/.326</td>
<td>.855/.877</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.381</td>
<td>.605</td>
<td>.003 (.004)</td>
<td>.313</td>
<td>6.87</td>
<td>.371/.372</td>
<td>.883/.885</td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
1. 2 Lags $\psi_N$, output gap, wage inflation.
2. 4 Lags of inflation. 2 Lags $\psi_N$, output gap, wage inflation.
3. 2 Lags $\psi_N$, $\psi_{N-1}$, $\psi_{N-2}$
4. 4 Lags of inflation. 2 Lags $\psi_N$, $\psi_{N-1}$, $\psi_{N-2}$
Table 7: Forward Model: Subsamples

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>pJ</th>
<th>C-D</th>
<th>$\frac{SP}{P}$</th>
<th>$\pi_{t+1}$</th>
<th>$\frac{SP}{P}$ $\psi^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi^{(RULC)}_N$</td>
<td>1</td>
<td>1.03</td>
<td>.052 (.030)</td>
<td>.599</td>
<td>17.51</td>
<td>.630/.631</td>
<td>.740/.741</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.994</td>
<td>.044 (.045)</td>
<td>.577</td>
<td>20.16</td>
<td>.672/.664</td>
<td>.718/.710</td>
<td></td>
</tr>
<tr>
<td>$\psi^{(RUIC)}_N$</td>
<td>1</td>
<td>.964</td>
<td>.015 (.001)</td>
<td>.557</td>
<td>16.71</td>
<td>.630/.623</td>
<td>.901/.891</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.977</td>
<td>.013 (.000)</td>
<td>.686</td>
<td>14.49</td>
<td>.744/.734</td>
<td>.903/.890</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.00</td>
<td>.013 (.001)</td>
<td>.366</td>
<td>22.84</td>
<td>.705/.697</td>
<td>.894/.884</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.978</td>
<td>.013 (.000)</td>
<td>.636</td>
<td>15.51</td>
<td>.762/.751</td>
<td>.898/.885</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>pJ</th>
<th>C-D</th>
<th>$\frac{SP}{P}$</th>
<th>$\pi_{t+1}$</th>
<th>$\frac{SP}{P}$ $\psi^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi^{(RULC)}_N$</td>
<td>1</td>
<td>1.26</td>
<td>- .026 (.106)</td>
<td>.136</td>
<td>6.53</td>
<td>.317/.548</td>
<td>.496/.856</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.01</td>
<td>.008 (.367)</td>
<td>.173</td>
<td>13.29</td>
<td>.644/.807</td>
<td>.692/.866</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.07</td>
<td>-.003 (.738)</td>
<td>.691</td>
<td>14.14</td>
<td>.503/.659</td>
<td>.643/.843</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.01</td>
<td>.006 (.438)</td>
<td>.327</td>
<td>13.74</td>
<td>.648/.794</td>
<td>.701/.860</td>
<td></td>
</tr>
<tr>
<td>$\psi^{(RUIC)}_N$</td>
<td>1</td>
<td>1.12</td>
<td>.000 (.996)</td>
<td>.079</td>
<td>3.62</td>
<td>.203/.557</td>
<td>.545/.942</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.951</td>
<td>.008 (.000)</td>
<td>.285</td>
<td>13.38</td>
<td>.481/.767</td>
<td>.602/.960</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.903</td>
<td>.011 (.006)</td>
<td>.053</td>
<td>8.92</td>
<td>.387/.721</td>
<td>.510/.949</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.964</td>
<td>.008 (.001)</td>
<td>.264</td>
<td>12.10</td>
<td>.600/.817</td>
<td>.704/.958</td>
<td></td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:
1. 2 Lags $\psi_N$, output gap, wage inflation.
2. 4 Lags of inflation. 2 Lags $\psi_N$, output gap, wage inflation.
3. 2 Lags $\psi_N$, $\psi_{N-1}$, $\psi_{N-2}$
4. 4 Lags of inflation. 2 Lags $\psi_N$, $\psi_{N-1}$, $\psi_{N-2}$
Table 8: Hybrid Model - Subsamples

1973:2 - 1989:4

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>γ_l</th>
<th>γ_f</th>
<th>λ</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P</th>
<th>π_{t+1}</th>
<th>SP / P</th>
<th>ψ^{(i)}_{n}</th>
</tr>
</thead>
<tbody>
<tr>
<td>ψ^{(RULC)}_{N}</td>
<td>1</td>
<td>.288</td>
<td>.724</td>
<td>.023 (.176)</td>
<td>.467</td>
<td>2.00</td>
<td>.170/.227</td>
<td>.530/.706</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.452</td>
<td>.547</td>
<td>.007 (.500)</td>
<td>.536</td>
<td>2.38</td>
<td>.280/.316</td>
<td>.668/.752</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.247</td>
<td>.771</td>
<td>.021 (.249)</td>
<td>.470</td>
<td>2.29</td>
<td>.195/.269</td>
<td>.493/.680</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.362</td>
<td>.654</td>
<td>.014 (.221)</td>
<td>.533</td>
<td>2.30</td>
<td>.276/.321</td>
<td>.634/.740</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ψ^{(RUIC)}_{N}</td>
<td>1</td>
<td>.365</td>
<td>.623</td>
<td>.004 (.208)</td>
<td>.398</td>
<td>2.03</td>
<td>.173/.236</td>
<td>.650/.885</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.443</td>
<td>.560</td>
<td>.002 (.030)</td>
<td>.606</td>
<td>2.34</td>
<td>.283/.322</td>
<td>.780/.885</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.140</td>
<td>.859</td>
<td>.010 (.005)</td>
<td>.400</td>
<td>3.38</td>
<td>.259/.317</td>
<td>.716/.879</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.336</td>
<td>.671</td>
<td>.005 (.033)</td>
<td>.580</td>
<td>2.83</td>
<td>.353/.366</td>
<td>.783/.880</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1980:1 - 2002:4

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inst Set</th>
<th>γ_l</th>
<th>γ_f</th>
<th>λ</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P</th>
<th>π_{t+1}</th>
<th>SP / P</th>
<th>ψ^{(i)}_{n}</th>
</tr>
</thead>
<tbody>
<tr>
<td>ψ^{(RULC)}_{N}</td>
<td>1</td>
<td>.396</td>
<td>.546</td>
<td>.011 (.094)</td>
<td>.022</td>
<td>1.45</td>
<td>.094/.106</td>
<td>.693/.779</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.383</td>
<td>.587</td>
<td>.007 (.177)</td>
<td>.100</td>
<td>3.53</td>
<td>.282/.305</td>
<td>.733/.794</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.151</td>
<td>.904</td>
<td>-.003 (.587)</td>
<td>.662</td>
<td>1.80</td>
<td>.115/.120</td>
<td>.728/.762</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.404</td>
<td>.600</td>
<td>.000 (.980)</td>
<td>.335</td>
<td>2.94</td>
<td>.246/.260</td>
<td>.744/.782</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ψ^{(RUIC)}_{N}</td>
<td>1</td>
<td>.257</td>
<td>.698</td>
<td>.006 (.004)</td>
<td>.045</td>
<td>1.52</td>
<td>.097/.101</td>
<td>.844/.861</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.333</td>
<td>.614</td>
<td>.005 (.001)</td>
<td>.143</td>
<td>3.63</td>
<td>.291/.291</td>
<td>.880/.882</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.352</td>
<td>.621</td>
<td>.004 (.004)</td>
<td>.061</td>
<td>4.08</td>
<td>.226/.244</td>
<td>.803/.868</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.354</td>
<td>.609</td>
<td>.004 (.024)</td>
<td>.211</td>
<td>4.33</td>
<td>.325/.341</td>
<td>.853/.893</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Sets:

(1) 2 Lags ψ_{N}, output gap, wage inflation.
(2) 4 Lags of inflation. 2 Lags ψ_{N}, output gap, wage inflation.
(3) 2 Lags ψ_{N}, ψ_{N-1}, ψ_{N-2}
(4) 4 Lags of inflation. 2 Lags ψ_{N}, ψ_{N-1}, ψ_{N-2}
## Table 9: Inflation Measure Robustness

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Inflation Measure</th>
<th>ß</th>
<th>λ</th>
<th>pJ</th>
<th>C-D</th>
<th>SP / P</th>
<th>πt+1</th>
<th>SP / P ψ⁽¹⁾ₙ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDP Deflator</td>
<td>.941</td>
<td>.018 (.109)</td>
<td>.468</td>
<td>36.02</td>
<td>.661/.740</td>
<td>.740/.829</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Core CPI</td>
<td>.889</td>
<td>.023 (.184)</td>
<td>.674</td>
<td>13.34</td>
<td>.414/.519</td>
<td>.662/.829</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Core PCE</td>
<td>.933</td>
<td>.021 (.037)</td>
<td>.142</td>
<td>24.54</td>
<td>.570/.701</td>
<td>.675/.829</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP Deflator</td>
<td>.902</td>
<td>.012 (.000)</td>
<td>.421</td>
<td>58.36</td>
<td>.754/.784</td>
<td>.875/.909</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Core CPI</td>
<td>.884</td>
<td>.006 (.031)</td>
<td>.394</td>
<td>23.74</td>
<td>.555/.660</td>
<td>.765/.909</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Core PCE</td>
<td>.917</td>
<td>.009 (.048)</td>
<td>.179</td>
<td>42.30</td>
<td>.693/.788</td>
<td>.799/.909</td>
<td></td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Set: 2 Lags ψₙ, ψₙ₋₁, ψₙ₋₂

## Table 10: Marginal Cost Specification Test

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Specification</th>
<th>ß</th>
<th>λ</th>
<th>λ₁₀</th>
<th>λ₁₁</th>
<th>λ₁₂</th>
<th>λ₂₀</th>
<th>λ₂₁</th>
<th>λ₂₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>1.04</td>
<td>.026 (.013)</td>
<td>-.003 (.272)</td>
<td>-</td>
<td>-</td>
<td>.002 (.369)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1.04</td>
<td>.032 (.016)</td>
<td>-</td>
<td>-.042 (.034)</td>
<td>.039 (.061)</td>
<td>-</td>
<td>.018 (.314)</td>
<td>-.016 (.348)</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>.885</td>
<td>.011 (.002)</td>
<td>.001 (.627)</td>
<td>-</td>
<td>-</td>
<td>3e-4 (.675)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.942</td>
<td>.007 (.031)</td>
<td>-</td>
<td>-.008 (.671)</td>
<td>.007 (.709)</td>
<td>-</td>
<td>-.006 (.315)</td>
<td>.006 (.291)</td>
</tr>
</tbody>
</table>

Notes: A four-lag quadratic spectral window estimate of the covariance matrix was used. p-values are in parentheses.

Instrument Set: 2 Lags Inflation, Output Gap, Wage Inflation, ψₙ
Appendix

A Household Sector

Households are utility maximizers with respect to consumption and leisure. That is, the household maximizes its future discounted stream of utility:

$$\sum_{j=0}^{\infty} \beta^j U(C_{t+j}, (1 - L_{t+j})),$$

where $U' > 0, U'' < 0$, $C$ is consumption, and $L$ is labor hours. The household chooses $C$, $L$, and a one-period nominal bond $B$, to maximize utility subject to the following budget constraints:

$$\overline{P}_{N,t}C_t + \frac{1}{1 + R_t}B_{t+1} \leq W_tL_t + B_t,$$

where $\overline{P}_{N,t}$ is the price level faced by consumers, the price of one unit of consumption good. $R_t$ is the nominal interest rate, and $W_t$ is the nominal wage. We let $W_t = f^N \int W_n dF(W_n)$.

Utility maximization implies that households will choose an optimal consumption bundle based on the interest rate, the price level, and the consumption/leisure trade-off.

B Price Setting

Log-linearizing the first-order condition to problem (5) gives the price-setting function of the firm, where lower case letters denote log-deviation from the steady state:

$$p^*_n(z) = (1 - \beta) \sum_{i=0}^{\infty} (\beta) i E_t(\psi^{N,om}_{n,t+i}) .$$

In setting its price, the firm is purely forward looking. Its optimal reset price, $p^*_n$, is chosen based on the sum of expected future nominal marginal costs, $\psi^{N,om}_{n,t}$.

Since the model implies that all firms in the same stage reset to the same optimal price, the aggregate price level can be written in log-linear form as a convex combination of last period’s price level and the optimal reset price, $p^*_n$.

$$p_{t,n} = \theta_n p_{t-1,n} + (1 - \theta_n)p^*_n$$
Combining equations (22) and (23), we obtain $N$ distinct NKPCs, one for each stage of production in the model:

$$\pi_{n,t} = \lambda_n \psi_{n,t} + \beta E_t(\pi_{n,t+1}) ,$$  \hspace{1cm} (23)

where $\lambda = \frac{(1-\theta_n)(1-\beta\theta_n)}{\theta_n}$ and $\psi_{n,t}$ is the log deviation of real marginal cost from its steady state.

C  Data Appendix

Inflation ($\pi_N$) 100 times the log change in the GDP chain-type price deflator

Output Gap 100 times the log difference between chain-weighted real GDP and the Congressional Budget Office’s (CBO) estimate of potential GDP

Wage Inflation 100 times the log change in nominal nonfarm compensation per hour

Commodity Inflation 100 times the log change in the crude-stage producer price index (PPI)

Risk-Free Rate The federal funds rate

RUIC stage N 100 times the log of the PPI finished-goods price level plus the log of the Federal Reserve Board of Governors (FRBG) finished-goods (stage N-1) industrial production (IP) index minus the log of nominal GDP.

RUIC stage N-1 100 times the log of the PPI intermediate-goods (stage N-2) price level plus the log of the FRBG intermediate IP index minus the log of the PPI finished-goods price level minus the log of the FRBG IP finished-goods index.

RUIC stage N-2 100 times the log of the PPI crude-goods price level plus the log of the FRBG crude IP index minus the log of the PPI intermediate-goods price level minus the log of the FRBG IP intermediate-goods (that is, primary and semi-finished processing) index.

RULC stage N 100 times nominal unit labor costs provided by the Bureau of Economic Analysis (BEA) (that is, the log of nonfarm compensation less the log of nonfarm output per hour) less the log of the nonfarm implicit price deflator for the nonfarm business sector.

Wages stage N-1 A weighted average of average hourly earnings of selected goods-producing industries from the CES, provided by the Bureau of Labor Statistics (BLS). The weights were matched with the relative importance weights (RIWs) of the finished-goods PPI
stage provided by the BLS using four-digit SIC codes. If a four-digit SIC good from the PPI was not found in the CES, a three-digit SIC match was made.

**Wages stage N-2** A weighted average of average hourly earnings of selected goods-producing industries from the CES, provided by the BLS. The weights were matched with the RIWs of the intermediate-goods PPI stage provided by the BLS using four-digit SIC codes. If a four-digit SIC good from the PPI was not found in the CES, a three-digit SIC match was made.

**Labor Hours stage N-1** A weighted average of hours times employees of selected goods-producing industries from the CES, provided by the BLS. The weights were matched with the RIWs of the finished-goods PPI stage provided by the BLS using four-digit SIC codes. If a four-digit SIC good from the PPI was not found in the CES, a three-digit SIC match was made.

**Labor Hours stage N-2** A weighted average of hours times employees of selected goods-producing industries from the CES, provided by the BLS. The weights were matched with the RIWs of the intermediate-goods PPI stage provided by the BLS using four-digit SIC codes. If a four-digit SIC good from the PPI was not found in the CES, a three-digit SIC match was made.

**RULC stage N-1** 100 times the log of finished-goods (stage N-1) wages plus the log of finished-goods labor hours minus the log of the PPI finished-goods price level minus the log of the FRBG IP finished-goods index.

**RULC stage N-2** 100 times the log of intermediate-goods (stage N-2) wages plus the log of intermediate-goods labor hours minus the log of the PPI of intermediate-goods price level minus the log of the FRBG IP intermediate-goods (primary and semi-finished processing) index.
# D  Stock and Yogo Critical Values for Cragg Donald F-statistic

<table>
<thead>
<tr>
<th>K</th>
<th>TSLS Allowed Bias</th>
<th></th>
<th></th>
<th></th>
<th>TSLS Desired Max Size</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.05</td>
<td>.10</td>
<td>.20</td>
<td>.30</td>
<td>.10</td>
<td>.15</td>
<td>.20</td>
<td>.25</td>
</tr>
<tr>
<td>5</td>
<td>13.97</td>
<td>8.78</td>
<td>5.91</td>
<td>4.79</td>
<td>19.45</td>
<td>11.22</td>
<td>8.38</td>
<td>6.89</td>
</tr>
<tr>
<td>6</td>
<td>15.72</td>
<td>9.48</td>
<td>6.08</td>
<td>4.78</td>
<td>21.68</td>
<td>12.33</td>
<td>9.10</td>
<td>7.42</td>
</tr>
<tr>
<td>7</td>
<td>16.88</td>
<td>9.92</td>
<td>6.16</td>
<td>4.76</td>
<td>23.72</td>
<td>13.34</td>
<td>9.77</td>
<td>7.91</td>
</tr>
<tr>
<td>9</td>
<td>18.30</td>
<td>10.43</td>
<td>6.22</td>
<td>4.69</td>
<td>27.51</td>
<td>15.24</td>
<td>11.03</td>
<td>8.85</td>
</tr>
<tr>
<td>13</td>
<td>19.64</td>
<td>10.84</td>
<td>6.21</td>
<td>4.56</td>
<td>34.62</td>
<td>18.84</td>
<td>13.45</td>
<td>10.68</td>
</tr>
<tr>
<td>17</td>
<td>20.23</td>
<td>10.99</td>
<td>6.16</td>
<td>4.45</td>
<td>41.51</td>
<td>22.35</td>
<td>15.83</td>
<td>12.49</td>
</tr>
<tr>
<td>21</td>
<td>20.54</td>
<td>11.04</td>
<td>6.10</td>
<td>4.37</td>
<td>48.31</td>
<td>25.82</td>
<td>18.20</td>
<td>14.29</td>
</tr>
<tr>
<td>25</td>
<td>20.73</td>
<td>11.06</td>
<td>6.05</td>
<td>4.32</td>
<td>55.07</td>
<td>29.29</td>
<td>20.56</td>
<td>16.10</td>
</tr>
</tbody>
</table>

Notes: The critical values are a function of the number of endogenous regressors and the number of instruments. The significance level is 5-percent and the number of endogenous regressors is set at two. K is the number of instrumental variables. The test rejects if the Cragg-Donald statistic is larger than the critical value.
## E  GG Heteroskedasticity and Autocorrelation Check

<table>
<thead>
<tr>
<th>Inst Set</th>
<th>Regressors</th>
<th>RULC $\pi_{t+1}$</th>
<th>$\psi^{(rule)}$</th>
<th>RUIC $\pi_{t+1}$</th>
<th>$\psi^{(ruic)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3 Lags $\psi_N$</td>
<td>.467</td>
<td>.000</td>
<td>.028</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>3 Lags $\pi_N$</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>4 Lags $\psi_N$</td>
<td>.417</td>
<td>.000</td>
<td>.057</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>3</td>
<td>4 Lags $\psi_N$</td>
<td>.441</td>
<td>.000</td>
<td>.274</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.000</td>
<td>.022</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags O.G.</td>
<td>.003</td>
<td>.200</td>
<td>.050</td>
<td>.065</td>
</tr>
<tr>
<td>4</td>
<td>4 Lags $\psi_N$</td>
<td>.313</td>
<td>.000</td>
<td>.563</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.000</td>
<td>.570</td>
<td>.000</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>4 Lags O.G.</td>
<td>.004</td>
<td>.010</td>
<td>.016</td>
<td>.163</td>
</tr>
<tr>
<td></td>
<td>4 Lags RFF</td>
<td>.618</td>
<td>.190</td>
<td>.935</td>
<td>.046</td>
</tr>
<tr>
<td>5</td>
<td>4 Lags $\psi_N$</td>
<td>.772</td>
<td>.000</td>
<td>.966</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.000</td>
<td>.669</td>
<td>.000</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td>4 Lags O.G.</td>
<td>.008</td>
<td>.033</td>
<td>.031</td>
<td>.185</td>
</tr>
<tr>
<td></td>
<td>4 Lags RFF</td>
<td>.646</td>
<td>.190</td>
<td>.930</td>
<td>.073</td>
</tr>
<tr>
<td></td>
<td>4 Lags CInf</td>
<td>.150</td>
<td>.295</td>
<td>.159</td>
<td>.056</td>
</tr>
<tr>
<td>6</td>
<td>4 Lags $\psi_N$</td>
<td>.659</td>
<td>.000</td>
<td>.936</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.000</td>
<td>.277</td>
<td>.000</td>
<td>.838</td>
</tr>
<tr>
<td></td>
<td>4 Lags O.G.</td>
<td>.008</td>
<td>.010</td>
<td>.061</td>
<td>.466</td>
</tr>
<tr>
<td></td>
<td>4 Lags RFF</td>
<td>.390</td>
<td>.021</td>
<td>.977</td>
<td>.039</td>
</tr>
<tr>
<td></td>
<td>4 Lags CInf</td>
<td>.131</td>
<td>.467</td>
<td>.156</td>
<td>.057</td>
</tr>
<tr>
<td></td>
<td>4 Lags WInf</td>
<td>.040</td>
<td>.001</td>
<td>.076</td>
<td>.159</td>
</tr>
</tbody>
</table>

Notes: p-values of F-Statistics are shown. A four-lag quadratic spectral window estimate of the covariance matrix was used.

The above table shows that for the RULC, the newly added blocks have both p-values of the F-statistic (pF-values) smaller than .15 only with the addition of the wage inflation block. The RUIC has such an occurrence only for the output gap block. We can see that because of collinearity, pF-values rise and fall with the addition of new instruments, rendering once relevant instruments irrelevant. There is no case in which all pF-values fall with the addition of new instruments and that the new instruments themselves generally have large pF-values.
# F Chain-of-Production Instruments Heteroskedasticity and Autocorrelation Check

<table>
<thead>
<tr>
<th>Inst Set</th>
<th>Regressors</th>
<th>RULC $\pi_{t+1}$</th>
<th>RUIC $\psi_{(ruic)}^{(ruic)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4 Lags $\psi_N$</td>
<td>.000</td>
<td>.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4 Lags $\psi_N$</td>
<td>.045</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_{N-1}$</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4 Lags $\psi_N$</td>
<td>.215</td>
<td>.215</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\psi_{N-1}$</td>
<td>.000</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\psi_{N-2}$</td>
<td>.000</td>
<td>.133</td>
</tr>
<tr>
<td>4</td>
<td>4 Lags $\psi_N$</td>
<td>.262</td>
<td>.478</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\psi_{N-1}$</td>
<td>.000</td>
<td>.039</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\psi_{N-2}$</td>
<td>.018</td>
<td>.020</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.000</td>
<td>.111</td>
</tr>
<tr>
<td>8</td>
<td>4 Lags $\psi_N$</td>
<td>.131</td>
<td>.529</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\psi_{N-1}$</td>
<td>.075</td>
<td>.379</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\psi_{N-2}$</td>
<td>.612</td>
<td>.320</td>
</tr>
<tr>
<td></td>
<td>4 Lags $\pi_N$</td>
<td>.007</td>
<td>.333</td>
</tr>
<tr>
<td></td>
<td>4 Lags O.G.</td>
<td>.002</td>
<td>.025</td>
</tr>
<tr>
<td></td>
<td>4 Lags RFF</td>
<td>.430</td>
<td>.118</td>
</tr>
<tr>
<td></td>
<td>4 Lags C Inf</td>
<td>.585</td>
<td>.478</td>
</tr>
<tr>
<td></td>
<td>4 Lags W Inf</td>
<td>.003</td>
<td>.013</td>
</tr>
</tbody>
</table>

Notes: p-values of F-Statistics are shown. A four-lag quadratic spectral window estimate of the covariance matrix was used.

The above table reports pF-values on the block of instruments in question for the first-stage regression, after controlling for both autocorrelation and heteroskedasticity. The p-values of the F-statistics on all of the upstream real marginal costs in instrument sets 2, 3, and 4 are significant at the 15-percent level, confirming their relevancy. pF-values of the upstream real marginal costs rise significantly after the addition of the blocks of “non-chain” instruments used in instrument set 8 of Table 3. This is similar to what happened when adding the inflation block in Appendix E.
### p-Values of C Statistics of Forward-Model Subsamples

#### 1973:2 - 1989:4

<table>
<thead>
<tr>
<th>Inst Set</th>
<th>Block</th>
<th>RULC</th>
<th>RUIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2 Lags $\psi_N$</td>
<td>.487</td>
<td>.196</td>
</tr>
<tr>
<td></td>
<td>2 Lags $\psi_{N-1}$</td>
<td>.287</td>
<td>.305</td>
</tr>
<tr>
<td></td>
<td>2 Lags $\psi_{N-2}$</td>
<td>.394</td>
<td>.300</td>
</tr>
</tbody>
</table>

#### 1980:1 - 2002:4

<table>
<thead>
<tr>
<th>Inst Set</th>
<th>Block</th>
<th>RULC</th>
<th>RUIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2 Lags $\psi_N$</td>
<td>.497</td>
<td>.021</td>
</tr>
<tr>
<td></td>
<td>2 Lags $\psi_{N-1}$</td>
<td>.696</td>
<td>.721</td>
</tr>
<tr>
<td></td>
<td>2 Lags $\psi_{N-2}$</td>
<td>.843</td>
<td>.351</td>
</tr>
</tbody>
</table>

Notes: p-values of C-statistics are shown. A large p-value of the C-statistic indicates that we do not reject the null hypothesis that the suspect instruments are valid. A four-lag quadratic spectral window estimate of the covariance matrix was used.

The above table reports p-values of the C-statistic on the block of instruments in question. The C-statistic, or “Difference-in-Hansen” statistic, tests the orthogonality of a subset of instruments. A large C-statistic (a low p-value of the C-statistic) indicates that we reject the null hypothesis that the instruments are orthogonal to the expectation error. In the second subsample, the low p-value on the $\psi_{t,n}$ block indicates the poor exogeneity of this variable. The upstream variables do, in fact, produce higher p-values on the C-statistic in the second subsample.