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Are women disproportionately attracted to work environments where cooperation rather than competition is rewarded? This paper reports the results of a real-effort experiment in which participants choose between an individual compensation scheme and a team-based payment scheme. We find that women are more likely than men to select team-based compensation in our baseline treatment, but women and men join teams with equal frequency when we add an efficiency advantage to team production. Using a simple structural discrete choice framework to reconcile these facts, we show that three elements can explain the observed patterns in the team-entry gender gap: (1) a gender gap in confidence in others (i.e. women are less pessimistic about their prospective teammates’ relative ability), (2) a greater responsiveness among men to instrumental reasons for joining teams, and (3) a greater “pure” preference for working in a team environment among women.
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1. Introduction

A considerable body of recent research has shown that women tend to shy way from competitive work environments, and often perform worse than men when placed in those environments (see for example Gneezy, Niederle and Rustichini, 2003; Gneezy and Rustichini, 2004; and Niederle and Vesterlund, 2007). This aversion to competition is sometimes offered as an explanation for the continuing underrepresentation of women in certain well paid jobs, or in parliaments in modern societies.

If, indeed, women’s talents are sometimes wasted because they avoid competitive work environments, it seems important to know which types of work environments are attractive to them. In this paper we study whether women are disproportionately attracted to a work environment where cooperation rather than competition is rewarded, i.e. team production.\(^1\) In our real-effort laboratory experiment participants can choose either to receive an individual piece rate, or to receive an equal share of a group’s output, after experiencing each compensation scheme successively. In many respects, the design of our experiment is similar to Niederle and Vesterlund’s (2007) study of selection into competitive environments.

Aside from filling an obvious gap in a literature which has focused almost exclusively on preferences for competition, we argue that studying gender and selection into cooperative work environments is at least as fundamental to understanding gender gaps in the labor market: While relative rewards are in most cases an optional feature of the compensation package,\(^2\) an almost inevitable feature of joining any firm, work group or partnership is that joining any group ties the fate of its members together: each member’s welfare will typically depend positively on the

---

\(^1\) Note that there are also settings where cooperation and competition are not mutually exclusive. Within-group cooperation may be all the more important to succeed in inter-group competition (see for example Bornstein, Gneezy, and Nagel, 2002).

\(^2\) Indeed, much of the early literature on tournaments attempted to characterize the conditions under which firms should choose competitive reward schemes such as tournaments, over simpler compensation methods such as piece rates.
efforts and abilities of her co-workers. In addition, explicit team structures have become an increasingly important component of many workplaces (Hamilton et al., 2003, Boning et al., 2007). Viewed this way, the process of partnership formation is central to the organization of economies (Brown, Falk and Fehr, 2004; Charness and Dufwenberg, 2006; Charness and Yang, 2008). More broadly, the management of cooperation is certainly as central as the management of competition in all human and non-human societies. To our knowledge, with the exception of Boschini and Sjogren (2007), Dargnies (2010), and Healy and Pate (2011), no one has studied how this process varies by gender, at least from an economic point of view.

While it might be tempting to imagine that women are disproportionately attracted to cooperative work environments and outperform (or at least match) men in them because they have more other-regarding preferences than men in an environment favoring free-riding, our results are more complex than this. On the one hand, we do find that women are more likely to select team-based compensation in our baseline condition, where team production offers no efficiency advantages over individual production. At least half of this gap is explained, however, not by an intrinsic preference for the team environment but by women’s more optimistic expectations of their teammates’ relative ability. On the other hand, women and men join teams with equal frequency when we introduce an instrumental reason for joining teams, in particular an efficiency advantage to team production. Using a simple structural discrete choice framework to reconcile these facts, we find that the simplest model that can adequately account for all of them requires three key elements: (1) a gender gap in confidence in others (i.e. women are more optimistic about their prospective teammates’ relative ability), (2) a greater responsiveness among men to instrumental reasons (i.e. the prospect of increased financial reward) for joining teams, and (3) a greater “pure” preference for working in a team environment among women.
Other findings of the paper include the following. First, despite reducing the marginal private rewards to effort by 50 percent, and despite the fact that the interactions in our experiment are anonymous and one-shot, team compensation does not cause any free riding in our experiment (as in Balafoutas and Sutter, 2011). This lack of moral hazard applies both to individuals’ actual effort choices, and to individuals’ expectations of their partner’s behavior. While this lack of free riding could be attributable to a number of features of our design, it is convenient for our purposes because evidence suggests that, for a variety of reasons, free riding is also rare when teams are used in real workplaces (e.g. Hamilton et al. 2003; Boning et al. 2007). Thus, our design allows us to focus on other factors affecting the decision to choose a team-based environment, including pure preferences for the team environment and beliefs about adverse selection, which may be more relevant in real-world decisions.

Second, in contrast to moral hazard, adverse selection (and participants’ concerns about it) play a crucial role in determining selection into teams in our experiment. Consistent with the simplest payoff-maximizing model, both men and women are more likely to avoid teams as their own ability rises, and as their assessment of their teammate’s ability falls. This finding contrasts with Hamilton, Nickerson and Owan (2003)’s natural experiment, where abler workers tended to join teams earlier than other workers, but is consistent with Kocher et al. (2006) in which participants who choose not to join a team for playing a beauty-contest game exhibit more

---

3 For example, it is possible that in real settings, free-riding develops only after several days or weeks of interactions. The duration of a typical real-effort experiment may not be long enough to allow the development of free-riding.

4 Free riding is, of course, a common outcome in public goods experiments (see Ledyard 1995, and Plott and Smith 2008, chapters 82-90). In contrast to our design, virtually all public goods experiments involve groups of three or more. Participants’ contributions rarely involve real effort, and players typically receive feedback on their co-participant’s contributions during the experiment. Explanations that have been offered for the lack of free riding in real workplace teams include mutual monitoring and peer pressure (Kandel and Lazear 1992). In essence, our approach (correctly, in our view) treats the moral hazard problem in workplace teams as solved, and focuses on other key factors affecting the team choice decision.
sophisticated plays. As noted, since women are more optimistic about their teammate’s ability in our game, this explains part of women’s greater selection into teams.

Third, women’s decision to join a team (though not necessarily the rate of actual team formation) is more frequent when both parties must agree to join for the team to be formed, compared to a condition in which voluntary team joiners are matched with a random participant in a mandatory team treatment. In our assessment, the two most likely reasons for this pattern are (a) the belief that the team environment will increase the teammate’s motivation, and/or (b) a “letting down the team” effect (Babcock et al. 2011): female participants are reluctant to disappoint a prospective teammate who has also selected the “team” option. In addition, we find that the social aspect of teams –represented in our experiment by the opportunity to communicate by instant messenger with the teammate- plays no significant role in the gender gap in team formation. Also irrelevant is the teammate’s gender: participants’ assessments of their teammates’ ability are unrelated to the teammate’s gender, as are decisions to join teams. This is in contrast with studies on competitiveness showing that the partner’s gender influences decisions or performance (see notably Gneezy et al., 2003 and Datta Gupta et al., 2011).

Finally, we find that men and women perform equally well on teams (both absolutely and relative to individual compensation) when all participants are forcibly assigned to team compensation. But when subjects are free to choose between team and individual compensation, the mean performance of the voluntarily-formed teams is lower than performance of individuals who choose to work individually. This output gap is entirely due to adverse selection into teams, which is stronger among men than women. Thus, voluntarily-formed female teams outperform voluntarily-formed male teams. In this sense, voluntary team formation may work better in female workplaces: the teams that form will be less likely to consist of ‘lemons’. Perhaps this
helps explain the lack of adverse selection in Hamilton et al.’s garment factory study, where almost all the employees were female.

The remainder of this paper is organized as follows. Section 2 presents the related literature. Section 3 details the experimental design. We present our descriptive statistics in Section 4 while Section 5 develops a structural model estimating underlying team preferences and responses to efficiency gains. Section 6 focuses on gender and performance in endogenously-formed teams. Section 7 concludes.

2. Related Literature

To our knowledge, the first economics experiment on gender and competition was performed by Gneezy, Niederle, and Rustichini (2003), who found that women appear to be less effective than men in competitive environments, despite the fact that their performance is similar to men’s when the environment is noncompetitive. This result has been confirmed for a variety of tasks and subject populations, including for example Gneezy and Rustichini (2004), a field experiment involving 40-meter races with school children.

Concerning selection into competitive environments, Niederle and Vesterlund (2007) provide evidence that women “shy away” from competition in a task involving adding up sets of two-digit numbers. Men are much more likely to enter a payoff-equivalent tournament than women, and the authors attribute this both to gender differences in overconfidence and tastes for competition. Gneezy, Leonard, and List (2009) show that this gender difference is reversed in experiments performed in a matrilineal society, suggesting that it is at least in part cultural. Along the same lines, Booth and Nolen (2009a,b) show that girls who attended same-sex schools are less risk- and competition-averse than those who attended coed schools. Sutter and Rützler (2010) observe gender differences in competition very early in life (among three-year-olds), while Garratt, Weinberger and Johnson (2011) find especially large differences among persons
over 40 years of age. Datta Gupta, Poulsen and Villeval (2011) study the effects of the prospective partner’s gender on decisions to enter a tournament and Sutter et al. (2009) study gender pairing in bargaining. On the other hand, Wozniak, Harbaugh, and Mayr (2010) investigate the effects of hormonal fluctuations on tournament entry decisions.

Compared to the literature on gender and tournaments, the literature on gender and teams is remarkably sparse. Turning first to gender performance differences in exogenously-formed teams, we are aware of only three studies in the economics literature. Ivanova-Stenzel and Kübler (2011) find significant gender differences in effort in mixed-sex teams, with men working harder. Delfgaauw et al. (2009) study the effects of sales competitions between teams in a chain of Dutch retail stores. They find that inter-team competition only raises sales when a large fraction of the employees are of the same gender. Finally, Apesteguia, Azmat and Iriberri (2010) study a large business game, played in groups of three; they find that teams formed by three women are significantly outperformed by any other gender combination. They attribute this result, in part, to poor work dynamics within the all-female teams.

Gender differences have also received attention by economists in the context of public goods games, which are closely related to the team production problem. A recent survey of these results is provided in Table 4 of Croson and Gneezy (2009) (see also Eckel and Grossman, 2008). The results do not show robust gender differences, though we note that the context is very different from ours: ‘Teams’ have 4 or 5 members, the individually rational contribution level is zero, and there is no real-effort task. In a recent cross-cultural study, however, Andersen

---

5 While there is a large and active literature in psychology and management science on gender and team performance, most of it is based on observational studies of behavior in existing teams (not self-selection into teams), and teams are rarely incentivized (see Graves and Powell, 2007, for a recent review).
et al. (2009) find more public-goods provision in matrilineal societies, with most of the difference driven by differences in male public goods contributions between the societies.⁶

To our knowledge, only three papers study gender differences in the tendency to join teams (i.e. to enter situations in which compensation is based on the performance of the group rather than the individual). Boschini and Sjogren (2007) study co-authorship patterns in economics, with a focus on gender-matching patterns in co-authorship and not on the decision to co-author itself. Dargnies (2010) studies the decision to enter a team but in the context of a tournament between teams. She finds that while women are just as reluctant to enter a team tournament as an individual tournament, males –especially the high-performing ones- are less willing to enter a team tournament than an individual one because they dislike the uncertainty about their teammate’s ability. Healy and Pate (2011) find that women prefer competing in teams whereas men prefer to compete as individuals. In contrast to these studies, we eliminate all dimensions of competition between teams in our design in order to concentrate purely on the attraction exerted by cooperative settings on compensation choices.

A handful of other studies have examined the team-formation process in a situation where both adverse selection and moral hazard can affect team performance, without focusing on gender differences. For example, contrary to what simple selection models would predict, in Hamilton, Nickerson and Owan’s (2003) well-known field study of a textile plant, strong assortative matching did not occur when work teams were formed by mutual consent; nor was free-riding a significant problem. In contrast to their results, we find that adverse selection plays a large role in decisions to join a team, with abler workers more reluctant to join teams. Our

---

⁶ Economists and psychologists have also studied gender differences in other simple strategic interactions, including ultimatum games, dictator games, trust games and prisoner’s dilemma games. According to Croson and Gneezy (2009, pp. 455-462), few robust differences have been identified, though women’s behavior in all of these games appears to be more context-specific than men’s. Interestingly, we find that men’s team-joining behavior is actually much more responsive to situational factors (in particular the size of the efficiency gains from team production and information about their prospective partner’s ability) than women’s.
results are consistent with those of Kocher et al. (2006) in which the players who choose to join a team instead of playing individually a beauty-contest game also deviate more from the equilibrium. In a field experiment involving farmworkers, however, Bandiera, Barankay and Rasul (2009) did find that when the incentives facing an entire team are strengthened, assortative matching into teams by ability is increased.

3. Experimental Design

The design is partly inspired by Niederle and Vesterlund (2007). At the beginning of each session, we elicit the participants’ risk attitudes by using the Holt and Laury (2002) procedure. Then, each participant enters his/her first name on the computer before being paired with another participant who is located in another room; in essentially all cases this revealed the participant’s gender. Participants remain paired with the same co-participant for the entire session. The physical location and timing of participants’ arrival and departure from the two rooms was arranged to make it extremely unlikely they would ever see any participant from the other room.

In a session, participants have to perform a task during sequences of 4 minutes. This task consists of decoding numbers into letters according to a code that changes repeatedly (see instructions in Appendix A). Before the experiment begins, participants are given three minutes to practice the task. At any time, participants have the option to read magazines or to surf the Internet instead of performing the task by pressing a button on their computer screen (this was made common information in the instructions but only one participant used this opportunity for

7 The participants have to make 10 successive choices between two paired lotteries, “option A” and “option B”. The payoffs for option A are either €2 or €1.60, whereas the riskier option B pays either €3.85 or €0.10. In the first decision, the probability of the high payoff for both options is 1/10. In the second decision the probability increases to 2/10. Similarly, the chance of receiving the high payoff for each decision increases as the number of the decision increases. A risk neutral participant should cross over from option A to option B at the fifth decision.

8 We were careful not to invite people with gender-neutral names. All participants, except four (all men), reported their true name (this could be checked with the list of participants registered in each session). Three participants changed their name but kept a male name. One participant chose a pseudo that was not a name (“be nice and shut up”); identification of the gender could have been more difficult.
only a few seconds). Each session consists of six parts, always in the same order. One of these six parts is randomly selected for payment at the end of the session. Participants observe their own outputs in all parts but do not learn their co-participant’s actual output in any part until the very end of the session, when payoffs are made. Immediately below, we describe the entire experimental design for the baseline (B) treatment. Aspects that were changed for our efficiency advantages (EA) treatment are described after that.

*The Baseline treatment*

**Parts 1 and 2** of the experiment are designed to provide baseline measures of our participants’ task performance in the individual and team environments respectively. Specifically, in Part 1 participants are paid a piece rate: each participant’s pay for this part (if this part is selected for actual payment) is given by $Y_{i}^{I} = r^I Q_i^I$, where $Q_i^I$ is his own output. We set $r^I = 20$ Euro-cents. In Part 2, participants are teamed with their co-participant to perform the task; they share the output of the team equally. In other words, individual $i$ is paid $Y_{i}^{T} = r^T (Q_i^I + Q_i^T)/2$ for her work during this period, where $Q_i^T$ is her co-participant’s output. Throughout the baseline treatment, we set $r^T = r^I = 20$ Euro-cents; thus there is no efficiency advantage to team production. For any convex disutility-of-effort function, individually rational behavior in the baseline treatment implies that participants should exert less effort in the team setting than the individual piece rate, and –unless they expect their teammate to be much abler than themselves—to avoid teams whenever possible.

The purpose of **Parts 3 and 4** is to study participants’ revealed preference for teamwork in the simplest possible environment, i.e., one in which their choice to be in a team environment actually ensures that they will be on a team. To this end, in Part 3 participants can choose between being paid an individual piece-rate (as in Part 1) or according to a team-based payment scheme (as in Part 2). Then, they perform the task. If they have chosen teamwork, their
performance in this part is added to the output of their co-participant in part 2; this provides a guaranteed ‘partner’ for all participants who choose the team environment. This is clearly explained to the participants, and comprehension tests indicate it is well understood.

In Part 4, participants do not perform the task. They are simply asked to submit their Part 1 output (and that of their co-participant) to a team or individual payment scheme. Our motivation was to test for subjects’ expectations of free-riding by their partner: If they expected their partner to free-ride when on a team, they should be more willing to choose team production based on their partner’s Part 1 output (when he is paid individually) than on his Part 2 output.

Between Parts 4 and 5 we administer a short interim questionnaire. Participants are asked to estimate the number of problems they believe their co-participant solved correctly in Parts 1 and 2. They are rewarded 50 Euro-cents for each correct answer (plus or minus one unit). We also elicit the participants’ confidence in these estimates by asking them to self-report their confidence on a five-level Likert-type scale.

The purpose of Parts 5 and 6 is to study participants’ team preferences in a richer context that more closely mimics the real-world process of team formation. Here, a team is formed only if both co-participants choose the team compensation scheme, and participants are paid based on both partners’ actual performance in those teams that are successfully formed.9 Part 6 is the same as Part 5, except that after teams are formed (but before production occurs), participants who have agreed to form teams are given two minutes of unstructured time during which to exchange instant messages.10 Participants are informed of this opportunity before they choose their compensation mode. The motivation for this part was to see if the opportunity to

---

9 Another new feature of Parts 5 and 6 is that subjects learn whether their co-participant selected team-based pay before selecting their effort levels. Thus, they have an opportunity to ‘reward’ their partner for joining the team. Again, this is an important feature of most real-world team-formation decisions.

10 Communication occurs after the payment scheme has been chosen because we wanted to create a more social team environment, but we were not interested in how the participants’ choices to join the team could be directly influenced by communication.
socialize affects team membership and performance. In order to keep participants’ choices confidential within rooms, we gave all participants an option to type text on their computer during this period.

Figure 1 summarizes the time structure of the game.

(Insert Figure 1 about here)

The Efficiency Advantage treatment

This treatment is identical to the B treatment, with the exception that team production has now a 10 percent productivity advantage over individual production. Specifically, the individual piece rate remains the same at \( r = 20 \) Euro-cents, but the team piece rate is raised to \( r^T = 22 \) Euro-cents. The purpose of the Efficiency Advantage (EA) treatment is, again, to study selection into teams in a more realistic setting, one in which there might be aspects of the production technology that make production in groups more efficient (e.g. Lazear 1999).

Procedures

The experiment consists of 10 sessions conducted at the laboratory of the GATE (Groupe d’Analyse et de Théorie Economique) institute in Lyon, France. We invited undergraduate students from the local engineering and business schools via the ORSEE software (Greiner, 2004). Due to no-shows, between 14 and 20 individuals actually took part in each session, for a total of 174 participants. The B treatment was implemented in 5 sessions involving 86 participants\(^{11}\) and the EA treatment in 5 sessions with a total of 88 participants. We organized only gender-mixed sessions. To guarantee a balance between genders, the number of participants of each gender could not deviate by more than 2 from the other gender. In the B treatment, we have collected 16 individual observations of women paired with women, 14 individual

\(^{11}\) Due to a technical breakdown, we lost completely the observations of two pairs of participants in one session of the B treatment and we had to stop this session after Part 4. We include in our analysis the data from Parts 1 to 4.
observations of men paired with men, and 56 observations of persons in mixed pairs. In the EA treatment, the corresponding values are 22, 24, and 42, respectively.

We used our two contiguous laboratories (“Regate 1” and “Regate2”). To preserve anonymity, upon arrival the first 9 participants were assigned to a room and the next ones were directed to the other room and we proceeded to the necessary adjustments before distributing the instructions.\(^\text{12}\) As such, since people never interact with other individuals from the same room, two or more friends showing up at the same time could not be paired together.

The experiment was computerized, using the REGATE software (Zeiliger, 2000). The participants first received the instructions for the Holt and Laury (2002) test. Then, after the decisions were completed, the instructions for the main task were distributed. These instructions specified that there would be six parts and that one of these parts would be selected for payment at the end of the session, but only the instructions for the Part 1 were included. They stated that the participants were allowed to read magazines or to use the Internet at any time instead of converting letters into numbers. A quiz was used to check the understanding of the instructions and answers were checked individually. Once questions were answered in private, participants practiced during three minutes to familiarize themselves with the task. Then, they were required to enter their first name in the computer and after being randomly paired with a participant located in the other room, they were informed of the first name of this co-participant; they knew that they would be paired with the same participant throughout the session. The instructions for each new part and for the interim questionnaire were distributed after completion of the previous part. At the end of Part 6 and after completion of an exit questionnaire, the participants of the

\(^{12}\) After 18 participants had shown up, we directed the 19th participant to the first room and the 20th to the second room. If fewer than 18 participants showed-up, we moved participants from Regate 1 to Regate 2 to make sure that we had the same number of participants in both rooms. An alternative option would have been to put all the females in one lab and all the males in the other lab, but this might have made gender highly salient to the participants. Aside from asking subjects to use their real first names, all of our instructions and procedures were carefully designed to draw as little attention to the subjects’ genders as possible.
first lab were allowed to proceed to the payment room. Once these were paid, the participants located in the other lab were invited to move to the payment room.

On average a session lasted 75 minutes and participants earned €16.66 in the baseline and €17.23 in the EA treatment, including a €3 show up fee and the payment of correct predictions.

4. Beliefs, preferences and team choices: preliminary findings

In this section we first study the gender differences in perceptions and performance in Parts 1 and 2 of the experiment, where assignment to a compensation scheme (individual versus team) is mandatory. We then analyse participants’ choices of compensation schemes in the team-choice Parts of the experiment (Parts 3 though 6) where participants could voluntarily choose their compensation scheme.

a) Gender differences in beliefs and performance

As noted, in Parts 1 and 2 of our experiment we forcibly allocate all participants to individual and team production respectively to provide baseline measures of performance and behavior in the two schemes. Table 1 shows participants’ mean output levels in these parts by gender and for the B and the EA treatments respectively. It also displays the p-values from t-tests for differences between the means.¹³

(Insert Table 1 about here)

Table 1 confirms, first of all, that our experimental task is indeed gender neutral: there is no significant difference in output between men and women when they receive individual piece rates. This gender neutrality extends to performance in teams, irrespective of whether team production has efficiency advantages over individual production. The gender neutrality of this

¹³ Kolmogorov-Smirnov tests of equality of distributions were also done, with no qualitative differences in outcomes.
task in our setting is consistent with other experiments using this task (see Charness, Masclet, and Villeval, 2010, albeit using a flat compensation scheme).

The other key finding from Table 1 is that, despite the anonymous nature of interactions in this experiment and the fact that participants do not learn their partner’s performance in any part until the conclusion of the entire experiment, participants do not free ride on their partners when teams are formed. In fact, if anything the data show an increase in task performance between Parts 1 and 2. The lack of free riding is, in some ways, quite astonishing in view of the fact that the private financial return to extra effort is halved in the team case, relative to the piece rate. This result is consistent, however, with a number of studies that show superior productivity in teams despite the potential for free riding (see for example Knez and Simester 2001, Hamilton et al. 2003, and Babcock et al. 2011).

Table 2 shows participants’ mean beliefs concerning their co-participant’s performance in Parts 1 and 2, elicited from the interim questionnaire described earlier. They show that, not only was there no free riding in teams, participants did not expect any free riding in teams either. Specifically, if the participants expect their partner to free ride in the team setting, they should expect a lower level of output from him/her in Part 2 than in Part 1. This is decidedly not the case; in fact they expect a small, but statistically significant improvement in their partner’s performance in the team setting.

The other key finding from Table 2 is a highly significant gender gap in expectations of the partner’s ability: As a number of other studies (including Niederle and Vesterlund, 2007) have found, both men and women expect their partner to be less able than themselves.

---

14 This increase could, in part, be due to learning the task. However, this task is very simple and participants had a three-minute practice period. In Charness, Masclet and Villeval (2010), an increase in performance was observed between periods 1 and 2, but there was no practice before participants played the first period. Since the increase occurs under both treatments in our game, it cannot be a result of raising the piece rate from 20 to 22, since this only occurs in the EA treatment.
Strikingly, however, even though this task is demonstrably gender neutral, *men have much lower expectations of their partner’s ability than women*. This gender gap in expectations is highly statistically significant.\(^{15}\)

\[b) \text{Team choice in the Baseline treatment}\]

The share of men and women who choose team compensation in the B treatment (where there is no efficiency advantage to team production) is shown in Figure 2. Results are shown for Parts 3 through 6 of the experiment, i.e the *team-choice* Parts where participants were free to choose their compensation scheme.

(Insert Figure 2 about here)

According to Figure 2, female participants elected to receive team-based pay more frequently than male participants in all of the team-choice parts of the experiment. The difference is statistically significant at the five percent level or better in two of the four cases, and it is borderline in Part 6. Using the total number of times (from zero to four) a participant selected team-based pay as a crude indicator of a participant’s overall behavior, women chose teams an average of 1.18 times compared to .43 times for men \((p=.007)\). Aside from the possible role of gender differences in beliefs (which we examine below), Part 3 of the B treatment provides the cleanest and simplest measure of the gender gap in *pure* preferences for a team-based work environment in our main experiment. It shows women choosing teams three times as often as men, a difference which is significant at the 5 percent level.

Comparing Parts 3 and 4, there is no indication that participants expected a moral hazard problem in the team environment: in fact, women selected team compensation *less* frequently in

\(^{15}\) One might wonder whether participants’ perceptions of their partner’s ability depend on the partner’s gender as well. This issue is explored in Table A1 in Appendix 2, which shows that neither actual performance, nor perceived partner performance, depend on the partner’s gender. Thus, men’s overconfidence in our study is not ‘sexist’ in the sense that men (or women) systematically underestimate women’s competence; instead men’s overconfidence applies equally when men are comparing themselves to other men, or to women.
Part 4, despite the fact that Part 4 protects them against free riding by pairing them with their co-participant’s output under the individual piece rate. Men, on the other hand, selected teams slightly more in Part 4, though for both men and women the difference between their Parts 3 and 4 behavior is statistically insignificant ($p=.262$ for women and $p=.570$ for men, two tailed). Comparing Parts 5 and 6, there is no indication that women were more attracted to teams when the team experience was more interactive. In fact, women selected team compensation less frequently in Part 6 but insignificantly so ($p=.767$), despite the fact that Part 6 allows for a period of communication between the team members prior to production.\textsuperscript{16} Men, on the other hand, selected teams significantly more often in Part 6 than in Part 5 ($p=.044$). This difference could be due to gender differences in communication preferences (Friebel and Seabright, 2011).

Finally, comparing Parts 3 and 5, we find essentially no difference in men’s behavior (team pay was chosen 10.81 versus 7.14 percent of the time, $p=.160$), but women are much more likely to choose teams (41.03 versus 22.73 percent of the time, $p=.033$) when team production requires both partners to select the team environment.\textsuperscript{17} One possible reason for this is that female participants expect advantageous rather than adverse selection into teams; this would occur if participants’ expectation of their co-participant’s output given that he or she selects team compensation exceeds the expected output of a randomly selected participant. We think this is unlikely given the strong evidence for adverse selection into teams in our experiment for both men and women.\textsuperscript{18} A more likely explanation, in our assessment, is a “letting down the team”

\textsuperscript{16} Importantly, choosing individual compensation in Part 6 did not allow individuals to finish the experiment earlier by avoiding this communication period; all participants had to wait till the communication period was ended before beginning Part 6 production.

\textsuperscript{17} At 6.8 percent, the share of women who ultimately ‘formed’ a team was, not surprisingly, actually lower in Part 5 than in Part 3. For men, team formation was the same in Parts 3 and 5, at 7.1 percent.

\textsuperscript{18} A distinct but related possibility is that individuals anticipate that their co-participant will reward them with higher effort for their choice of team-based compensation if a team is formed. We do not find support for this hypothesis in Section 6.
effect, as described in Babcock et al. (2011); we discuss this possibility further in our analysis of the EA treatment results below.¹⁹

To shed some additional light on participants’ choices of team compensation in each of Parts 3-6, Table 3 presents some simple regression results that control for individual ability, beliefs about partner ability, and risk attitudes.²⁰ Table 3 uses the participant’s own actual performance in Part 1 as a measure of his/her ability, and his/her estimates of his/her partner’s Part 1 performance to measure expected partner ability.²¹

(Insert Table 3 about here)

In all team-choice parts of the experiment, Table 3 shows that abler participants were less likely to choose the team environment, consistent with the basic adverse selection hypothesis. This effect is statistically significant in 4 of the 5 columns, and highly so (at 1%) in three of those cases. Also, as predicted, in most columns individuals were more likely to select team compensation when they expected their teammate to be more able, though this effect is statistically significant in only two of the 5 cases (possibly due to the small share of participants choosing teams, especially for men). As we show below, this changes substantially in the EA treatment.

Turning to the gender coefficients and focusing first on Part 3, we notice a positive but insignificant female coefficient of 9.72 percentage points. Thus, when we add statistical control

---

¹⁹ A final difference between Parts 3 and 5 is that the probability of actually receiving team-based compensation, given a choice of team compensation, is less than one in Part 5. See Section 5 (specifically footnote 25) for a discussion of how this affects subjects’ predicted choices and the interpretation of our results.

²⁰ Risk aversion could affect decisions to join teams, though its predicted effects are ambiguous in sign. On the one hand, if there is a lot of part-to-part variation in individual task performance, greater risk aversion might lead participants to prefer teams, since being paid the average of the two workers’ performance adds an element of insurance. On the other hand, uncertainty about the ability (or intentions) of one’s teammate will work in the opposite direction. Thus, we added our elicited Holt-Laury measure of risk aversion (the switching point from the safer to the riskier lottery and a dummy for multiple switching points) to our controls. It never had a significant effect. We also detected no statistically significant gender gap in risk aversion in our subject pool.

²¹ Arguably we could use expectations of their partner’s part 2 output, since this reflects his/her performance in a team environment. We discuss this issue in more detail when introducing the structural model in the following section. In practice, given the lack of free riding in our experiment it makes no difference which measure we use.
for perceived partner ability to the comparisons of means in Figure 1, women’s higher propensity to choose team compensation falls in magnitude and becomes statistically insignificant. Both the estimated female coefficient and the coefficient on beliefs are, however, rather unstable across columns of Table 3, suggesting that the B treatment data alone are not rich enough—and partly because so few subjects of either gender select team compensation—to distinguish these two possible sources of the unadjusted gender gap in team choices. For this reason, we postpone further analysis of the relative role of beliefs versus intrinsic preferences for teamwork to Section 5, when we introduce additional data from the EA treatment, plus some simple structural assumptions.

In sum, women select the team option more frequently than men in the baseline case; at least part of the explanation is the fact that women are more confident about others’ relative ability. The latter tendency has, of course been observed in a number of contexts (e.g., Schwieren and Sutter, 2008, who refer to it as women’s greater “trust in another subject's ability”), but to our knowledge we are the first to link it to the partnership formation decision.

c) Team choice in the Efficiency Advantage treatment

Figure 3 displays the share of participants who choose team compensation in the EA treatment.

(Insert Figure 3 about here)

Two features of the results are immediately apparent: First, despite only a small improvement in efficiency associated with team production, the share of both men and women choosing team compensation is much higher than in the B treatment. Indeed, in all cases the new

---

22 Put a different way, if one excludes the belief about the partner’s ability from the Table 3, Part 3 regression, the gender coefficient is 17.11 percentage points and is significant at the 5% level).
rates of team choices are above 50 percent. Second, the gender gap in team selection essentially vanishes: although women still choose teams more frequently than men, the gap is much smaller in magnitude and statistically insignificant as men’s propensity to choose team compensation rises much more between the B and EA treatments. In some sense, therefore, men are more responsive to the introduction of these extrinsic benefits of being on a team.

Comparing Parts 3 and 4 of the EA treatment, there is once again no indication that participants expected a moral hazard problem in the team environment ($t$-tests, $p=.743$ for women and $p=.253$ for men, two-tailed). Comparing Parts 5 and 6, there is now no indication that participants of either gender were more attracted to teams when the team experience was more interactive ($p=.421$ for women and $p=1.0$ for men). For both these reasons, starting with the next section we will ignore moral hazard concerns and the effects of communication and focus our analysis of selection into teams on the two ‘main’ conditions: Part 3 and Part 5, i.e. matching with the teammate’s previous output, and matching with the teammate’s current output.

Finally, comparing Parts 3 and 5, we again find that women are more likely to choose teams (76.74 versus 53.49 percent of the time) when team production requires both partners to select the team environment, a difference which is highly significant ($p=.003$). For men, this difference is smaller (68.89 versus 55.56 percent of the time) and only marginally significant ($p=.083$) (it was insignificant in the B case). This provides further support for the “letting down the team” effect (Babcock et al., 2011), especially for women. Although Babcock et al. do not

---

23 It is perhaps worth noting that, with a 10 percent efficiency advantage to team production, the marginal private return to effort in teams rises from 50 to 55 percent of the marginal return to effort under individual compensation. Thus, in a ‘standard’ model, we should still expect high levels of free riding in teams, and would therefore still expect most if not all participants to rationally avoid the team environment.

24 All of the differences mentioned are small in magnitude and none are statistically significant at conventional magnitudes. Perhaps an effect of interaction would be found if we allowed for collaboration on the work task itself.

25 This interpretation is mildly supported by the evidence from an exit questionnaire where 21.21 percent of the women choosing the team compensation in Part 5 justify their choice by the willingness not to disappoint the partner in case s/he wanted to form a team; only 16.13 percent of men invoke this reason (the difference is, however, not significant ($p=.609$).
report a gender gap, our finding that the effect is stronger among women is consistent with their finding that it is confined to individuals who are less able than their teammates, since women perceive themselves to have lower relative ability than men in our context.

An interesting result from the exit survey is that while men’s self-reported motivations for choosing a team are stable through Parts 3 and 5, some motivations of women vary. Indeed, the belief that “the partner would be quite good at the task” motivated 60.87 percent of women to choose team compensation in Part 3 but only 36.36 percent of them in Part 5 (the corresponding percentages for men are 60 and 54.84). In contrast, the belief that “being on a team might motivate my partner more” is cited by 13.04 percent of women in Part 3 and by 30.30 percent in Part 5 (32 and 35.48 percent of men, respectively). Women seem to believe that the fact that team production requires both partners to select the team environment creates an additional source of motivation.

Parallel to Table 3 in the B treatment, Table 4 presents some simple regression results for choice of team compensation in the various parts of the EA treatment.

(Insert Table 4 about here)

In all of the team-choice parts, Table 4 shows that abler participants were less likely to choose the team environment, consistent with the basic adverse selection hypothesis. This effect is highly statistically significant in all columns. Also consistent with this hypothesis, participants were more likely to select team compensation when they expected their teammate to be more able. In contrast to the B treatment, this effect is now always highly significant, and appears to be equal in magnitude (but opposite in sign) to the effect of own ability. Also in contrast to the B treatment, the female coefficient is now almost never significant (except in Part 3 where it is marginally significant), with some of the point estimates now negative rather than positive.
In sum, Table 4 provides additional support for the notion that concerns about adverse selection play a major role in the decision to join teams. Further, these concerns interact with gender in an important way because women, on average, are more optimistic about their prospective teammates’ abilities (irrespective of that teammate’s gender). However, in contrast to the B treatment, the estimated female coefficient is now indistinguishable from zero in most parts. To some extent this should not be surprising because these data incorporate the effects of additional extrinsic factors (efficiency advantage to team production) that are not present in the B case, and because a comparison of the two cases suggests that men may be more responsive to these extrinsic factors than women. In the following section, we attempt to sort out the relative importance of these effects using a simple structural model of preferences that allows all of them to operate within a common framework that tries to explain the results from both our treatments.

5. Reconciling the Results from both Treatments: A Structural Model of Preferences for Teamwork

a) The model

Suppose that the utility of individual $i$ if s/he works on a team ($T$) versus individually ($I$) is given respectively by:

$$U_i^T = a^T + b^T F_i + c Y_i^T + \varepsilon_i^T$$

$$U_i^I = a^I + b^I F_i + c Y_i^I + \varepsilon_i^I.$$  

(1) (2)

where $F_i$ is an indicator for being female, $Y_i^T$ is the individual’s expected cash payoff if he/she works on a team, $Y_i^I$ is the individual’s expected cash payoff if he/she works individually, and the $\varepsilon$’s represent the unobserved component of individuals’ tastes for the two options.\textsuperscript{26} If (1) and (2) fully describe our participants’ utilities, participant $i$ will choose team compensation iff:

\textsuperscript{26} Note that, for ease of exposition, (1) and (2) do not index $c$ by gender (i.e. men and women care equally about financial gains, relative to other aspects of the compensation package); we relax this assumption later in this section.
\[ \varepsilon_i < a + b F_i + c(Y_i^T - Y_i^I) \]

where \( \varepsilon_i = \varepsilon_i^I - \varepsilon_i^T ; a = a^T - a^I ; \) and \( b = b^T - b^I. \) If \( \varepsilon_i \) is independently and normally distributed, then equation (3) describes a probit regression where the outcome, \( T_i, \) equals one if the participant selects team compensation and zero otherwise. The coefficient, \( b, \) on an indicator for being female estimates the gender gap in the intrinsic utility of being on a team, \( b^T - b^I. \)

The other regressor in equation (3), \( (Y_i^T - Y_i^I), \) is the gap between the total monetary reward individual \( i \) expects to receive if she chooses team compensation, and what she would receive if she chose individual compensation. Its coefficient, \( c, \) reveals the effect of financial rewards on a participant’s utility.

As already noted, participant \( i \)'s compensation levels under each of the two reward schemes are given respectively by:

\[ Y_i^T = r^T (Q_i^T + Q_j^T) / 2 \]
\[ Y_i^I = r^I Q_i^I \]

where \( Q_i^T \) and \( Q_j^T \) denote the outputs (i.e. number of problems solved) by individual \( i \) and her prospective teammate \( j \) under team compensation, \( Q_i^I \) is \( i \)'s output under individual compensation, and \( r^T \) and \( r^I \) are the prices paid by the experimenter per unit of output under the two compensation schemes.\(^{28}\) In our B treatment, \( r^I = r^T = 20. \) In our EA treatment, \( r^I = 20 \) and \( r^T = 22. \)

The precise values of \( Q_i^T, Q_j^T \) and \( Q_i^I \) for the current round of production are of course unknown to our participants when choosing their preferred method of compensation; thus it is

\(^{27}\) As always in the probit context, these estimates of utility parameters are relative to the unidentified idiosyncratic variance of team preferences, \( \sigma. \)

\(^{28}\) Equation (4) gives the expected income associated with working under the team compensation regime. In Parts 5 and 6 this is distinct from the expected income associated with choosing the “team” option because both partners must agree to actually form a team. Here, \( Y_i^I = p [ r^I (Q_i^I + Q_j^I) / 2 ] + (1-p) Y_i^I, \) where \( p \) is the participant’s perceived probability that her co-participant will also choose ‘team’. In this case, the probit coefficients on the relative income variable should be interpreted as an estimate of \( pc, \) rather than \( c \) (since the expected income gap is scaled by \( p \)). In practice, our estimated income-gap coefficients in Part 5 are about the same size as in Part 3, suggesting that the participants behave as if \( p \) was close to one.
workers’ expectations of these quantities that enter into (4) and (5).\(^{29}\) That said, since we elicit expectations of partners’ performance, and since individual output is highly stable across parts of the experiment, we have access to some remarkably effective proxies for these quantities.\(^{30}\)

Specifically, we use each worker’s own Part 1 output as our measure of his expected output under individual incentives \((Q^I_i)\), his own Part 2 output as his output under team incentives \((Q^T_i)\), and his estimate of his co-participant’s Part 2 output for \(Q^T_j\).\(^{31}\)

\(b) \text{ Estimates of the utility parameters} \)

Columns (1) and (6) of Table 5 report estimates of the probit coefficients in equation (3) for Parts 3 and 5.\(^{32}\)

\[(\text{Insert Table 5 about here})\]

The coefficients on \((Y^T_i - Y^I_i)\) are estimates of the parameter \(c\), and indicate that participants both perceive, and care strongly about expected financial rewards when choosing among compensation schemes. The coefficients on being female estimate the utility parameter \(b\), i.e. women’s intrinsic relative preference for a cooperative work environment. Controlling for the expected income gap (which incorporates the effects of gender differentials in overconfidence), columns 1 and 5 show no statistically significant gender gap in preferences for the team environment.\(^{33}\)

Columns (2) and (7) in Table 5 enter the participant’s expected income on a team \((Y^T_i)\) and under individual compensation \((Y^I_i)\) as separate regressors rather than as a difference. If the

\(^{29}\) The one exception occurs in Part 4, where participants are paid according to their own output in the previous part.

\(^{30}\) The correlation between an individual’s Part 1 output, and his output in Parts 2, 3, 5, and 6 respectively is .74, .75, .73, and .77. (Recall there is no production in Part 4).

\(^{31}\) There is very little change in the results if we use Period 1 (or Period 2) quantities for all expectations.

\(^{32}\) As already noted, Part 4 is a variation of Part 3 treatment designed to test for (the anticipation of) moral hazard, and no (actual or expected) moral hazard is found. Part 6 is a variation of the Part 5, designed to test for the effects of (expected) communication, and no robust effect of communication was found either. To save space, we accordingly present results from only Parts 3 and 5 henceforth.

\(^{33}\) Since our structural model assumes risk neutrality, none of the results reported in this Section include controls for risk aversion. Very little changes, however, when we add these controls.
highly stylized model in equation (3) is correctly specified, these two variables should enter equally with opposite signs. This is strongly confirmed by our data: Tests of the null hypothesis of equal and opposite signed coefficients yield p-values of .814 and 897 for the Part 3 and 5 data respectively.

Columns (3) and (8) of Table 5 decompose the expected income gap \((Y^T_i - Y^I_i)\) in a different way. Specifically, using (4) and (5), note that the expected income gap can be written:

\[
Y^T_i - Y^I_i = Q^T_i (r^T - r^I) + r^T (Q^T_j - Q^I_j) / 2 + r^I (Q^I_i - Q^I_j)
\]  

(6)

The first term in this decomposition is the portion of the expected income differential between individual and team compensation that is due to efficiency advantages of team production, \((r^T - r^I)\); this component equals zero for all observations in our B treatment. The second term on the RHS of equation (6) represents the effect of (anticipated) adverse selection on the expected income gap: If I expect my partner to solve more problems than I, this term is positive and should attract me to team production. The final term gives the effects of (anticipated) moral hazard. Specifically, if I expect to perform better in a team environment than I do in an individual one, this term is positive and again disposes me towards team compensation.

Columns (3) and (8) use equation (6) to distinguish the effects of the three above sources of the expected income differential between team and individual compensation on the choice of team compensation. Now, if the model of preferences in equation (3) is correctly specified, all three of these sources of variation in the gap should have equal (same sign) coefficients.

Importantly, we find that income differentials stemming from experimenter-manipulated efficiency gains and those stemming from the teammate’s perceived relative ability do have the same effect on subjects’ choices \((p = .802\) and \(.499\) in Parts 3 and 5 respectively). Thus, we cannot explain the large gap in team choice between the B and EA treatments by the notion that subjects respond to experimenter-manipulated rewards differently from rewards associated with
subjects own perceptions of their relative ability. That said, the effects of both these sources of
the expected income gaps differ significantly from the estimated effects of anticipated moral
hazard (p< .001 in all cases). We believe that this results from the relatively poor quality of our
proxy for the “moral hazard” component: it is the only component that is estimated from
between-Part differences in output.\footnote{Specifically, we are using the participant’s own growth in output between Parts 1 and 2 to estimate how much his own Part 3 (or Part 5) output would differ depending on whether he chose team compensation or not. Since these Part 1 - Part 2 differences could be contaminated by learning effects, we are not surprised that measures of expected moral hazard based on them do not perform as well as our other measures of expected income gaps.}

So far, with the exception of the moral hazard coefficients, the highly stylized model of
equation (3) yields coefficient estimates of the expected sign in all cases, and passes two key
specification checks. But how well does this simple model account for the results from both our
experimental treatments?

c) Actual and predicted payment scheme choices

Table 6 shows participants’ actual team choices, plus their predicted team choices from
the three models estimated so far (columns 1-3 and 6-8 of Table 5) in columns 1-3 and 7.

(Insert Table 6 about here)

Interestingly, while all models considered so far predict a large increase in team choices when
team efficiency advantages are introduced, all of them encounter difficulties in explaining the
size and distribution of this change. Models 1 and 2 systematically underpredict the increase for
both men and women (sometimes dramatically), while Model 3 underpredicts for women and
overpredicts for men, again usually by substantial magnitudes.

To explore what model elements might better account for our results, columns (4) and (9)
of Table 5 allow the effects of the three components of the team-nonteam income gap to vary by
gender. Perhaps unsurprisingly, the estimated effects of moral hazard are small in magnitude for
both men and women, and do not differ significantly between the genders ($p=.529$ and .152 for Parts 3 and 5 respectively). The effects of (anticipated) adverse selection are much larger in magnitude and are highly statistically significant for both men and women, but again these effects do not differ by gender ($p = .861$ and .644 for Parts 3 and 5). Finally, however, the estimated effects of team-related efficiency gains are about twice as large for men as for women, and this gender difference is statistically significant ($p = .046$ and .048 respectively). Notably, columns (4) and (8) also show a substantial intrinsic preference for teams among women; this differential is significant at the 5 percent level in the Part 5 data ($p = .109$ in Part 3). This result is consistent with the notion that women are disproportionately attracted to teams even after controlling for their lower levels of overconfidence, but that this attraction is masked in situations where teams have an efficiency advantage by men’s greater responsiveness to this instrumental reason for joining teams.

Table 5 reports the results of one final specification in columns (5) and (10). These columns report a more parsimonious version of the preceding model in which the effects of adverse selection and moral hazard are constrained to be independent of gender. Not surprisingly, there is very little change: the only gender gap in responsiveness we need to account for our results is in responsiveness to efficiency gains. More importantly, as indicated in column (5) of Table 6, this parsimonious model does a much better job of accounting for our experimental results than any model that assumes men and women respond to efficiency gains equally.

To explore an alternative possible explanation, Table 6 presents predicted team choices from a model in which men and women once again respond equally to financial incentives, regardless of their source (experimenter-manipulated team efficiency gains versus other factors). But we now try to explain the gender gap in the response to efficiency gains by positing that the
introduction of extrinsic rewards for team production destroys women’s intrinsic motivation for teamwork. Thus, Model 6 is identical to Model 1, but the female indicator is replaced with its interaction with the B treatment. While this model fits women’s behavior reasonably well (though not as well as Model 4), it still overpredicts men’s team choices in the B treatment, usually by a wide margin.

d) Counterfactual predictions

Finally, to assess the relative importance of the various contributing factors to the gender team gap, Table 7 presents a number of counterfactual predictions, based on Table 6’s Model 5. Column 1 presents the predictions of Model 5 at the means of the data; as already noted these fit the observed choices by gender very well.\(^{35}\) “Counterfactual 1” asks “How would women’s choices change if they had men’s beliefs about their co-participant’s ability?”\(^{36}\) Clearly, this does not change men’s predicted choices, but it reduces the rate at which women choose team compensation. According to the model, this gender difference in beliefs can account for \(0.147 - 0.034) = 77\) percent of the gender gap in Part 3 under the B treatment. Under the EA treatment, giving women men’s beliefs reverses the gender wage gap, making women 14 percentage points less likely than men to choose team production. Likewise in Part 5, the gender-teams gap is either dramatically reduced or eliminated if we simply imagine that women were as pessimistic as men are about their teammate’s relative ability. In all cases, more than half the gender gap in team formation is explained by the gender gap in beliefs.

\[(Insert \text{ Table 7 about here})\]

\(^{35}\) In order to facilitate the counterfactual exercises, Table 7 presents predictions for a hypothetical man or woman with mean covariates for their gender. For well known reasons, these predictions differ slightly from Table 6, which presents the mean predicted probability for all men or women in the sample.

\(^{36}\) To compute these, we take a woman with mean part 1 and part 2 performance, and assign her men’s mean assessments of their partner’s ability rather than her own.
Counterfactual 2 asks “How would women’s choices change if they responded to the prospect of team-related efficiency gains just like men?” By construction, such differential responses to financial incentives cannot explain the gender gap in the B treatment. On the other hand, making women as responsive to efficiency gains as men dramatically raises their team participation in the EA treatment. Thus, if women had their own (more optimistic) beliefs about their partner’s ability, and at the same time were as responsive to extrinsic incentives to form teams as men are, their rates of team formation in the EA treatment (where such efficiency advantages are present) are predicted to be much higher than men’s (at least 24 percentage points higher). In sum, according to our model, men’s and women’s roughly equal rates of team formation in the EA treatment are, in part, the net result of these two opposing forces: women are more optimistic about their partner’s ability, but less responsive to the prospect of financial gain associated with team formation.

Finally, Counterfactual 3 combines the previous two thought experiments by assigning women both the beliefs and responsiveness-to-incentives of men. Any gender gap that remains should only reflect ‘pure’ preferences for being in a cooperative work environment. Interestingly, this gap is positive and substantial in magnitude in all cases, even in the EA treatment. We conclude that the model of preferences that best describes all of our data has the following elements: First, women do have a greater underlying preference for being in a team environment. This preference is visible in simple comparisons of means in our B treatment (where it is in fact accentuated by a gender gap in overconfidence). Second, however, this

---

37 Specifically, we simply set the “income gap due to efficiency gains * female” coefficient in Table 5 equal to the “income gap due to efficiency gains * male” coefficient, then computed the predicted team probability for an average woman in the sample.

38 Technically, gender differences in the coefficient on beliefs also play a role here, but as we have already shown these are small in magnitude and statistically insignificant.

39 In Part 3 of the B treatment it is only 3.4 percentage points, but this is result of the fact that, when women have men’s beliefs and no incentives are present, both genders’ team-choice probabilities are close to zero. In percentage terms, women’s team choice rate is double men’s here.
underlying preference is obscured in treatments that provide extrinsic incentives to join teams, to which men are more responsive than women.

6. Gender and Task Performance in Endogenously-formed Teams

a) Selection and causation

In Table 1 we compared individuals’ performance when they were assigned to individual or team compensation on a mandatory basis. Despite large incentives to free ride in the team treatment, we found no evidence of moral hazard for either gender: task performance was unrelated to the pay scheme for both men and women. In this section we study whether self-selected teams do better or worse than forced teams, and how (if at all) the performance of self-selected teams differs by gender. This question may be of interest both in workplaces where a choice of team versus individual production is offered, or in understanding how men and women might make different occupational and career choices, where these options differ by the amount of teamwork that is typical.

As is well known, the performance of self-selected teams can differ from the performance of mandated teams for two sets of reasons: selection and causation. Concerning the former, we have already shown that abler workers, on average, are more likely to avoid teams; for this reason we should expect voluntarily-formed teams to perform more poorly than mandated teams. Further, because women are less pessimistic about their prospective teammates’ ability, this selection process is weaker for women. Thus we should expect to see voluntarily-formed female teams perform better, on average, than voluntarily-formed male teams.

Turning to causation, our estimates from Parts 1 and 2 have already shown that the treatment effect of mandatory teams on task performance is essentially zero. As is well known,

---

40 For example, Eriksson et al. (2009) show that effort increases when a tournament pay scheme is voluntarily chosen compared to when it is imposed, both for self-selection reasons and for motivational reasons.
however, this does not imply that the treatment effect is zero in a sample of voluntarily-formed teams: consider, for example, a simple Roy model of sector selection (Roy 1951; Heckman and Honoré, 1990), where individuals have idiosyncratic comparative advantages in the two sectors. In particular, if teams attract people who perform relatively well in them, self-selected teams will tend to be more productive than mandated teams. One might expect, for example, that persons who are less likely to free ride, or even persons who are more likely to be motivated or inspired by the presence of a teammate, to disproportionately choose teams. Further, this might differ by gender, e.g. if women are less likely to free ride than men.

In this section, we first document the performance gaps between individuals who choose team compensation and those who do not, in the team-choice parts of our experiment. We then use our experimental design to distinguish the relative roles of selection versus causation in explaining those gaps. Fortunately, our experimental design allows us to non-parametrically estimate causal effects of the team environment on the sample of persons who voluntarily choose that environment (i.e. the treatment on the treated (TOT) effect: Angrist and Pischke 2009, p. 14) without any assumptions on the form of unobserved heterogeneity.

b) Relative productivity of team joiners and non-joiners

For Parts 3 and 5 of the experiment, Table 8 shows the mean performance of participants who chose team compensation and those who did not, separately by gender and treatment.42

(Insert Table 8 about here)

In seven of eight cases, team joiners performed worse on average than non-joiners; this gap is statistically significant (at $p < .001, .004$ and $.058$) in three cases. A naïve interpretation

---

41 In the exit survey, 26 percent of the women who chose the team-pay in Part 3 (30 percent in Part 5) and 32 percent of men in both parts explain their choice by the belief that joining a team would motivate them to work harder. See Babcock et al. (2011) for evidence of the positive motivational effects of teams.

42 Recall that, in Part 5, choosing team compensation does not necessarily result in being paid on a team basis. When we repeat the analysis only for subjects who successfully formed teams (because their partner also chose team compensation), they are very similar, though with a smaller sample size.
of this gap might, of course, be that team production causes free riding, relative to mandatory team production. Further, the joiner-nonjoiner output gap is always larger for men than for women; and significantly so (p=.001 and .028) in two of the four cases. Again superficially, one might conclude from this that women are less prone to free-riding. On the other hand, we have already shown that self-selection also affect these comparisons.\textsuperscript{43}

To begin to understand the effect of self-selection on the voluntary team-nonteam output gap, Table 9 shows \textit{Part 1} output separately for individuals who chose teams in Parts 3 and 5, and for individuals who did not. Overall, the patterns are very similar to Table 8: team joiners were, on average, less productive than nonjoiners \textit{even in Part 1 of the experiment}, when everyone was compensated individually. And this joiner-nonjoiner “ability” gap is always greater for men than women, significantly so the same 2 of 4 times as for current-period output (p=.009 and .035). This gap is never statistically significant for women. Thus, not only is there adverse selection into teams, but this selection is more pronounced among men than women. Firms thinking of offering a teamwork option might benefit from knowing this: the team environment is less likely to attract “lemons” in a female than a male work environment.

(\textit{Insert Table 9 about here})

c) \textit{Causal effect of teamwork on output by gender}

Finally, what is the causal effect of working on a team for those who voluntarily choose that environment, and how does this effect differ by gender? To formalize our discussion, note that the output gap between voluntary team joiners and non-joiners in (say) Part 3 of our experiment can be expressed as:

\[
E(Q^3 | J^3) - E(Q^3 | NJ^3) = E(Q^1 | J^3) - E(Q^1 | NJ^3)
\] (7)

\textsuperscript{43} For example, the lower output of teams in Part 3 might be driven by a large adverse selection effect, which is partially outweighed by a positive causal effect of the team environment on performance; in addition this true causal effect might differ by gender.
\[ + [E(Q^3 | J^3) - E(Q^1 | J^3)] - [E(Q^3 | NJ^3) - E(Q^1 | NJ^3)] \]

where \( Q^i \) denotes the individual’s performance in Part \( i \), and \( J^i \) and \( NJ^i \) respectively denote whether the participant joined or did not join a team in Part \( i \).

The first term on the RHS of (7) gives the pure selection component of the performance gap between joiners and non-joiners in Part 3; it is simply the difference in Part 1 output between the participants who chose team in Part 3 and those who did not. These are the numbers already shown in Table 8, which are predominantly negative, showing adverse selection into teams. The remaining two terms in (7) are the output change between Parts 1 and 3 for Part-3 joiners, minus the output change for Part-3 non-joiners. Only the first of these changes (for joiners) is affected by a change of the production environment from an individual to a team situation, while both are affected by any task learning or pure period effects that distinguish Parts 1 and 3. Therefore, if these period and task-learning effects are the same for persons who eventually join teams and those who do not --this is our identifying assumption-- then the last two terms in (7) estimate the pure TOT effect of the team environment.

(Insert Table 10 about here)

Table 10 decomposes the team-non-team output gaps identified in Table 8 using equation (7). While the magnitudes of TOT and selection effects vary substantially across treatments and parts of the experiment, Table 10 shows clearly that selection plays the dominant role in explaining the gaps observed in Table 8: in five of the eight possible cases, selection accounts for more than 100 percent of the team-non-team output gaps; in seven of eight cases it accounts for more than half of the output gap.\(^{44}\) Also noteworthy is that fact that, in four of the eight cases (two involving men and two involving women), the TOT causal effect of team production is

\(^{44}\) In one case, note that the output gap is positive rather than negative (Part 5 of the EA treatment for women).
positive, not negative. This provides further support for our finding that moral hazard is essentially absent in this two-person team environment.

In sum, Tables 9 and 10 show quite conclusively that the output gaps between voluntarily-formed teams and individuals who choose to produce individually are not causal effects of the team environment, but are primarily driven by adverse selection. Further, the larger team-non-team output gaps that we see among men compared to women are not due, in any sense, to women having on average a greater comparative advantage in team production (e.g. being less prone to free riding). Instead, they result from stronger adverse selection among men, which as we showed earlier in this paper is driven by men’s greater overconfidence in their own relative ability. Thus, firms offering voluntary teamwork should in general be wary of adverse selection, but should be especially wary in male workplaces: because men strongly underestimate their co-workers’ ability, only the men with the very lowest productivity will tend to sign up for the teams. By the same token, one might expect men who select into “co-operative” occupations to be more adversely selected than women who do so.

7. Discussion

Our laboratory experiment has found that when study participants can choose between team and individual compensation, and when there is no efficiency advantage associated with team production, women choose team-based compensation more frequently than men. In contrast, as soon as we introduce even a small efficiency advantage of team production, women and men join teams with equal frequency. Using a simple structural model of tastes for teamwork, we show that the gender gap in team entry across a variety of experimental environments can be well explained by the interaction between three elements: 1) lesser pessimism among women about the relative ability of their teammate (consistent with the gender gap in confidence found notably in Barber and Odean, 2001, and Niederle and Vesterlund,
2007); 2) a greater responsiveness among men to instrumental reasons for joining teams; and 3) a greater “pure” preference for team work among women - possibly due to a larger preference for equal sharing (Croson and Gneezy 2009), or to a stronger brain activation for social rewards such as social feedback (Spreckelmeyer et al., 2009).

Concerning the second finding, other authors have studied gender differences in responsiveness to economic incentives in a variety of contexts, with mixed results. On the one hand, there is considerable consensus that women’s (uncompensated) labor supply elasticities exceed men’s (Killingsworth and Heckman, 1986), though this may be largely because there is limited scope for men --most of whom work full time-- to raise their measured labor supply. On the other hand, using hypothetical questionnaires, psychologists find that men exhibit a greater sensitivity to rewards (Torrubia et al., 2001; Ray Li et al., 2007) and a higher valuation of earnings than women, possibly for evolutionary reasons (Browne, 2002; Kanasawa, 2005). In altruistic donations, Andreoni and Vesterlund (2001) have found that men’s demand curve for altruism is more reactive to price changes. Finally, a field experiment by Paarsch and Shearer (2007) finds no gender gap in the response to a higher individual piece rate.

Our finding of differential responsiveness to team incentives, however, addresses a distinct question from all the above studies. Note, first of all, that all the above studies refer to responsiveness to individual incentives only. Second, and more critically, they refer to the reaction of participants’ supply of work effort to incentives. If we examine this question in our data, we find no difference in men’s and women’s responsiveness to incentives: Table 1 shows workers’ outputs under a 20-cent versus a 22-cent group piece rate. Neither men nor women produce more under the higher piece rate, possibly because both are performing at their maximum capacity in both cases. Instead, our finding refers to the choice of contractual form: men seem to have a baseline relative aversion to the team environment if there is no (economic)
point in joining it, but this aversion is easily counterbalanced by the prospect of even a small economic reward. Overall, our results on voluntary teaming contribute to the theory that men and women tend to build different types of social relationships (this has been developed for both human and non-human primates by Low, 1999; see also Bond and Vinacke, 1961; and Seabright, 2011), but they also show that differences may disappear when economic factors become more salient. This could be supported by the fact that during adolescence, men tend to develop a stronger concern for efficiency while females become more attracted by equal sharing (Almas et al., 2010).

The implications of our results for the prospects of redesigning well-paid jobs to make them more attractive to women might, in at least one way, be seen as disappointing. While it is true that women seem to have, on average, a greater affinity for co-operative work environments, our results show that, whenever there is even a small instrumental reason for joining teams (such as the efficiency gains in our experiment) men will be at least as attracted to the team environment as women, though for different reasons. That said, if a goal of job design is to compose gender-balanced work environments, teams may be an attractive contractual form, although at the cost of attracting less-talented men.45

Moving beyond job design, we also note that our results confirm those of many other authors who have found that, on average, women have more accurate assessments of their own relative abilities, primarily because women do not underestimate their peers’ abilities as much. While more accurate assessments may not be performance-enhancing in all contexts—optimism can of course be motivating—this suggests that women might, on average, have an advantage in

45 Note also that preferences for competition and cooperation are not necessarily negatively correlated: it is not necessarily the women who dislike competition who are more attracted by teamwork. Further study of these correlations might provide additional insights into questions of optimal job design.
any situation where accurate assessment of others’ abilities is a key to success, including for example financial markets (Barber and Odean, 2001).

Aside from these possible prescriptive implications, our results might also help shed light on the substantial and continuing gap in the occupational distribution of men and women, even in societies where a great deal of equality of opportunity exists. As is well known, women are highly overrepresented in the nonprofit sector and in helping occupations (Powell and Steinberg, 2006), both of which involve cooperative production with little associated prospect of financial reward. These are precisely the conditions where the gender gap in voluntary team participation (in women’s favor) was the largest in our experiment.
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Table 1: Task Performance under Mandatory Individual versus Mandatory Team Pay, by Treatment

<table>
<thead>
<tr>
<th></th>
<th>(1) Part 1: Individual Compensation</th>
<th>(2) Part 2: Team Compensation</th>
<th>(3) p-value for difference between Parts 1 and 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Baseline Treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>56.93</td>
<td>57.95</td>
<td>.065</td>
</tr>
<tr>
<td>Men</td>
<td>54.83</td>
<td>55.98</td>
<td>.073</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.093</td>
<td>.127</td>
<td></td>
</tr>
<tr>
<td><strong>B. Efficiency Advantage Treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>54.88</td>
<td>55.84</td>
<td>.089</td>
</tr>
<tr>
<td>Men</td>
<td>55.49</td>
<td>55.29</td>
<td>.813</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.624</td>
<td>.685</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* Sample sizes are 44 women and 42 men in the B treatment and 43 women and 45 men in the EA treatment. *P*-values are from 2-sided *t*-tests for differences between means.

Table 2: Beliefs Regarding Partner’s Task Performance under Mandatory Individual versus Mandatory Team Pay, by Treatment

<table>
<thead>
<tr>
<th></th>
<th>(1) Part 1: Individual Compensation</th>
<th>(2) Part 2: Team Compensation</th>
<th>(3) p-value for difference between Parts 1 and 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Baseline Treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>55.14</td>
<td>56.39</td>
<td>.045</td>
</tr>
<tr>
<td>Men</td>
<td>50.26</td>
<td>52.10</td>
<td>.002</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.000</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td><strong>B. Efficiency Advantage Treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>53.88</td>
<td>55.16</td>
<td>.013</td>
</tr>
<tr>
<td>Men</td>
<td>51.47</td>
<td>52.78</td>
<td>.002</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.031</td>
<td>.040</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* Sample sizes are 44 women and 42 men in the B treatment and 43 women and 45 men in the EA treatment. *P*-values are from 2-sided *t*-tests for differences between means.
Table 3: Linear Probability Model Estimates of the Probability of Choosing Team Pay, Baseline Treatment

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Part 3</td>
<td>Part 4</td>
<td>Part 5</td>
<td>Part 6</td>
<td>Team choice Parts</td>
</tr>
<tr>
<td>Female</td>
<td>.0972</td>
<td>-.0035</td>
<td>.2686**</td>
<td>.2315*</td>
<td>.6825**</td>
</tr>
<tr>
<td></td>
<td>(.0835)</td>
<td>(.0733)</td>
<td>(.1017)</td>
<td>(.1168)</td>
<td>(.2866)</td>
</tr>
<tr>
<td>Own Part 1 output</td>
<td>-.0182**</td>
<td>-.0304***</td>
<td>-.0249***</td>
<td>-.0152</td>
<td>-.0866***</td>
</tr>
<tr>
<td></td>
<td>(.0075)</td>
<td>(.0066)</td>
<td>(.0088)</td>
<td>(.0101)</td>
<td>(.0249)</td>
</tr>
<tr>
<td>Beliefs re. Partner’s Part 1 output</td>
<td>.0183**</td>
<td>.0262***</td>
<td>.0086</td>
<td>-.0102</td>
<td>.0394</td>
</tr>
<tr>
<td></td>
<td>(.0087)</td>
<td>(.0077)</td>
<td>(.0103)</td>
<td>(.0118)</td>
<td>(.0290)</td>
</tr>
<tr>
<td>Control for risk preferences</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>86</td>
<td>86</td>
<td>76</td>
<td>76</td>
<td>76</td>
</tr>
<tr>
<td>R-squared</td>
<td>.147</td>
<td>.245</td>
<td>.264</td>
<td>.108</td>
<td>.241</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. The number of observations is 76 in Models 3 to 5 because of a technical breakdown in one session (see footnote 11).

Table 4: Linear Probability Model Estimates of the Probability of Choosing Team Pay, Efficiency Advantage Treatment

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Part 3</td>
<td>Part 4</td>
<td>Part 5</td>
<td>Part 6</td>
<td>Team choice Parts</td>
</tr>
<tr>
<td>Female</td>
<td>-.1738*</td>
<td>-.0551</td>
<td>-.0437</td>
<td>.0040</td>
<td>-.2686</td>
</tr>
<tr>
<td></td>
<td>(.1013)</td>
<td>(.1040)</td>
<td>(.0943)</td>
<td>(.0900)</td>
<td>(.2988)</td>
</tr>
<tr>
<td>Own Part 1 output</td>
<td>-.0474***</td>
<td>-.0412***</td>
<td>-.0308***</td>
<td>-.0357***</td>
<td>-.1551***</td>
</tr>
<tr>
<td></td>
<td>(.0107)</td>
<td>(.0110)</td>
<td>(.0100)</td>
<td>(.0095)</td>
<td>(.0317)</td>
</tr>
<tr>
<td>Beliefs re. Partner’s Part 1 output</td>
<td>.0520***</td>
<td>.0509***</td>
<td>.0433***</td>
<td>.0416***</td>
<td>.1878***</td>
</tr>
<tr>
<td></td>
<td>(.0120)</td>
<td>(.0123)</td>
<td>(.0111)</td>
<td>(.0106)</td>
<td>(.0353)</td>
</tr>
<tr>
<td>Control for risk preferences</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>88</td>
<td>88</td>
<td>88</td>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>R-squared</td>
<td>.245</td>
<td>.210</td>
<td>.182</td>
<td>.211</td>
<td>.303</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses.
Table 5: Estimates of Utility Parameters from ML Models

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female ($F_i$)</td>
<td>.0281</td>
<td>.0347</td>
<td>-.0056</td>
<td>.6376</td>
<td>.5965</td>
<td>.3030</td>
<td>.3060</td>
<td>.3772</td>
<td>.9500**</td>
<td>.8644***</td>
</tr>
<tr>
<td></td>
<td>(.2106)</td>
<td>(.2125)</td>
<td>(.2283)</td>
<td>(.3973)</td>
<td>(.3869)</td>
<td>(.2101)</td>
<td>(.2113)</td>
<td>(.2332)</td>
<td>(.3731)</td>
<td>(.3624)</td>
</tr>
<tr>
<td>Income Gap ($Y_i^T - Y_i^I$)</td>
<td>.0064***</td>
<td>(.0012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Team Income ($Y_i^T$)</td>
<td>.0063***</td>
<td>(.0013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual Income ($Y_i^I$)</td>
<td>-.0065***</td>
<td>(.0013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Income Gap Due to:

| Efficiency gains ($Q_i^T(r^T - r^I)$) | .0119*** | (.0021) |        |        |        |        |        |        |        |       |
| Adverse selection ($0.5r^T(Q_i^T - Q_i^I)$) | .0126*** | (.0025) | .0133*** | (.0026) | .0109*** | (.0024) | .0114*** | (.0024) |        |       |
| Moral hazard ($r^T(Q_i^T - Q_i^I)$) | .0038*** | (.0015) | .0041*** | (.0015) | .0018 | .0018 |        |        |        |       |
| Efficiency gains* male |        |        | .0177*** | (.0038) | .0172*** | (.0035) | .0181*** | (.0036) | .0172*** | (.0033) |
| Efficiency gains* female |        |        | .0084*** | (.0028) | .0084*** | (.0027) | .0091*** | (.0028) | .0094*** | (.0028) |
| Adverse selection * male | .0141*** | (.0038) |        |        |        |        |        |        |        |       |
| Adverse selection * female | .0132*** | (.0038) |        |        |        |        |        |        |        |       |
| Moral hazard * male | .0051** | (.0022) |        |        |        |        |        |        | .0041* |       |
| Moral hazard * female | .0031 | (.0022) |        |        |        |        |        |        | -.0005 |       |

Observations | 174 | 174 | 174 | 174 | 174 | 164 | 164 | 164 | 164 | 164 |

*** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. “Income gap” refers to the gap between what the participant would earn under team compensation and individual compensation, given his/her beliefs. Part 5 has fewer observations than columns because of a technical breakdown in one session (see footnote 11).
Table 6: Actual and Predicted Share of Subjects Choosing Team Pay, various ML models

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
<td>Model 5</td>
<td>Model 6</td>
<td>Actual</td>
</tr>
<tr>
<td><strong>PART 3:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>.262</td>
<td>.262</td>
<td>.181</td>
<td>.235</td>
<td>.237</td>
<td>.239</td>
<td>.227</td>
</tr>
<tr>
<td>Efficiency Advantages</td>
<td>.511</td>
<td>.510</td>
<td>.601</td>
<td>.537</td>
<td>.537</td>
<td>.512</td>
<td>.535</td>
</tr>
<tr>
<td>Change:</td>
<td>.249</td>
<td>.248</td>
<td>.419</td>
<td>.302</td>
<td>.300</td>
<td>.273</td>
<td>.308</td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>.228</td>
<td>.231</td>
<td>.124</td>
<td>.071</td>
<td>.069</td>
<td>.239</td>
<td>.071</td>
</tr>
<tr>
<td>Efficiency Advantages</td>
<td>.410</td>
<td>.408</td>
<td>.497</td>
<td>.555</td>
<td>.555</td>
<td>.422</td>
<td>.556</td>
</tr>
<tr>
<td>Change:</td>
<td>.182</td>
<td>.177</td>
<td>.373</td>
<td>.484</td>
<td>.486</td>
<td>.182</td>
<td>.484</td>
</tr>
<tr>
<td><strong>PART 5:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>.474</td>
<td>.474</td>
<td>.349</td>
<td>.413</td>
<td>.411</td>
<td>.409</td>
<td>.410</td>
</tr>
<tr>
<td>Efficiency Advantages</td>
<td>.707</td>
<td>.707</td>
<td>.829</td>
<td>.775</td>
<td>.776</td>
<td>.664</td>
<td>.767</td>
</tr>
<tr>
<td>Change:</td>
<td>.234</td>
<td>.233</td>
<td>.480</td>
<td>.362</td>
<td>.365</td>
<td>.256</td>
<td>.357</td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency Advantages</td>
<td>.518</td>
<td>.516</td>
<td>.632</td>
<td>.684</td>
<td>.684</td>
<td>.576</td>
<td>.689</td>
</tr>
<tr>
<td>Change:</td>
<td>.186</td>
<td>.183</td>
<td>.463</td>
<td>.568</td>
<td>.575</td>
<td>.192</td>
<td>.581</td>
</tr>
</tbody>
</table>

Model 1 is estimated in columns 1 and 5 of Table 5; Model 2 in columns 2 and 6, etc.
Table 7: Predicted and Counterfactual Shares of Subjects Choosing Team Pay, Model 5

<table>
<thead>
<tr>
<th></th>
<th>(1) Predicted</th>
<th>(2) Counterfactual 1</th>
<th>(3) Counterfactual 2</th>
<th>(4) Counterfactual 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Part 3:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>B Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>.183</td>
<td>.071</td>
<td>.183</td>
<td>.071</td>
</tr>
<tr>
<td>Men</td>
<td>.036</td>
<td>.036</td>
<td>.036</td>
<td>.036</td>
</tr>
<tr>
<td>Gender Gap</td>
<td>.147</td>
<td>.034</td>
<td>.147</td>
<td>.034</td>
</tr>
<tr>
<td><strong>EA Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>.555</td>
<td>.417</td>
<td>.870</td>
<td>.781</td>
</tr>
<tr>
<td>Men</td>
<td>.558</td>
<td>.558</td>
<td>.558</td>
<td>.558</td>
</tr>
<tr>
<td>Gender Gap</td>
<td>-.003</td>
<td>-.141</td>
<td>.312</td>
<td>.223</td>
</tr>
<tr>
<td><strong>Part 5:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>B Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>.386</td>
<td>.217</td>
<td>.386</td>
<td>.217</td>
</tr>
<tr>
<td>Men</td>
<td>.079</td>
<td>.079</td>
<td>.079</td>
<td>.079</td>
</tr>
<tr>
<td>Gender Gap</td>
<td>.307</td>
<td>.139</td>
<td>.307</td>
<td>.139</td>
</tr>
<tr>
<td><strong>EA Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>.802</td>
<td>.708</td>
<td>.957</td>
<td>.922</td>
</tr>
<tr>
<td>Men</td>
<td>.713</td>
<td>.713</td>
<td>.713</td>
<td>.713</td>
</tr>
<tr>
<td>Gender Gap</td>
<td>.088</td>
<td>-.005</td>
<td>.244</td>
<td>.209</td>
</tr>
</tbody>
</table>

Note: Counterfactual 1 gives women men’s beliefs regarding their partner’s ability. Counterfactual 2 makes women respond to extrinsic motivation the same as men. Counterfactual 3 does both.
### Table 8: Mean Performance of Subjects, by Choice of Team Pay and Treatment

<table>
<thead>
<tr>
<th></th>
<th>PART 3</th>
<th>PART 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Non-joiners</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joiners</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value for gap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B Treatment:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>59.32</td>
<td>56.90</td>
</tr>
<tr>
<td>N</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>Men</td>
<td>58.18</td>
<td>47.33</td>
</tr>
<tr>
<td>N</td>
<td>39</td>
<td>3</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.385</td>
<td>.020</td>
</tr>
<tr>
<td>EA Treatment:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>57.70</td>
<td>56.43</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>Men</td>
<td>58.80</td>
<td>54.80</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.536</td>
<td>.380</td>
</tr>
</tbody>
</table>

Notes: In Part 3, joining denotes the participant’s decision to be paid via team compensation; in Part 5 this only results in team compensation being paid if the co-participant also chose team compensation; however performance levels are very similar for the (smaller) sample who actually formed teams. All p-values are from 2-sided t-tests for differences between means, except those for the gender gap in joiner-nonjoiner difference. These come from a Chi-squared test that accounts for the fact that the underlying joiner-nonjoiner difference is itself a difference in sample means.

### Table 9: Mean Part 1 Performance of Subjects, by Choice of Team Pay in Parts 3 and 5

<table>
<thead>
<tr>
<th></th>
<th>PART 3</th>
<th>PART 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Non-joiners</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joiners</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value for gap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B Treatment:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>57.15</td>
<td>56.20</td>
</tr>
<tr>
<td>N</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>Men</td>
<td>55.49</td>
<td>46.33</td>
</tr>
<tr>
<td>N</td>
<td>39</td>
<td>3</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.212</td>
<td>.011</td>
</tr>
<tr>
<td>EA Treatment:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>56.05</td>
<td>53.87</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>Men</td>
<td>57.05</td>
<td>54.24</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>p-value for gender gap</td>
<td>.527</td>
<td>.838</td>
</tr>
</tbody>
</table>

Notes: See Table 8.
Table 10: Decomposition of Performance Gap between Joiners and Non-Joiners, Parts 3 and 5.

<table>
<thead>
<tr>
<th></th>
<th>(1) Gap due to selection</th>
<th>(2) Gap due to behavioral change</th>
<th>(3) Total gap</th>
<th>(4) Gap due to selection</th>
<th>(5) Gap due to behavioral change</th>
<th>(6) Total gap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Part 3</td>
<td>Part 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>B Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>-.95</td>
<td>-1.48</td>
<td>-2.42</td>
<td>-2.26</td>
<td>.16</td>
<td>-2.10</td>
</tr>
<tr>
<td>%</td>
<td>39.08</td>
<td>60.92</td>
<td>100.00</td>
<td>107.62</td>
<td>-7.62</td>
<td>100.00</td>
</tr>
<tr>
<td>Men</td>
<td>-9.15</td>
<td>-1.69</td>
<td>-10.85</td>
<td>-10.55</td>
<td>.05</td>
<td>-10.50</td>
</tr>
<tr>
<td>%</td>
<td>84.40</td>
<td>15.60</td>
<td>100.00</td>
<td>100.51</td>
<td>-0.51</td>
<td>100.00</td>
</tr>
<tr>
<td><strong>EA Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>-2.18</td>
<td>0.92</td>
<td>-1.27</td>
<td>1.28</td>
<td>-.98</td>
<td>.30</td>
</tr>
<tr>
<td>%</td>
<td>172.34</td>
<td>-72.34</td>
<td>100.00</td>
<td>431.64</td>
<td>-331.64</td>
<td>100.00</td>
</tr>
<tr>
<td>Men</td>
<td>-2.81</td>
<td>-1.19</td>
<td>-4.00</td>
<td>-3.13</td>
<td>1.29</td>
<td>-1.84</td>
</tr>
<tr>
<td>%</td>
<td>70.25</td>
<td>29.75</td>
<td>100.00</td>
<td>169.84</td>
<td>-69.84</td>
<td>100.00</td>
</tr>
</tbody>
</table>
Figure 1. Sequence of Decisions

Note: o means output and o’ indicates the partner’s output. T is for the team compensation, and I for the individual compensation.
Figure 2. Share of Participants Choosing Team Compensation, by Gender, B Treatment

Note: In Part 3, the output is matched with the partner’s Part 2 output. In Part 4, the output in Part 1 is matched with the partner’s Part 1 output. In Part 5, the output is matched with the current partner’s output. Part 6 is similar to Part 5, except that communication precedes performance. P-values are from two-tailed t-tests.

Figure 3. Share of Participants Choosing Team Compensation, by Gender, EA Treatment

Note: In Part 3, the output is matched with the partner’s Part 2 output. In Part 4, the output in Part 1 is matched with the partner’s Part 1 output. In Part 5, the output is matched with the current partner’s output. Part 6 is similar to Part 5, except that communication precedes performance. P-values are from two-tailed t-tests.
Appendix 1. Instructions for the B treatment *(Original in French. The instructions for the EA treatment are similar except that the team payment is 22 Euro-cents instead of 20)*

You are about to participate in an experimental session on decision-making. During this session, you can earn money. In addition, you will receive €3 for showing up on time. Your earnings will be paid to you in cash privately at the end of the session.

The session consists of several parts. You have received the instructions for the preliminary part. The instructions for the next parts will be distributed after you have completed the preliminary part.

**Preliminary part**

Your computer screen will display ten decisions, as indicated in the table below.

<table>
<thead>
<tr>
<th>Decision</th>
<th>Option A</th>
<th>Option B</th>
</tr>
</thead>
<tbody>
<tr>
<td>decision 1</td>
<td>you have 1 chance(s) out of 10 of receiving 2.00 EUR and 9 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 1 chance(s) out of 10 of receiving 3.85 EUR and 9 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 2</td>
<td>you have 2 chance(s) out of 10 of receiving 2.00 EUR and 8 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 2 chance(s) out of 10 of receiving 3.85 EUR and 8 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 3</td>
<td>you have 3 chance(s) out of 10 of receiving 2.00 EUR and 7 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 3 chance(s) out of 10 of receiving 3.85 EUR and 7 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 4</td>
<td>you have 4 chance(s) out of 10 of receiving 2.00 EUR and 6 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 4 chance(s) out of 10 of receiving 3.85 EUR and 6 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 5</td>
<td>you have 5 chance(s) out of 10 of receiving 2.00 EUR and 5 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 5 chance(s) out of 10 of receiving 3.85 EUR and 5 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 6</td>
<td>you have 6 chance(s) out of 10 of receiving 2.00 EUR and 4 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 6 chance(s) out of 10 of receiving 3.85 EUR and 4 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 7</td>
<td>you have 7 chance(s) out of 10 of receiving 2.00 EUR and 3 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 7 chance(s) out of 10 of receiving 3.85 EUR and 3 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 8</td>
<td>you have 8 chance(s) out of 10 of receiving 2.00 EUR and 2 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 8 chance(s) out of 10 of receiving 3.85 EUR and 2 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 9</td>
<td>you have 9 chance(s) out of 10 of receiving 2.00 EUR and 1 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 9 chance(s) out of 10 of receiving 3.85 EUR and 1 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
<tr>
<td>decision 10</td>
<td>you have 10 chance(s) out of 10 of receiving 2.00 EUR and 0 chance(s) out of 10 of receiving 1.60 EUR</td>
<td>you have 10 chance(s) out of 10 of receiving 3.85 EUR and 0 chance(s) out of 10 of receiving 0.10 EUR</td>
</tr>
</tbody>
</table>

Each decision is a paired choice between “Option A” (on the left) and “Option B” (on the right). You will make ten choices between option A and option B, but only one of them will be used in the end of the session to determine your earnings for this part. You will not know in advance which decision will be used. Obviously, each decision has an equal chance of being used in the end. Before you start making your ten choices, please let me explain how these choices will affect your earnings for this part.

Look at Decision 1. Option A pays 2 € with 1 chance out of 10, and it pays 1.6 € with 9 chances out of 10. Option B yields 3.85 € with 1 chance out of 10, and it pays 0.1 € with 9 chances out of 10. The other decisions are similar, except that as you move down the table, the chances of a higher payoff for each option increase. For
example, look at Decision 2. Option A pays 2 € with 2 chances out of 10, and it pays 1.6 € with 8 chances out of 10. Option B yields 3.85 € with 2 chances out of 10, and it pays 0.1 € with 8 chances out of 10. In fact, for Decision 10, each option pays the highest payoff for sure, so your choice here is between 2 € and 3.85 €.

Once you have made your ten decisions, you must validate them by pressing the « validate » button.

At the end of the session, the computer program will randomly select one of the ten decisions. For this decision, a second random draw will determine your earnings for the option you have chosen. Earnings in Euros for this choice will be added to your other earnings.

Please read these instructions again and raise your hand if you have any question. We shall answer to your questions in private. It is strictly forbidden to talk with the other participants during the session.

**Instructions (contd) (Instructions distributed after completion of the preliminary part)**

The remaining of the session consists of six parts. In most of these parts, you will be asked to complete a task. The method we use to determine your earnings varies across parts, as explained in detail at the beginning of each part.

At the end of the session, once you have completed these parts, we will randomly draw one part out of six for determining your payment. Each part has the same chance to be selected. Your payment in this part will be added to your payment from the preliminary part and your show-up fee.

In this experiment, participants are located in two adjacent rooms. At the beginning of the first part, each participant in each room will be paired with one participant located in the other room. You will only be told the first name of this participant and this participant will learn your first name. You will remain matched with the same co-participant throughout the rest of the session.

In order to protect your privacy and that of your co-participant, at the end of the session participants in the two rooms will be dismissed at different times.

**Part 1**

At the beginning of this part, you enter your first name in the computer and you will be informed on the first name of your co-participant who is located in the other room.

The task consists of converting letters into numbers during 4 minutes. Your screen displays a table with two columns. The first column indicates letters and the second column indicates their correspondence in numbers. You are given a letter and you must enter the corresponding number in the box on your screen. You must validate your answer by pressing the ‘Execute’ button. Once you have validated your answer, you are immediately informed whether your answer is correct or not.

As soon as you have validated an answer, whether it is correct or not, the conversion table of letters and numbers is modified and a new letter to convert is displayed on your screen. You can convert as many letters as you like during the four-minute period of time.

During these four minutes, and in all future time periods allocated to the task in this experiment, you are allowed to read a book or a magazine that you have brought with you or to surf on the Internet. To access the Internet, you can press the “Internet” button located at the top left of your screen; you can come back to the task whenever you like, by pressing the “task” button located at the same place.

If part 1 is the one randomly selected for payment, you will get 20 Euro-cents per problem you solve correctly in these 4 minutes. Your payment does not decrease if you provide an incorrect answer to a problem. We refer to this payment as the *individual payment scheme*. 
Before we start, you are given a chance to practice this task during three minutes to familiarize yourself with the task. The number of problems solved during this practice period will not affect your earnings.

Then you can convert letters into numbers during 4 minutes.

As in all parts of the experiment, you will be informed on the number of problems you have personally solved correctly (your “score”) at the end of this part. You will not learn your co-participant’s score in this or in any other part until the very end of the session: At that time, regardless of which part is selected for payment, you will be informed of your co-participant’s score in that part.

Please read these instructions again. If you have any questions, please raise your hand.

Part 2 (Instructions distributed after completion of Part 1)

You remain matched with the same co-participant. As in Part 1 you will be given 4 minutes to convert letters into numbers. As before, you are allowed to read a book or to surf on the Internet.

But for this task your payment depends on your performance and on the performance of your co-participant.

If Part 2 is the one randomly selected for payment, then both you and your co-participant's earnings are determined as follows:

Your earnings = Co-participant's earnings = \( \frac{\text{\欧元}0.20 \times (\text{Work Team output})}{2} \)

where Work Team output is the total number of problems correctly solved by you plus the number correctly solved by your co-participant. Thus, the work team is paid 20 Euro-cents for every question solved by its members, together. This amount is then divided equally between the two work team members. We refer to this payment scheme as the team payment.

To understand how the team payment scheme differs from the individual payment scheme, please read the following examples:

Suppose, for example, that you and your co-participant each solve 40 problems. Then in the team payment scheme each of you will be paid \( \frac{\text{\欧元}0.20 \times 80}{2} = \text{\欧元}8 \), which is the same as you would receive in the individual payment scheme.

If, on the other hand, you solve 50 problems and your co-participant solves 30, you would still be paid \( \frac{\text{\欧元}0.20 \times 80}{2} = \text{\欧元}8 \) under team payment, but you (personally) would have received \( \text{\欧元}0.20 \times 50 = \text{\欧元}10 \) under the individual payment scheme.

Likewise, if you were to solve 30 problems but your co-participant 50, you would both still be paid \( \frac{\text{\欧元}0.20 \times 80}{2} = \text{\欧元}8 \) under team payment, compared to the \( \text{\欧元}0.20 \times 30 = \text{\欧元}6 \) you (personally) would receive under the individual payment scheme.

As before, at the end of this part, you will only be informed on the total number of problems that you have personally solved. If this part is selected for payment you will learn your co-participant’s number of problems solved after all six parts have been completed.

If you have any questions, please raise your hand.

Before we begin the work period, please answer the following comprehension questions.
**Comprehension questionnaire**

1. If you solved 50 problems, how much would you be paid in the individual payment scheme we used in Part 1?
2. If you solved 60 problems, how much would you be paid in the individual payment scheme we used in Part 1?
3. If you solved 40 problems, how much would you be paid in the individual payment scheme we used in Part 1?
4. If you and your co-participant each solve 50 problems, how much will you be paid in the team payment scheme used in this part?
5. If you solve 60 problems and your co-participant solves 40, how much will you be paid in the team payment scheme used in this part?
6. If you solve 40 problems and your co-participant solves 60, how much will you be paid in the team payment scheme used in this part?

**Part 3 (Instructions distributed after completion of Part 2)**

As in the previous two parts you will be given 4 minutes to convert letters into numbers.

But now, before starting the task, you will get to choose which of the two previous payment schemes you prefer to apply to your performance.

If Part 3 is the one randomly selected for payment, then your earnings are determined as follows.

- If you choose the *individual payment scheme*, you receive 20 Euro-cents per problem you personally solve correctly in this part.
- If you choose the *team payment scheme*, we will use your co-participant's output in the previous part (Part 2) to determine your work team's output. (We do this because your co-participant might not choose team payment this part). In other words, your work team's output in this part equals your own output in this part plus your co-participant's output in Part 2. As before, the team is paid 20 Euro-cents for every unit of team output. This amount is then divided equally between the two team members, so your earnings are again given by:

   \[ \text{Your earnings} = \frac{\varepsilon 0.20 \times (\text{Work Team output})}{2} \]

As before, at the end of this part you will only be informed on the total number of problems that you have personally solved. If this part is selected for payment, you will learn your co-participant’s number of problems solved after all six parts have been completed. You will learn your co-participant’s score in this part regardless of whether you choose team or individual compensation.

If you have any questions, please raise your hand.

**Part 4 (Instructions distributed after completion of Part 3)**

You do not have to convert any letters into numbers for the fourth part of the experiment. Instead, if Part 4 is the one selected for payment, you will be paid one more time *for the number of problems you (and possibly your co-participant) solved in Part 1*. Recall that, in Part 1, both you and your co-participant were paid according to the *individual payment scheme*. 
But you now have to choose which payment scheme you want applied to the number of problems that were solved correctly in Part 1. You can either choose to be paid according to the individual payment scheme, or according to the team payment scheme.

If the Part 4 is the one selected for payment, then your earnings are determined as follows.

- If you choose the individual payment scheme, you receive 20 Euro-cents per problem you solve correctly in Part 1.

- If you choose the team payment scheme, your team's performance will equal your performance in Part 1 plus your co-participant's performance in Part 1. As before, the team is paid 20 Euro-cents times team output, which is then divided equally between you and your co-participant.

The next computer screen will remind you how many problems you personally solved correctly in Part 1, and will ask you to choose whether you want the individual payment scheme or the team payment scheme applied to your performance. As always, you will not learn the number of problems correctly solved by your co-participant until all parts of this experiment are completed; this holds whatever your choice in this part.

If you have any questions, please raise your hand.

**Interim Questions (Instructions distributed after completion of Part 4)**

We would now like to ask you some questions about the number of problems you estimate that your co-participant solved in the experiment so far. Thinking back to Parts 1 and 2, how many problems do you think your co-participant produced correctly?

You earn 0.50 Euro more for each correct prediction in questions 1 and 3 (plus or minus 1 problem solved).

1. **Number of problems you estimate your co-participant solved in Part 1** (Recall that in Part 1, each person worked on their own, and was paid 20 Euro-cents per problem solved):

2. To determine how confident you are of your estimate in Question 1, please select a number from 1 to 5, where 5 indicates you believe your estimate is extremely accurate, and 1 indicates you really have no idea of what your co-participant produced.

3. **Number of problems you estimate your co-participant solved in Part 2** (Recall that in Part 2, each person worked on a team with their co-participant; each team was paid 20 cents per problem solved, which was shared equally between the co-participants).

4. To determine how confident you are of your estimate in Question 3, please select a number from 1 to 5, where 5 indicates you believe your estimate is extremely accurate, and 1 indicates you really have no idea of what your co-participant produced.

**Part 5 (Instructions distributed after completion of the interim questionnaire)**

You will again be given 4 minutes to convert letters into numbers.

Before this, you will again have to choose which of the two possible payment schemes will be applied to your performance in this part. Next, we will tell you which payment scheme your co-participant selected. The team payment is used only if both you and your co-participant choose it.
If Part 5 is the one randomly selected for payment, then your earnings are determined as follows.

- If you choose the individual payment scheme, you receive 20 Euro-cents per problem you personally solve correctly in this part.

- If you AND your co-participant both choose the team payment scheme, your team's performance will equal your performance in this part plus your co-participant's performance in this part. As always, the team is paid 20 Euro-cents times team output, which is then divided equally between you and your co-participant.

- If one of you chooses the individual payment scheme and the other one chooses the team payment scheme, both you and your co-participant are paid the individual payment scheme. Therefore, you receive 20 Euro-cents per problem you personally solve correctly in this part.

The next computer screen will ask you to choose between the individual payment scheme or the team payment scheme. Then, you will be informed of the choice of your co-participant. Last, you will then be given 4 minutes to convert letters into numbers. As always, reading books or magazines or surfing on the Internet is allowed during this time.

If you have any questions, please raise your hand.

**Part 6 (Instructions distributed after completion of Part 5)**

You will again be given 4 minutes to convert letters into numbers. Everything is exactly the same as in Part 5, except that persons who form teams will have an opportunity to communicate with each other before starting the task.

As before, you will begin by choosing which of the two possible payment schemes you prefer to apply to your performance in this part. Next, we will tell you which payment scheme your co-participant selected. The team payment is used only if both you and your co-participant choose it.

If both you AND your co-participant have chosen the team payment, you are given two minutes to exchange instant messages with your co-participant, before performing the task. A box will appear on your screen in which you can type your messages. The messages must not include information that could identify you or your co-participant; they must not be threatening; and they must use an appropriate language.

Note that this box will also appear on your screen even if you and your co-participant do not form a team, i.e. even if one or both of you selected the individual payment scheme. In this case, you may type any message you want, but your messages will not be transmitted to your co-participant.

If Part 6 is the one randomly selected for payment, then your earnings are determined as in Part 5.

- The next computer screen will ask you to choose whether you want individual payment scheme or the team payment scheme applied to your performance.

- Then, whatever your choice, you will be informed of the choice of your co-participant.

- When applicable, you have two minutes to exchange instant messages with your co-participant.

- Last, you will be given 4 minutes to convert letters into numbers. Reading books or magazines or surfing on the Internet is allowed during this time.

After this part has been completed, you will have to answer a few last questions and your screen will give you a feedback on your payments in the preliminary part and in the part between 1 and 6 that has been drawn randomly. If you have any questions, please raise your hand.
Exit questionnaire (Displayed on the computer screen at the very end of the session before feedback on payoffs; note that the same questionnaire was displayed regarding choices in Part 5, except that we added an item, mentioned in italics in the following list))

In Part 1, you were paid under an individual payment scheme; in Part 2, you were paid under a team payment scheme. At the beginning of Part 3, you chose between being paid under an individual or a team payment scheme. Could you explain why you chose/avoided the team payment scheme at that time?

I chose **not to work on a team** because (choose all that apply):

- I was concerned that my partner might not be very good at this task.
- I was concerned that my partner might not like to work very hard at this task.
- I was concerned that being on a team would give my partner a chance to be paid without working very hard.
- I thought working on my own would motivate me more.
- I prefer to work on my own rather than working on a team.
- I did not want to ‘compete’ with my co-participant to know which would have the best performance.
- *I did not want to be embarrassed if I chose team compensation but my partner did not.*
- Other (please describe)

I chose **to work on a team** because (choose all that apply):

- I thought my partner might be quite good at this task.
- I thought my partner might like to work quite hard at this task.
- Being on a team gives me an opportunity to be paid even if I don’t work very hard.
- I thought that being on a team might motivate me more.
- I thought that being on a team might motivate my partner more.
- I prefer to be part of a team rather than just working on my own.
- I thought it would be fun to ‘compete’ with my co-participant for the best performance.
- *I did not want to disappoint my partner in case he/she wanted to form a team.*
- Other (please describe)
### Appendix 2. Supplementary Tables

Table A1: Task Performance and Beliefs by Partner’s Gender, B and EA Treatments Combined.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Part 1: Individual Compensation</td>
<td>Part 2: Team Compensation</td>
<td>p-value for difference between Parts 1 and 2</td>
<td>Sample Size</td>
</tr>
<tr>
<td><strong>A. Own, Actual Performance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women, female partner</td>
<td>56.21</td>
<td>57.32</td>
<td>.041</td>
<td>38</td>
</tr>
<tr>
<td>Women, male partner</td>
<td>55.69</td>
<td>56.59</td>
<td>.109</td>
<td>49</td>
</tr>
<tr>
<td>p-value for partner gender effect</td>
<td>.669</td>
<td>.523</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men, female partner</td>
<td>55.27</td>
<td>56.49</td>
<td>.041</td>
<td>49</td>
</tr>
<tr>
<td>Men, male partner</td>
<td>55.05</td>
<td>54.50</td>
<td>.560</td>
<td>38</td>
</tr>
<tr>
<td>p-value for partner gender effect</td>
<td>.870</td>
<td>.189</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>B. Beliefs re Partner’s Performance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women, female partner</td>
<td>53.63</td>
<td>54.92</td>
<td>.005</td>
<td>38</td>
</tr>
<tr>
<td>Women, male partner</td>
<td>55.20</td>
<td>56.45</td>
<td>.046</td>
<td>49</td>
</tr>
<tr>
<td>p-value for partner gender effect</td>
<td>.187</td>
<td>.231</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men, female partner</td>
<td>50.63</td>
<td>51.71</td>
<td>.012</td>
<td>49</td>
</tr>
<tr>
<td>Men, male partner</td>
<td>51.21</td>
<td>53.39</td>
<td>.000</td>
<td>38</td>
</tr>
<tr>
<td>p-value for partner gender effect</td>
<td>.558</td>
<td>.149</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>