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Abstract

Previous empirical evidence which evaluated the accuracy of management earnings or sales forecasts consistently revealed these forecasts to be on average significantly overoptimistic. However, all studies analyzed forecasts from public disclosures, which are an important signal to investors and analysts and thus possibly biased by strategic considerations. To disentangle whether and to which extent strategic deception or cognitive biases are responsible for this overoptimism, the present study analyzes the accuracy of 6,234 undisclosed, company-internal sales forecasts, which German firms provided anonymously to the IAB Establishment Panel. Quite surprisingly, the study reveals the average forecast to be significantly overpessimistic. I propose that the non-existence of a general bias towards overoptimism is due to the lack of incentives to consciously gloss future prospects in undisclosed forecasts and that overpessimism may be a consequence of loss aversion.
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1 Introduction

Being able to accurately forecast your firm’s future is a key to success and survival in hard-fought markets. If managers, for example, have to decide about their future production capacity, over- and underestimating future demand or costs is highly dangerous. In forecasting research, quadratic loss functions are commonly used to account for this danger, assuming that the damage of bad forecasts increases exponentially.

In recent years, however, empirical researchers in the fields of behavioural economics, industrial organization or accounting provided overwhelming evidence that managers’ assessments of their ventures’ future prospects are on average too optimistic. Mergers and acquisitions, for example, fail to achieve their intended goals in far more than every second case\(^1\); public infrastructure projects face cost overruns in almost nine of ten cases (Flyvbjerg et al., 2002); and also firms’ disclosed sales or earnings forecasts turned out to be too positive on average, whenever they were analysed.

This clear evidence raises the question about the main reasons for this overoptimism bias. Kahneman and Lovallo (2003a) argue that overoptimism on the one hand occurs due to unconscious cognitive biases, sometimes called the “planning falacy”. If a firm is successful, the managers may wrongfully trace this development back to their own skills and decisions in the past, rather than to luck or other factors that cannot be influenced by the firm itself. This “misattribution of cause” (Camerer and Malmendier, 2007) may lead to too much optimism about future outcomes, if the lucky streak ends and external conditions worsen. Furthermore, managers may underestimate the probability of expensive or time-consuming problems because they oversee that, although each thinkable single risk may occur with a low probability, the chance that none of these dangers occurs at all is pretty low.

On the other hand, Kaheman and Lovallo (2003a) argue that overoptimism may further be amplified, if forecasters can benefit from announcing promising prospects. If, for example, a principal is known for explicitly disliking bad news, employees may consciously sugarcoat their estimates about the likely success of a project. Flyvbjerg et al. (2002) argue that, since many projects only get started, if its prospects are good enough, managers may often choose

\(^1\)See Straub (2007) for an elaborate overview over the literature.
the most overglossed project instead of the one with the objectively best prospects. Thus, if such organizational pressures are present, the forecasters have strong incentives to cheat against their own best knowledge, often referred to as “strategic deception”. This behaviour may likely produce forecasts which later turn out to be too optimistic.

But there may not only be internal pressures, but first and foremost also external ones: Listed joint-stock companies may have incentives to publish too optimistic forecasts of their future sales or earnings, since these forecasts are an important, if not the most important, signal to analysts and investors (Pedwell et al., 2004). Using Japanese data, Ota (2010), for example, provides evidence how closely analysts follow managements’ forecasts when providing their own forecasts, so joint-stock companies may benefit from (mis-)leading the market to believe that its prospects are bright.

Hence, overoptimism may be caused by strategic deception as well as by unconscious cognitive biases. From the point of view of behavioural economics, the question arises, to what extent and - in which kind of situations - these approaches are responsible for the established overoptimism. Flyvbjerg (2003) criticized Kahneman and Lovallo (2003a) for underrating the likely influence of strategic deception in their seminal paper. Kahneman and Lovallo (2003b) retorted by emphasizing that the cognitive bias in their eyes is the main reason why the majority of forecasts is biased upwards.

Finding the foundations of overoptimism surely is of great interest: If a firm unconsciously overestimates its future sales, and plans its capacity and workforce according to these forecasts, it will have to pay the price for its wrong forecasts. If a firm, however, publishes overglossed forecasts in order to mislead the market, their investors have to bear the damage, disregarding possible negative reputation effects.

However, empirical evidence that tries to disentangle the influence of both causes is still scarce. To the best of my knowledge, only Rogers and Stocken (2005) contributed to this research field. They analyze earnings forecasts of almost one thousand US-companies between 1995 and 2000 and find that management forecasts are less biased, if managers are in danger of being sued for intentionally misleading the market or if the market’s ability to verify the forecasts is high (measured by the analysts’ agreement on a firm’s prospects). Thus, they
can reveal some evidence for intentional misrepresentation.

The present study tries to further fill the research gap with a new approach. I analyze the biasedness and accuracy of managements’ sales forecasts from 2,511 German firms (timeframe: 1993-1997). But unlike all previous studies about management earnings or sales forecasts, I use company-internal forecasts (which were provided secretly to the anonymized IAB Establishment Panel) instead of publicly disclosed ones. Every year in June, a large sample of firms is asked to provide a forecast about their sales for the upcoming business year, so the forecast period starts 6 and ends 18 months later.

I chose to analyse sales instead of earnings forecasts because this key figure, compared to earnings, is more pure and less subject to possible misleadings through creative accounting or earnings management. Furthermore, I do not restrict my analysis to data from joint-stock companies (“Aktiengesellschaften”), as all previous studies did, and use data from firms with all different legal forms and sizes instead.

Since the forecasts were complied under secrecy and the dataset is strictly anonymized, the forecasters could not use their forecasts as a tool to influence the market and hence faced no (external) pressures to intentionally cheat. Thus, I aim to test the hypothesis that management forecasts, compared to previous evidence, reveal less overoptimism in situations where managers have no incentives (at least no external ones) to state different numbers than they truly believe. The second hypothesis assumes that joint-stock companies display more overoptimism compared to other legal forms like limiteds. This appears to be rather likely, since their managers may not be able to fully abstract from the pressure to report good news coming from the demanding financial markets.

My results add some interesting new aspects to the literature: Quite surprisingly, I do find the average firm’s sales forecast to be rather overpessimistic than overoptimistic (and am to my best knowledge the first to do so): The mean (median) forecast error is -5.58 (-.31) percent (measured as the difference of the forecasted and the actual sales numbers, devided by the forecasted value). While previous literature always reported a majority of too optimistic forecasts, I find a majority (50.90 percent) to be too pessimistic. Hence, I am

---

able to provide some support for Flyvbjerg’s (2003) hypothesis that overoptimism strongly depends on the forecaster’s incentives to cheat: In this case there are no external benefits from strategic deception and no overoptimism can be found on average.

But since the average forecast is found to be even overpessimistic, this explanation is not sufficient. I argue that firms may dislike bad surprises stronger than they like good surprises, so their overpessimism may be an expression of loss averting behaviour.

A subsample that is restricted to data from joint-stock companies reveals partly different results: Here, the mean forecast error is -1.57, hence overpessimistic as well, though less than within the whole sample. However, the majority of forecasts from joint-stock companies is overoptimistic, since the median forecast error is 1.96.

Using probit and logit estimation methods, further evidence can be provided that joint-stock companies appear to be more overoptimistic than other firms, while controlling for a broad range of micro- and macroeconomic values. Furthermore, hints for the existence of an “misattribution of cause”-bias could be found: Current success (measured by the sales growth-rate) is highly significantly related to the firms overoptimism, as suggested by a third hypothesis. OLS and between-effects panel regressions further provide some support for the fourth hypothesis that firms with a higher share of women among the workforce are less overoptimistic, which is in line with previous evidence about gender differences regarding overconfidence. No support can be provided for the hypothesis that younger firms display more overoptimism.

The remainder of this study is organized as follows: Section 2 introduces the conceptual framework. Section 3 then sums up previous literature, while section 4 describes the IAB Establishment Panel. Section 5 derives five hypotheses, provides descriptive statistical analyses and sums up results from econometric regressions. Finally, section 6 concludes and recommends some steps for future research.

2 Conceptual Framework

Camerer and Malmendier (2007) define individual overoptimism as the overestimation of general prospects. The opposite case will be referred to as overpessimism throughout this
study. Hence, a forecast is considered as overoptimistic, if the (ex-ante) forecasted value exceeds the (ex-post) actual value, and as overpessimistic in the opposite case.

Statistically, overoptimism (respectively -pessimism) of company in year is measured on a percentage base as the difference between the forecasted value of X (for example sales, earnings or costs) and the actual value , deflated by the forecasted value, and multiplied by 100 (McDonald, 1973; Imhoff, 1978; Pedwell et al., 1994). Thus, I define the percental forecast error as:

\[
PFE_{it}(X) = \frac{F_{it}(X) - A_{it}(X)}{|F_{it}(X)|} \cdot 100
\] (1)

Collective (or general) overoptimism bias is stated, if a sample’s average PFE significantly exceeds zero and if a majority of observations reveals a positive error. Hence, significantly positive mean and median PFE values indicate an overoptimism bias. This holds, if desirable values like sales, earnings or gains from a merger are forecasted. If costs are forecasted, underestimations must be considered as overoptimistic.

The collective forecast quality, on the other hand, is measured by the standard deviation of the forecast errors throughout the sample. A higher variation thus represents greater uncertainty or worse forecast techniques.

3 Related Literature

Researchers from several disciplines published analyses about forecast accuracy, providing overwhelming evidence of structural overoptimism: In the field of planning management, Flyvbjerg et al. (2002) provide a seminal evaluation of the accuracy of cost forecasts for public infrastructure projects. Using international data of 258 projects from almost the last 100 years, they state considerable cost overruns for almost nine out of ten projects and an average forecast error of 28 percent.

In Industrial Organization, several studies aimed to evaluate whether mergers and acquisitions on average managed to achieve its initially forecasted financial goals. Straub (2007) provides an exhaustive overview about the relevant studies which on average report a failure
rate of almost two thirds (with no study stating a failure rate smaller than 40 percent).

Similar overestimations could also be found for initial public offerings (IPOs): Firth and Smith (1992) reported 56 percent of 89 earnings forecasts published in IPO-broschures from New-Zealand to be too positive, while the rate is 76 percent for 112 Canadian IPO-forecasts in Pedwell et al. (1994). A general overoptimism bias was also found in 168 Australian IPO-broschures (covering dividend as well as earnings forecasts), as Brown et al. (2000) reveal.

To go public with your firm, to start infrastructure projects or to plan mergers are of course extraordinary, non-routine situations. But empirical evidence - the vast majority of it coming from the field of accounting - found considerable amounts of overoptimism also for everyday forecasts, namely for managers’ forecasts of their firms’ next-years’ earnings or sales. These forecasts are mostly published voluntary as a component of the firms’ annual reports, but are also mandatory in some countries (Japan or New Zealand, for example). To my best knowledge, all studies about forecast accuracy analyzed such kind of published disclosures of joint-stock companies and found a general overoptimism bias, although differing broadly in scale, covered countries and time-periods.

McDonald (1973), analyzing 201 American one-year-ahead earnings forecasts from the late 1960s, found 64 percent of them to be overoptimistic. Imhoff (1978) repeated McDonald’s study with data from four further years and found similar results. Cho et al. (2011), analyzing the accuracy of management earnings forecasts of almost 2,700 Japanese firms between 1988 and 2005, find 53 percent to be too optimistic.

Kato, Skinner and Kunimura (2009) were the only ones who also analyzed sales instead of earnings forecasts and found only 39 percent of about 30,000 examined forecasts from Japanese firms between 1997 and 2007 to be too pessimistic. Since Japanese companies do not only publish one-year-ahead forecasts, but update them several times throughout the year, the authors can show that managers tend to adjust their initial forecasts towards less overoptimistic predictions over time. Thus, the established amount of overoptimism in six-month-ahead-projections is much smaller than in the case of one-year-ahead-forecasts.

While evidence of overoptimism is overwhelming, explanations for this bias are still frag-
mental - especially with respect to the question to which extent cognitive biases or strategic deception are to blame in the first instance. Flyvbjerg et al. (2002) conclude that the huge average cost overruns found for infrastructure projects are most likely due to strategic lying by policymakers, rather than to cognitive reasons. They argue that otherwise, cost overruns should decrease over time, since planners have a growing archive of similar projects to learn from. However, this point is disapproved by Kahneman and Lovallo (2003b): They argue that the lack of learning is a component of the cognitive bias and cite evidence about startups’ failure rates which cannot be traced back to strategic deception and which did not decrease over time.

Rogers and Stocken (2005) are able to find that managers’ overoptimism depends to some extent on the risk that cheating will be detected, and its costs. Overoptimism within US-firms’ earnings forecasts between 1995 and 2000 is greater, if they run less risk to be convicted (measured by the consistency of analysts’ forecasts of the same value) or punished for consciously overestimating their firms’ prospects. The latter is operationalized by an index measuring to what extent the firm is active in a high- or low-litigation industry.

Cho et al. (2011) show that a large fraction of the established overoptimism within their sample of Japanese firms can be traced back to the fact that firms avoid to forecast losses: Only less than 20 percent of those firms who later had to reveal a loss in their balance sheets had also forecasted negative earnings in the year before. The authors suggest that the Japanese bank-oriented firm system might be one reason for this: Japanese managers reporting losses are in danger of being replaced due to pressure of their house bank, so they have strong incentives not to forecast losses, at least to prolong their tenure.

In order to provide additional evidence about the likely foundations of overoptimism biases, the present study is based on the methods of accounting research about management forecast accuracy, but analyzes undisclosed instead of published forecasts. I hypothesize that such forecasts are on average less overoptimistic than published forecasts due to lacking external pressures and incentives to cheat. I a second step, regression methods will be used to assess which firm characteristics enhance managers’ optimism.
4 Data

The dataset used in this study is a subsample of the IAB Establishment Panel, a large anonymized German firm panel. Data access is restricted to researchers and not open for commercial market researchers. Between 1993 and 1997, the IAB asked the firms to provide a secret forecast of their sales numbers for the upcoming fiscal year. The IAB always sends its questionnaires in June, so the forecasted period starts 6 and ends 18 months afterwards (Fischer et al., 2009). Although the data does not reveal who actually filled in the questionnaire, surveys for similar datasets showed that in the large majority of firms a member of the upper management takes over this task.3

For my analysis, I use all available sales forecasts, except for some outliers which were excluded as explained below. The sample thus contains 6,234 verifiable forecasts of 2,511 different firms. For each year between 1993 and 1997, between 827 and 1,936 firm-year observations are available.

The firms differ widely - in terms of workforce numbers, legal form, sector, sales numbers et cetera, since the IAB aims to provide a representative subpopulation of German companies. As shown in Table 1, the average firm within the panel had 614.82 (median firm: 129) employees, of whom 41.94 (39.46) percent were women; it newly hired 5.34 (1.69) and fired 5.76 (2.70) percent of its total workforce every year, paid an average yearly wage of 24,105 (23,685) Euros4 and registered sales of 774.87 million (28.44 million) Euros. The firms’ inflation-adjusted sales grew by 6.94 (.65) percent every year. 26.85 percent of the firms export part of its products or services and 58.08 percent have a workers council. The firms’ investments amount to 9.22 (2.78) percent (compared to sales numbers). Table 2 presents data about the frequency of legal forms, sectors and origins expressed by the German state (Bundesland) in which the firms’ headquarters are located.

Since the IAB only allows remote data access, outliers or improperly filled in data arrays could not be manually detected. Thus, correction rules which are able to exclude useless

3See for example Abberger et al. (2009) for a survey among the firms within the Ifo-institute’s Business Climate panel.

4Please note: All pecuniary values within this study are given inflation-adjusted and display prices of the year 2000. They are further translated into Euro using the official exchange rate: 1.95583 Deutsche Mark = 1 Euro.
data had to be applied. I chose to conduct the following corrections of the data: I dropped observations, when a firm’s workforce or sales exploded or collapsed by more than ten times in one year’s time in order to account for outliers and firms which did not complete the survey properly. Furthermore, I excluded observations, if the firm over- or underestimated its next year’s sales by more than ten time. I did so because I assume that such escalations or misestimations are rather due to sudden existential changes (like insolvencies, mergers or acquisitions) than to actual forecast errors. Firms were completely left out in the analysis, when they gave exactly the same answers, either for their sales or for their workforce numbers\(^5\), three or more consecutive times, since I assume this to be a clear sign that the managers of these firms did not put enough effort into these questionnaires.\(^6\)

5 Hypotheses and Empirical Analysis

Since I analyze secret company-internal instead of published management sales forecasts, firms cannot benefit from overglossed forecasts and hence have no incentives to cheat in order to influence analysts or investors. To test the suggestion that such pressures are the crucial foundation of the overoptimism established in previous literature, I set up the following hypothesis:

- **H1**: The mean and median forecast errors in this sample depict less overoptimism than it was found in previous literature.

Kahneman and Lovallo (2003a) as well as Flyvbjerg et al. (2002) state that the amount of internal and external organizational pressures to produce and report good news are an important source of overoptimism (although they differ in their assessment of its relative importance). Rogers and Stocken (2002) further provide evidence that overoptimism does not occur randomly, but varies with the companies’ incentives to gloss over their estimations.

\(^5\)The latter correction was only conducted for firms with more than 1,000 employees, as it is not unlikely that small firms have constant workforce numbers over time.

\(^6\)To check for robustness, all analyses within this paper were repeated with an otherwise corrected sample: Therefore, observations were only excluded, when the firm’s sales and workforce numbers changed by more than a hundredfold or when the forecast misestimated future sales by more than this. The results do not differ qualitatively, so they are not reported here, but can be provided upon request.
Turning the focus on the firms’ legal forms, I suggest that joint-stock companies face more (at least external) pressure than for example self-employers. Accordingly, the fate of joint-stock companies depends much stronger on public judgments of its soundness, which are based on reports of realized past and predicted future financial results. Furthermore, its decision makers have to satisfy a greater number of owners (their shareholders) who are commonly more interested in short-term success than for example self-employers or large-scale investors. Although the forecasts whose accuracy are analyzed in this paper were compiled under secrecy, it seems unreasonable to expect that forecaster are fully able to abstract from these organizational pressures while reporting its predictions to the IAB. Hence, I set up the following hypothesis:

- **H2:** Management sales forecasts of joint-stock companies reveal more overoptimism than those of firms with other legal forms.

To check the data for significant forecast biases, I focus on the distribution of the forecast errors. A median and mean value of zero would indicate that no significant statistical pattern existed, since it could not be rejected that all individual misforecastings were due to a random process.

Table 3 contains summary statistics of the firms’ forecast errors (PFEs). The results clearly reveal that the average forecast is rather overpessimistic than overoptimistic. The mean forecast is 5.58 percent below the true value and is highly significantly different from this, as a t-test reveals (the p-value is smaller than 0.001). The median error for the whole sample is more close to zero than the mean value, but slighty negative (-.31) as well, showing that also a majority of sales forecasts is overpessimistic.

The results further reveal that the yearly mean values for PFEs are always negative, too, though differing in scale. They range from -8.79 in 1997 to -.74 in 1995 and are always highly significantly smaller than zero (except for 1995). The yearly PFEs do not appear to follow a time trend, so there is no sign of common learning. However, the data covers only five years and is thus of limited value for such analyses.

Since some individual firms occur in the sample up to five times, while others provided a forecast only once, I also report the distribution of the firms’ mean forecast errors in Table
3. The results are qualitatively similar to those above which shows that the overpessimism bias is not due to differently weighted firms within the distribution.

These results clearly contradict previous evidence and allow support for hypothesis H1. The fact that the mean and median firm is overpessimistic is quite interesting considering that the phenomenon overpessimism has not gained much attention in economics thus far.

Table 3 further displays descriptive statistics for a subsample that is restricted to joint-stock companies. The mean PFE value is -1.57, which also depicts an average, though smaller, bias towards overpessimism (though not statistically significant). However, the median forecast error for this subsample is 1.96, which shows that a majority of forecasts from these firms was overoptimistic. Both values allow some support for hypothesis H2 which will be further tested with different regression methods below.

Descriptive results also reveal that about 45 percent of the forecasts (in the whole sample) assumed declining sales numbers. Hence, managers are not trying to avoid to forecast negative values like it was found in Cho et al. (2011) for Japanese firms. I suggest that this is also due to the fact that the forecasts are kept secret by the IAB. However, it must be admitted that Cho et al. analyzed earnings instead of sales forecasts, so the results are not perfectly comparable, since losses are commonly assumed to be more painful for firms than declining sales numbers.

The overall quality of forecasts within the sample is rather low: The 25-percent quartile of the PFE-distribution amounts to -11.61, while the 75-percent quartile is 9.70, indicating that about 50 percent of the forecasts miss the mark by more than ten percent. The distribution’s standard deviation (42.23) is also quite high, whereas broadly in line with previous literature about earnings forecast errors (McDonald, 1973; Imhoff, 1978; Pedwell et al. 1994).

To further assess forecast quality, I compute the absolute percental forecast errors (APFE). APFE quantifies the forecast errors, disregarding the sign of the error, and is defined as:

$$APFE_{it}(X) = |PFE_{it}(X)|$$ (2)
The mean value of APFE amounts to 20.50 percent, as Table 3 shows. Since the firms’ sales numbers on average change by 21.90 percent from year to year, the mean absolute forecast error is only slightly smaller. Thus, it can be stated that the managers are only able to correctly forecast a very small fraction of their firms’ development.

Using econometric regression methods, this section further aims to assess which firm characteristics drive overoptimism or -pessimism in general. Therefore, three additional hypotheses are set up in the following.

Camerer and Malmendier (2007) suggest that “misattribution of cause” may be one source which makes forecasters overly optimistic. Managers whose firms are currently successful may wrongfully overestimate the proportion of this success which is based on their own skills and decisions - and underestimate the influence of luck and external factors like the general situation of their sectors. Hence they may underrate the possibility that the situation worsens due to external factors which they can hardly influence. So I expect:

- **H3:** Overoptimism is positively related to current success (measured as a firm’s percental sales growth).

Previous literature reports extremely high failure rates for business startups (Camerer and Lovallo, 1999) and that entrepreneurs seem to be especially optimistic in character (Arabsheibani et al., 2000). Hence, I assume that overoptimism might be a bias that occurs especially frequent among younger firms. I thus expect:

- **H4:** Younger firms reveal higher amounts of overoptimism.

Previous behavioural research showed that women question their own skills more often than men and thus reveal less overconfidence, for example regarding their stock trading activity (Barber and Odean, 2001), and less overoptimism, for example with respect to their expectations of their future financial situation (Arabsheibani et al., 2000). Although the IAB Establishment Panel does not contain details about the forecasters’ gender, data about the fraction of women among the workforce are available and reveal strong variations of this value. Thus, the fraction of female employees is used as a proxy for gender differences among the firms. I expect:
• **H5:** Firms with a higher percental fraction of women among the workforce are less prone to overoptimism.

The estimation strategy will be as follows: First, I use probit and logit models with clustered standard errors which estimate the probability that a forecast is too optimistic, all other things equal. Thus, the dependent variable is dichotomic and will be equal to 1, if the PFE is larger than zero, and 0, if the PFE is negative.\(^7\) A positive coefficient hence denotes a positive influence of a variable on the probability that a firm issues an overoptimistic forecast, while a negative one indicates the opposite.

The logit and probit estimations are then compared to a standard (robustly estimated, also with clustered standard errors) pooled OLS regression which uses PFE values as dependent variable. Since some firms occur in the dataset more often than others, a between-effects panel regression is conducted afterwards as a robustness check: Here, the individual firms’ mean values are used to account for the possibility that the firms’ different weights within the sample distort the results. Regarding these two models, the coefficients depict the estimated in- or decrease of the forecast errors in percentage points which follow an increase of the respective independent variable. A positive (negative) coefficient would hence show that a forecast error is estimated to be more (less) overoptimistic, while no statement can be made whether it is actually overoptimistic or -pessimistic.

The independent variables used in these specification are defined and summed up in Table 1 as well. Regarding the hypotheses above, they include the firms inflation-adjusted percental sales growth rate \((Sales\_Growth_{it})\), the firms’ legal forms \((Form, \text{ given as five different categories}^8)\) and a categorial variable of age \((Age_{it})^9\).

\(^7\)Here, 14 true forecasts (with a PFE of exactly zero) are left out. As robustness checks, the regressions were repeated with samples where true forecasts were either included in the overoptimism or -pessimism category. However, they are not reported here, since the results are qualitatively equal, but can be provided upon request.

\(^8\)Joint-stock company, partnership, state-owned, limited (used as base level throughout the regressions) and others.

\(^9\)Due to a lack of more precise information, only categorial data exists: \(Age_{it}\) equals 1, if the firm was founded before 1960; equals 2, if the founding date was after 1959 and before 1990; and equals 3, if the venture was launched after 1989. Throughout the regressions, dummy-variables are used for the two latter categories, while the first category is the base level.
Further, control variables regarding the firms size are used (the number of employees, Workforce_{it}, as well as the inflation-adjusted^{10} sales numbers, Sales_{it}), as well as dummy variables for the German state where the firm’s headquarter is located, for the firm’s sector and for the year of the observation. To control for macroeconomic influences, the real growth rate of the firm’s industry^{11} is included, too.

As a robustness check, the regressions are repeated using an additional range of control variables: The percental fraction of women among the workforce (Women_{it}), the persistence of the workforce (measured by the percentage of the workforce that has been newly hired, Hired_{it}, or fired, Fired_{it}, during the respective year, as well as the percentage of current vacancies, Vacant_{it}), the firm’s investment ratio (Invest_{it}, measured as the sum of investments divided by the sales numbers), its wage costs (Wagecost_{it}, also as a fraction of sales) and its inflation-adjusted average wage (AvWage_{it}). Furthermore, additional dummy variables are included: Export, which equals 1, if the firm exports parts of its products, and Council, which is 1, if the firm allows its employees to let their interests be represented by a workers council.

Table 4 depicts the regression results. Column (1) and (5) show the probit regression results and columns (2) and (6) the logit regression. Both models allow support for hypothesis H2 (highly significant at the one percent level). Compared to limiteds, the probability of issuing an overoptimistic forecast is much higher for joint-stock companies, while the probabilities of firms with other legal forms do not differ significantly from that of limiteds. Furthermore, also hypothesis H3 cannot be rejected: The greater a firm’s current growth rate, the higher is the estimated probability for an overoptimistic forecast (significant at least at the five percent level). However, no support can be stated for hypothesis H4 about the influence of the firms’ age.

Columns (5) and (6) show significantly negative influences on the probability of issuing an overoptimistic forecast for the investment ratio (one percent level) and the wage-sales ratio (five percent level). Hence, firms which are active in people-intensive businesses or which make relatively high investments seem to be more cautious when predicting their own future.

^{10}Given in prices of the year 2000.
^{11}Due to changes of the sector-classification, the firms can only be separated into eleven sectors. The growth rates are collected from the German central bank (Bundesbank) and the German Federal Bureau of Statistics.
The logit and probit analyses further provide no support for hypothesis H5, while the OLS and between-effects models in columns (7) and (8) do. Here, the fraction of women among the workforce has a clearly significant negative influence on the forecast error (at least at the five percent level), as suggested by hypothesis H5. All other things equal, the forecast error is estimated to be about 2.25 percentage points lower, if the fraction of women grows by the value of one standard deviation.

Regarding hypothesis H3, the OLS- and between-effects-models (3), (4), (7) and (8) further confirm the support of the probit and logit regressions. All other things equal, firms whose growth rate is larger by one standard deviation provide forecasts which are about three percentage points more optimistic. Furthermore, the investment ratio has an, at least weakly significant, influence also in the OLS and between-effects models (columns 7 and 8). The significantly negative impact of the wage ratio on a firm’s forecast error can be confirmed as well (one percent level).

Referring to the firms’ legal forms, the results of the OLS and between-effects models reveal only mixed evidence. While model (3) reports weakly significantly higher amounts of overoptimism for joint-stock companies and partnerships (compared to limiteds), models (5), (7) and (8) do not find any significant differences. However, this might be due to joint-stock companies’ better forecast quality, since their errors show much less variation (as can be seen in the second line of table 3).

To sum up: The regression results provide clear and robust support for hypothesis H3: Currently successful firms appear to be more vulnerable for issuing too optimistic forecast about their future sales numbers. However, hypothesis H4 had to be clearly rejected, as no significant influence was found for the age of the firms.

At least partly support was found for hypotheses H2 and H5: While the probability of issuing an overoptimistic forecast is estimated to be significantly higher for joint-stock companies in the probit and logit models and in the OLS-model (3), this results do not hold for the other OLS model and the between-effects regressions.

For hypothesis H5, the opposite situation occurs: Models (7) and (8) provide evidence that the forecast error declines significantly with the fraction of women among the workforce, while
no significant influence could be found in the logit (5) and probit (6) models. Furthermore, all models reveal a robustly significant negative influence for the wage ratio and the investment ratio.

6 Discussion

This study is, to my best knowledge, the first one about management forecast errors that states a significant statistical pattern towards overoptimism. My first suggestion is that the non-existence of a general overoptimism bias in this sample is due to the lack of external pressure to report good news: Unlike forecasts issued in public disclosures, the forecasts analyzed here cannot be used as strategic signals to investors and analysts. Hence, firms have no benefit from intentionally overglossing their stated prospects. This allows some support for Flyvbjerg’s (2003) hypothesis that strategic deception is one, if not the main, cause of overoptimism. If, however, cognitive biases were the main reasons for overoptimism, it could be expected that the forecasts analyzed here were too optimistic on average, too, since it would not matter for which purpose they were made.

However, the reasoning above is not able to sufficiently explain why the results actually show a tendency towards overpessimism, as it can only explain why the mean PFE is less positive, but not why it is actually negative. Thus, my second suggestion is that overpessimism may be a sign of loss aversion. I argue that decision makers may dislike negative surprises more than they like positive ones and thus hedge against rude surprises by being especially cautious, when estimating their firms’ future prospects.

Yet, further research is indicated to solidify the findings and conclusions of this study. It would be most preferable to directly compare undisclosed and disclosed forecasts of the same firms, but this appears to be impossible due to a likely lack of data. However, the analysis could be repeated on the one hand with company-internal forecasts from other countries and on the other hand with public disclosures of German firms. This approach would come closer to a ceteris-paribus analysis.

Firm panels are typically highly anonymized for data protection reasons, so matching panel datasets with data from public disclosures appears to be impossible.
Using different regression methods, this study could further provide some support for different hypotheses related to behavioural research. It could be shown that currently successful firms display a tendency towards overoptimism, which I argue might be due to the cognitive bias “misattribution of cause”. If management skills and decisions are held accountable for current success too much, firms may underrate the influence of randomly occurring external factors and thus the possibility of a worsening situation.

At least some support could further be found for the hypotheses that women are more pessimistic when forecasting the future, which can be seen as in line with previous behavioural evidence, and that joint-stock companies are more prone to be overoptimistic than firms with other legal forms. I suggest that managers of joint-stock companies face stronger pressures to deliver positive numbers, since their shareholders first and foremost demand persistent returns and dividends. Thus, these forecasters may not be able to fully abstract from these omnipresent pressures, when forecasting their firms’ future.
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Table 1: Summary Statistics I

<table>
<thead>
<tr>
<th>Category</th>
<th>Variable</th>
<th>Description</th>
<th>Unit</th>
<th>Mean</th>
<th>Median</th>
<th>Std</th>
<th>Obs.</th>
<th>Mean (JSC)</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Workforce</td>
<td>Number of employees</td>
<td>#</td>
<td>614.8232</td>
<td>129</td>
<td>1788.4166</td>
<td>6234</td>
<td>1769.8078</td>
<td>281</td>
</tr>
<tr>
<td>Situation</td>
<td>Sales Growth</td>
<td>Infl.-adj. growth rate of sales</td>
<td>%</td>
<td>6.9449</td>
<td>0.6543</td>
<td>47.4394</td>
<td>5889</td>
<td>1.4945</td>
<td>252</td>
</tr>
<tr>
<td>Key figures</td>
<td>Vacant</td>
<td>Vacant positions (in % of workforce)</td>
<td>%</td>
<td>1.5825</td>
<td>0</td>
<td>6.8043</td>
<td>6217</td>
<td>1.1722</td>
<td>281</td>
</tr>
<tr>
<td></td>
<td>Hired</td>
<td>Newly hired empl. (% of workforce)</td>
<td>%</td>
<td>5.3351</td>
<td>1.6878</td>
<td>10.0585</td>
<td>6181</td>
<td>2.9135</td>
<td>279</td>
</tr>
<tr>
<td></td>
<td>Fired</td>
<td>Newly fired empl. (% of workforce)</td>
<td>%</td>
<td>5.7566</td>
<td>2.7027</td>
<td>10.2008</td>
<td>6194</td>
<td>5.352</td>
<td>278</td>
</tr>
<tr>
<td>Further</td>
<td>Women</td>
<td>Female employees (% of workforce)</td>
<td>%</td>
<td>41.9446</td>
<td>39.4582</td>
<td>28.7807</td>
<td>6191</td>
<td>32.3692</td>
<td>277</td>
</tr>
<tr>
<td></td>
<td>Investment Quota</td>
<td>Investments (dev. by sales)</td>
<td>#</td>
<td>0.0922</td>
<td>0.0278</td>
<td>0.2583</td>
<td>6068</td>
<td>0.0692</td>
<td>264</td>
</tr>
<tr>
<td></td>
<td>Workers Council?</td>
<td>Firm has workers council?</td>
<td>Dummy</td>
<td>0.5808</td>
<td>1</td>
<td>0.4935</td>
<td>3263</td>
<td>0.9431</td>
<td>281</td>
</tr>
<tr>
<td></td>
<td>Exporting?</td>
<td>Firm exports?</td>
<td>Dummy</td>
<td>0.2685</td>
<td>0</td>
<td>0.4432</td>
<td>6234</td>
<td>0.4413</td>
<td>281</td>
</tr>
</tbody>
</table>

This table depicts summary statistics about the sample of firms analyzed in the present paper. The sample includes all 6,234 firm-year observations within the IAB Establishment Panel, for which at least one verifiable sales forecast is available. For further data corrections, please see section 4.

Table 2: Summary Statistics II

<table>
<thead>
<tr>
<th>Legal Form</th>
<th>%</th>
<th>Sector</th>
<th>%</th>
<th>Origin</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partnership</td>
<td>25.70</td>
<td>Farming</td>
<td>1.99</td>
<td>Schlesw.-H.</td>
<td>2.39</td>
</tr>
<tr>
<td>Limited</td>
<td>46.79</td>
<td>Energy</td>
<td>1.81</td>
<td>Hamburg</td>
<td>1.68</td>
</tr>
<tr>
<td>Joint-Stock Comp.</td>
<td>6.43</td>
<td>Industry</td>
<td>22.62</td>
<td>Lower Sax.</td>
<td>6.79</td>
</tr>
<tr>
<td>Non-Profit</td>
<td>14.55</td>
<td>Manufact.</td>
<td>6.59</td>
<td>Bremen</td>
<td>2.46</td>
</tr>
<tr>
<td>State-Owned</td>
<td>6.53</td>
<td>Trade</td>
<td>12.79</td>
<td>Hesse</td>
<td>5.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logistics</td>
<td>3.69</td>
<td>Rhineland-P.</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Finance</td>
<td>3.53</td>
<td>Baden-Wuert</td>
<td>8.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Services</td>
<td>27.73</td>
<td>Bavaria</td>
<td>8.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Organiz.</td>
<td>3.14</td>
<td>Saarland</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Administr.</td>
<td>7.88</td>
<td>Berlin</td>
<td>6.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Brandenburg</td>
<td>7.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mecklenb.-W.</td>
<td>7.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Saxony</td>
<td>7.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Saxony-Anh.</td>
<td>7.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thuringia</td>
<td>7.73</td>
</tr>
</tbody>
</table>

This table sums up the firms’ legal forms, sectors and states of origin.
The table evaluates (1) the percentual forecast errors (PFE) of the whole sample, (2) the PFEs of joint-stock companies only, (3) all firms’ (weight-corrected) mean forecast errors, (4) all firms’ absolute forecast errors (APFE) and (5) the disaggregated yearly PFEs. See sections 2 and 5 for a description of the mathematical concepts.

Table 3: Forecast Errors

<table>
<thead>
<tr>
<th>Year</th>
<th>Mean PFE</th>
<th>Std</th>
<th>P25</th>
<th>Median</th>
<th>P75</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>-5.646***</td>
<td>-6.1334***</td>
<td>-0.7376</td>
<td>-4.6641***</td>
<td>-8.7923***</td>
<td>6234</td>
</tr>
<tr>
<td>1994</td>
<td>911</td>
<td>907</td>
<td>827</td>
<td>1963</td>
<td>1626</td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>2975</td>
<td>2975</td>
<td>2989</td>
<td>2989</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>6234</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*: p < 0.1; **: p < 0.05; ***: p < 0.01; P-values refer to t-tests testing whether the mean is equal to zero.

Table 4: Regression Results

<table>
<thead>
<tr>
<th>Category</th>
<th>Variable</th>
<th>(1) LOGIT</th>
<th>(2) PROBIT</th>
<th>(3) OLS</th>
<th>(4) BE</th>
<th>(5) LOGIT</th>
<th>(6) PROBIT</th>
<th>(7) OLS</th>
<th>(8) BE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean PFE</td>
<td>Dummy</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td>Std</td>
<td>(0.6445)</td>
<td>(0.6318)</td>
<td>(0.6021)</td>
<td>(0.5890)</td>
<td>(0.5353)</td>
<td>(0.5286)</td>
<td>(0.5062)</td>
<td>(0.4209)</td>
<td>(0.8929)</td>
</tr>
<tr>
<td>P25</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
<td>0.0099</td>
</tr>
<tr>
<td>Median</td>
<td>(0.8347)</td>
<td>(0.8242)</td>
<td>(0.8177)</td>
<td>(0.8177)</td>
<td>(0.8287)</td>
<td>(0.8368)</td>
<td>(0.8283)</td>
<td>(0.7709)</td>
<td></td>
</tr>
<tr>
<td>P75</td>
<td>0.0297</td>
<td>0.0297</td>
<td>0.0297</td>
<td>0.0297</td>
<td>0.0297</td>
<td>0.0297</td>
<td>0.0297</td>
<td>0.0297</td>
<td></td>
</tr>
<tr>
<td>Obs.</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>P-values</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td></td>
</tr>
</tbody>
</table>

This table presents the regression results. The logit and probit models in columns 1, 2, 5 and 6 are carried out with clustered standard errors as well and the between-effects panel regressions in columns 4 and 8 use the firms’ PFE, respectively mean PFE, as dependent variable.
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