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This volume contains the papers presented at the Student Session of the 11th European Agent Systems Summer School (EASSS) held on 2nd of September 2009 at Educatorio della Provvidenza, Turin, Italy.

The Student Session, organised by students, is designed to encourage student interaction and feedback from the tutors. By providing the students with a conference-like setup, both in the presentation and in the review process, students have the opportunity to prepare their own submission, go through the selection process and present their work to each other and their interests to their fellow students as well as internationally leading experts in the agent field, both from the theoretical and the practical sector.

As the goal of the Student Session is to provide the speakers with constructive feedback and a means to be introduced to the community, the competitive elements often found in conferences (best paper award, best presentation award) are intentionally omitted. Preparing a good scientific paper is a difficult task, practising it is the benefit of this session.

All submissions were peer-reviewed and accepted paper submissions were assigned a 25 minute slot for presentation at the Summer School. Typically a presentation either detailed the intended approach to a problem or asked a specific question, directed at the audience.

The review process itself was extremely selective and many good papers could not be accepted for the final presentation. Each submission was reviewed by 4 programme committee members on the average, which decided to accept the 4 full and 4 short papers that are presented in these proceedings.

Overall, the EASSS’09 Student Session as well as the Summer School in general were a great success that could not have been achieved without the support of the numerous reviewers as well as the local EASSS organizers. We want to thank all of these people and are looking forward to seeing you again next year.
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ABSTRACT

Knowing which agents to trust is an important problem in open multi-agent systems. A way to help solve this problem is by allowing agents to relay information about trust to each other. We argue trust is a subjective phenomenon and therefore needs aligning. We present a mathematical framework for communicating about trust in terms of interactions. Based on this framework we present an algorithm based on clustering and inductive logic programming techniques to align agents’ trust models.
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1. INTRODUCTION

In complex, distributed systems, such as multi-agent systems, the artificial entities have to cooperate, negotiate, compete, etc., amongst themselves. Thus the social aspect of these systems plays a crucial role in their functioning. One of the issues in such a social system is the question of whom to trust and how to find this out. There are several systems already in development that model trust and reputation [16], ranging from a straightforward listing of evaluations (such as eBay’s [13] reputation system), to complex cognitive models (such as Repage [18]). We anticipate that in an open multi-agent system, there will be a large diversity of models in concurrent use by different agents, depending on the wishes of the programmer and the user. However, even if there is consensus on some model, this is still only a consensus on the computational representation. In a heterogeneous environment it is inevitable that, if the trust model an agent uses is based on cognitive principles, the way different agents interpret their environment will hardly ever be the case. Secondly, it uses a heuristic based on prior experiences, called the semantic distance, to “bias” received messages. The semantic distance is an average of all previous experiences. They do not differentiate between recommendations about different agents, which are based on different types of interactions.

We propose to enrich the model of communication by con-
Considering it separate from the actual trust model. By doing this, we can allow for different trust models. We note, however, that while trust is modeled in disparate ways, all definitions do agree on the fact that trust is a social phenomenon. Just as any social phenomenon, it arises from the complex relationships between the agents in the environment and, without losing generality, we say these relationships are based on any number of interactions between the agents. These interactions can have many different forms, such as playing squash with someone, buying a bicycle on eBay or telling Alice that Dave is a trustworthy keynote speaker. Note that not all interactions are perceived equally by all participants. Due to having different goals, agents may observe different things, or even more obviously: by having a different vantage point. Simply by having more (or different) information available, agents may perceive the interaction itself differently. In addition, interactions may be accompanied by some kind of social evaluation of the interaction. These can range from an emotional response, such as outrage at being cheated in a trade, to a rational analysis. Thus, we see that how an agent experiences an interaction is unique and personal. This only adds to the problem we are considering. To be able to align, there needs to be some common ground from which to start the alignment, but any agent’s experience of an interaction is subjective, and thus not shared. We call this personal interpretation of the interaction an observation. We say an agent’s observations allow it to evaluate trust.

Now that we have discussed what interactions mean to a single agent, we will return to the focus of communicating about trust. One interaction may be observed by any number of agents, each making different observations, which support different trust evaluations of different targets performing different roles. However, to communicate about trust evaluations, the agents need to have a starting point: some basic building blocks they implicitly agree they share. We note that the interactions provide precisely such a starting point. While all the agents’ observations are different, they do share one specific thing: the interaction itself. We therefore argue that to find a reliable alignment between two agents they can align based on these interactions.

Our approach uses these shared interactions as building blocks to align the agents’ trust models, based on the gossip they send each other. The gossip specifies certain interactions, which each agent observes differently. These observations form the support for an agent’s trust evaluation. If another agent communicates this trust evaluation, the interpretation should be based on the underlying interactions. An alignment of the trust models gives a way of doing this by gossiping about the agents’ trust evaluations and the observations (and thus interactions) they base these on.

Semantic alignment based on interactions has been studied in [2]. This approach to semantic alignment is based on the general framework of Channel Theory [3, 19]. We use this same mathematical theory as a framework for aligning trust and introduce it in the next section before discussing the technical details of the algorithm.

2. THE ALGORITHM

Before we consider possible solutions we need a clear definition of the problem we are considering. We follow the formalization we described in [10] and will summarize it briefly in the following sections. Firstly we consider agents with heterogeneous trust models, but we have no clear description of what a trust model is in the first place. We explain this in Section 2.1. Furthermore, to align, the agents need to communicate. For this we will need to define a language in Section 2.1.1. And finally, the agents need to have some method of forming an alignment based on the statements in this language. This we describe in Section 2.1.2. In Section 2.2 we describe the computational approach we take. The whole process is summarized in Figure 1.

2.1 A Formal Representation

As argued in Section 1, interactions form the building blocks for talking about trust. An interaction is observed by different agents and represented internally by them. These observations then lead to trust evaluations of the various agents involved. Any trust model can therefore be described as a binary relation between an agent’s observations and its trust evaluations. In addition, trust always has a target: any form of representing trust will have a trusting agent and a target agent, which is the agent the trust evaluation is about. It is assumed that any agent’s trust evaluations can be represented in some formal language $\mathcal{L}_{\text{trust}}$. Note that because trust is a subjective phenomenon, the semantics of this language aren’t shared, but by sharing the syntax the agents can communicate about it. A trust model is therefore a binary relation $\models$, such that $X \models \varphi$ means that there is a set of observations $X$ which support trust evaluation $\varphi \in \mathcal{L}_{\text{trust}}$. The observations $X$ are unknown as they are an internal representation of the agent. However, we know these are based on some set of interactions. If $\mathcal{D}$ is the set of an agent’s possible observations and $\mathcal{J}$ is the
set of all interactions in the environment, then each agent $A$ has a function $observe_A : \mathcal{I} \rightarrow \mathcal{O}_A$ which associates interactions with observations. The observations $X$ in the trust model are therefore generated (with the $observe$-function) from some set of interactions $I \subseteq \mathcal{I}$. These interactions are facts in the environment all agents may know about and can be used as the basis of an alignment.

### 2.1.1 Formalizing gossip

In addition to $\mathcal{LT}_\text{trust}$ a second language is needed for effective trust alignment: a language in which to talk about the interactions. Knowing which information about the interactions is relevant depends on the domain. Thus a language for discussing interactions comes from the domain the agents operate in. Usually such a language already exists or is defined together with the MAS. We call this language $\mathcal{LD}_\text{domain}$ and note that it is a shared language: both the syntax and the semantics are known by all agents in the system, as opposed to the semantics of $\mathcal{LT}_\text{trust}$, which is interpreted differently by the agents. With this shared language it is possible to define exactly what it means for two agents to share an interaction. A set of interactions $I$ is shared by agents $A$ and $B$ if there is some $\varphi \in \mathcal{LD}_\text{domain}$ such that $\varphi$ is in both $A$ and $B$'s sets of observations of interaction $I$, or, in other words, $\varphi$ is the information shared between the agents about $I$. Formally neither agent can know that $\varphi$ is observed by the other agent, however if we limit $\mathcal{LD}_\text{domain}$ to objective and easily observable properties of the domain, we assume such $\varphi$ exist.

Messages, containing a trust evaluation of a specific target in $\mathcal{LT}_\text{trust}$ and pinpointing the specific shared interactions this evaluation is based on in $\mathcal{LD}_\text{domain}$, form the basis of the trust alignment. We call such messages "gossip". Formally we say gossip from agent $A$ to agent $B$ is a message $\text{gossip}(T, \beta, \psi)$, with $T$ the target of the trust evaluation $\beta \in \mathcal{LT}_\text{trust}$ and $\psi \in \mathcal{LD}_\text{domain}$ describing the set of interactions $I$ which support trust evaluation $\beta$ for agent $B$. We cannot simply enumerate the interactions in $I$ because agents may not be willing to do so. $\mathcal{LD}_\text{domain}$ serves a double purpose: firstly it may be more descriptive, giving more information than simply an enumeration of interactions. Secondly it may allow agents to describe interactions without pinpointing them exactly. This allows agents to align without divulging sensitive information. Sending gossip messages is point 1 in Figure 1.

The receiving agent $A$ can now use its own trust model to find an $\alpha \in \mathcal{LT}_\text{trust}$ such that $\alpha$ is supported by $I$ and the resulting rule $\alpha \leftarrow \beta, \psi$ will form the basis of our alignment. What this rule means is: the interactions which support $\psi$, support trust evaluation $\alpha$ for agent $A$ and $\beta$ for agent $B$.

These rules are at point 2 in Figure 1. The goal is now to find a way of generalizing from such rules to a more general, predictive model, such that, for example, agent $A$ can know what trust evaluation $\alpha'$ it should associate with a certain $\beta' \in \mathcal{LT}_\text{trust}$, given $\psi$, despite neither knowing the interactions which support $\psi$ nor being able to conclude an own trust evaluation from the observation of those interactions. This would be the outcome of the algorithm, applied at point 5 in Figure 1.

### 2.1.2 Generalizations and coverage

Now that we have a way of describing the relationship (alignment) of two agents' trust models with regards to a specific target, we wish to expand this idea to a more predictive model: we wish to find the more general alignment between the trust models. This problem is considered as an inductive learning problem [8]. Given a number of targeted alignments with regards to different agents, is there an alignment that describes all (or most) of them?

To use inductive learning, it is necessary to define what the solution should look like. This should be a generalization of the above mentioned rules $\alpha \leftarrow \beta, \psi$. We note that both $\mathcal{LT}_\text{trust}$ and $\mathcal{LD}_\text{domain}$ are represented in a standard first-order logic. Thus it is possible to use $\theta$-subsumption to generalize these rules. The way to do this is by structuring the search space. The solution should be the least general alignment, which covers all the rules given in the messages. A hypothetical alignment $\Delta$ is said to cover a rule $\alpha \leftarrow \beta, \psi$ if there is a rule $\Gamma \leftarrow \Delta, \Psi \in \mathcal{LD}_\text{domain}$ such that all sets of interactions $I$ which support $\alpha \leftarrow \beta, \psi$ also support $\Gamma \leftarrow \Delta, \Psi$. One hypothetical alignment $\Delta$ is more general than another $\Delta'$ if its coverage is greater: $c(\Delta) \geq c(\Delta')$. We write this $\Delta \geq \Delta'$. The overall trust alignment between two agents can now be found by finding a minimally general generalization, which covers all the communicated rules.

### 2.2 An Inductive Algorithm

As described in the preceding section, our algorithm must generalize the specific targeted alignments to a predictive ruleset. This is very similar to the problem in concept formation. The approach taken in these problems is by clustering the data together and finding a description of each cluster. However, the fact that we have descriptions in first-order logics invalidates the use of propositional clustering algorithms for this purpose [9]. Some more modern approaches combine clustering and ILP methods [12, 5] to allow for clustering of first-order formulas. This is exactly the problem we are trying to solve and we therefore propose a modification of these algorithms, using the distance function from [17] and a conventional agglomerative clustering algorithm. The found clusters can then be used as the input for an ILP algorithm to learn the generalizations. Furthermore, we have an additional wish: our partitioning may be too strict, which will not allow for enough positive examples and too many negative examples to learn anything useful. In these cases we will want to relax our partitioning criteria to amplify the base of positive examples, in the hope that this will allow for a better generalization. This obviously comes at the cost of accuracy of the predictive ruleset found, but this can be taken into account.

#### 2.2.1 A short overview

The input of the algorithm will be any number of rules $R$ generated from gossip statements. These rules, the same as described in Section 2.1.1, will serve as the initial input and have the form shown below, where $T_1, \ldots, T_m$ are target agents, $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n \in \mathcal{LT}_\text{trust}$ and $\psi_1, \ldots, \psi_n \in \mathcal{LD}_\text{domain}$ describe the interactions.

\[
\begin{align*}
\alpha_1[T_1] & \leftarrow \beta_1[T_1], \psi_1 \\
\vdots \\
\alpha_n[T_m] & \leftarrow \beta_n[T_m], \psi_n
\end{align*}
\]
Algorithm 1: Generalize rules $R$.

1: \textbf{INPUT:} set of SRAs to be generalized $R$
2: \textbf{INPUT:} distance measure on $\mathbb{L}_{Trust}(x, y)$.
3: \textbf{INPUT:} set of increasing distances for clustering $S$
4: $\text{General}\_rules := \emptyset$
5: $\text{Clusters} := \{r | r \in \mathcal{R}\}$
6: $\text{Covered} := \emptyset$
7: \textbf{for all} Stop criteria $s \in S$ \textbf{do}
8: \hspace{1em} $\text{Clusters} := \text{agglomerative}\_\text{clustering}(\text{Clusters}, s, D)$
9: \hspace{1em} if $|\text{Clusters}| = 1$ \textbf{then}
10: \hspace{2em} \text{break}
11: \hspace{1em} \textbf{end if}
12: \hspace{1em} \textbf{for all} $C \in \text{Clusters}$ \textbf{do}
13: \hspace{2em} $H := \text{generalize}\_\text{head}(C, \mathcal{R}\backslash C)$
14: \hspace{2em} if $H \neq \text{null}$ \textbf{then}
15: \hspace{3em} $G := \text{generalize}\_\text{body}(C, \mathcal{R}\backslash C)$
16: \hspace{3em} if $G \neq \text{null}$ \textbf{then}
17: \hspace{4em} $\text{General}\_\text{rules} := \text{General}\_\text{rules} \cup \{H \leftarrow G, s\}$
18: \hspace{3em} $\text{Covered} := \text{Covered} \cup C$
19: \hspace{2em} \textbf{end if}
20: \hspace{1em} \textbf{end if}
21: \hspace{1em} \textbf{end for}
22: \hspace{1em} if $\text{Covered} = \mathcal{R}$ \textbf{then}
23: \hspace{2em} \text{break}
24: \hspace{1em} \textbf{end if}
25: \textbf{end for}\text{General}\_\text{rules}

This says there are $n$ different rules about $m$ different agents. To learn the underlying structure we will use Algorithm 1.

We use three important procedures, which we will explain in more detail: the distance metric $D$ on targeted alignment rules, the clustering algorithm in line 1 and the generalization algorithm we use on the clusters in lines 1 and 1. This last one takes as input the rules in the cluster as positive examples and the rules outside clusters as negative examples and uses an ILP algorithm to learn a generalization. Furthermore we use the flag “terminate” to end the algorithm if at a certain clustering resolution we have rules covering all targeted alignments. In this case there is no reason to continue, because we have a maximum coverage of the examples.

We are interested in finding generalizations which allow us to predict what the receiving agent’s trust evaluation $\alpha$ would be, given that the sending agent’s trust evaluation is $\beta$, based on interactions which support $\psi$. We therefore need to be able to cluster the rules above according to the relative distance between the receiving agent’s trust evaluations. The rest of the information in the rules is used to learn the generalization.

2.2.2 A distance metric

An agent’s trust evaluation is in the $\mathbb{L}_{Trust}$ language, which in general could be any first-order logic. Distances on first-order logic objects have received a lot of attention lately [17]. Such distance measures work on arbitrary clauses, however, they do require them to be rewritten in clausal normal form (CNF). We note that for any closed formula in a first-order logic its CNF can be found in polynomial time [15].

The distance measure is then split up into two different parts:

- A context-dependent part, defining the distance between the disjunctions in the CNF in $\mathbb{L}_{Trust}$
- A generic part, defining the distance between phrases, based on the distance between the clauses in each phrase.

We stipulate, however, that the distance metric can be agent-specific and may be as complicated as the programmer wishes. To further illustrate this description of a distance metric, we give an example of $\mathbb{L}_{Trust}$ and a metric on it. Our example of $\mathbb{L}_{Trust}$ has the following predicates: $\text{image}(A, V)$ and $\text{reputation}(A, V)$, where $A$ is an agent and $V \in [1, 10] \subset \mathbb{N}$. For the context-dependent part of the metric we use the closure under symmetry of the following recursive definition:

1. $d(\varphi_1 \lor \varphi_2, \psi_1 \lor \psi_2) = \min\left\{d(\varphi_1, \psi_1) + d(\varphi_2, \psi_2), d(\varphi_1, \psi_2) + d(\varphi_2, \psi_1)\right\}$
2. $d(\varphi_1 \lor \varphi_2, \psi) = \min\left\{d(\varphi_1, \psi), d(\varphi_2, \psi)\right\} + 1$
3. $d(\neg \varphi, \neg \psi) = d(\varphi, \psi)$
4. $d(\neg \varphi, \psi) = 1$
5. $d(\text{image}(A_1, V_1), \text{image}(A_2, V_2)) = \frac{V_1 - V_2}{10}$
6. $d(\text{reputation}(A_1, V_1), \text{reputation}(A_2, V_2)) = \frac{V_1 - V_2}{10}$
7. $d(\varphi, \psi) = 1 \text{ otherwise}$

As mentioned above, this distance measure is dependent on the language and the agent. All we require in the continuation is that it is defined for all simple clauses in $\mathbb{L}_{Trust}$ and that it is a metric. For that it must satisfy the following properties:

1. \text{non-negativeness:} $\forall \varphi, \psi : d(\varphi, \psi) \geq 0$
2. \text{reflexivity:} $\forall \varphi : d(\varphi, \varphi) = 0$
3. \text{symmetry:} $\forall \varphi, \psi : d(\varphi, \psi) = d(\psi, \varphi)$
4. \text{strictness:} $\forall \varphi, \psi : d(\varphi, \psi) = 0 \iff \varphi \equiv \psi$
5. \text{triangle inequality:} $\forall \varphi, \psi, \theta : d(\varphi, \psi) + d(\psi, \theta) \geq d(\varphi, \theta)$

It is easy to prove that the measure we provided above is a metric, disregarding inequalities between agents.

A generic metric.

Now we can define a generic metric, which uses the context-dependent metric described above. A clausal form can be represented as a set of disjunctions, which allows us to use distance metrics on sets. There are several such metrics available in the literature, but one has been developed for defining distances between first-order logic objects. This metric, designed by Ramon and Bruynooghe [17] uses a matching between two clausal forms to calculate the distance. We use this metric, because it allows a direct syntactic comparison between different formulas. It is once again free to the designer to choose a different metric. All that is really required for the algorithm is for there to be a distance measure on sentences in $\mathbb{L}_{Trust}$. Clustering algorithms work better with metrics, because the triangle inequality can be used to prune the choices.

2.2.3 Clustering

Because we wish to learn generalizations which predict the receiving agent’s trust evaluations, based on the gossip sent, we want to consider those rules where the receiving agent’s trust evaluations are “near each other”. That means we wish to cluster based on the heads of the rules. It is immediately obvious why an agglomerative hierarchical is the best fit.
We want to work our way from small precise clusters to large clusters covering a broad spectrum of trust evaluations.

We want to be able to stop the algorithm when we have found general rules covering all examples.

Bottom-up incremental clustering algorithms fit these criteria best, which leads us to the family of agglomerative clustering algorithms [21]. In this family, complete-link clustering creates more balanced clusters than single-link algorithms, yet has less overhead than average-link algorithms. All other clustering algorithms we explored require the computation of some form of centroid or medoid of the cluster, which speeds up the agglomeration process at the cost of calculating this centroid. Because it is hard to find a centroid for phrases in a first-order logic and we do not expect to have more than a few thousand data points, our choice fell on complete-link clustering. A drawback of complete-link clustering is that it deals badly with outliers. However, we are clustering on the agent’s own trust evaluations. If there are outliers, they will not be in these evaluations, but rather the alignment rule itself will be an outlier. We will need to deal with the outliers in the learning of the body, but we should not encounter them when clustering.

**Complete-link clustering algorithm.**

To start, the complete-link agglomerative clustering algorithm places each element in a separate cluster. It then iteratively merges the two clusters that are nearest together, according to a distance measure between clusters. This distance measure is the maximum distance between two single elements in each cluster, using the distance measure as in Section 2.2.2. This process of agglomeration is continued until there is either only one cluster left, which contains all examples, or some stop criterion has been reached. This stop criterion is defined in line 1 of Algorithm 1. We stop the agglomeration when the distance between two clusters is greater than δ.

A naive implementation of the complete-link agglomerative algorithm would take \(O(n^3)\) time, where \(n\) is the number of elements to be clustered. The reason is fairly obvious: we start with each element in its own cluster. For each cluster we need to find the distance to each other cluster. This needs to be repeated any time a cluster is merged. Because we start with \(n\) clusters, this naive algorithm takes \(O(n^3)\) time. This is fairly prohibitive, even for the relatively small datasets we expect to cluster. Luckily there are improvements. Because the distance measure is symmetric, it stands to reason we can skip some calculations. Furthermore, if we merge two clusters then the distance from that cluster to any other cluster is the maximum distance of either of those clusters to the other cluster. This allows us to reduce the algorithm to \(O(n^2)\) time in a fairly straightforward manner: for each cluster we need to calculate the distance to each other cluster for which this hasn’t been calculated. There are computational methods, some of which only work for metrics, for optimizing it even further. This makes the computation of clusters quite doable. Clustering is the process at point 3 in Figure 1.

### 2.2.4 Learning rules

For each distance \(s\) we will have a set of clusters. For each of these clusters we shall attempt to generalize the rules. This is point 4 of Figure 1. Although we clustered on clausal normal forms of only the heads of the rules, for this part we revert back to the full rule written in the original form. Within the cluster are two or more rules of the form: \(\alpha_i[T_i] \leftarrow \beta_i[T_i], \psi_i\).

**Learning the head.**

All the \(\alpha_i\) within a cluster are within distance \(s\) of each other. We therefore start with finding the “centre” of all \(\alpha_i\). Firstly we note that each \(\alpha_i\) has a target agent \(T_i\). We will immediately replace all these agents with a variable, because we do not wish to be dependent on the agent. In the future we may not wish to do this, but rather abstract to some subset of all the agents which fulfill a certain role, are within a subgraph of a social network or use other background information about the agents to refine the algorithm. For now, however, we do not distinguish between individual agents and assume trust is global and based only on the interactions. The “centre” of the cluster will be the least general generalization of the \(\alpha_i\) under \(\theta\)-subsumption. It is relatively easy to compute using an algorithm such as Aleph [20]. This is an inductive learning algorithm which uses the “learn from example” setting [8]. We wish to learn some phrase \(\alpha^*\) in \(\mathcal{L}_{\text{Trust}}\) such that if \(\alpha^*\) holds then all \(\alpha_i\) hold. As parameters for learning we therefore use the definitions of \(\mathcal{L}_{\text{Trust}}\) and as the set of positive examples the \(\alpha_i\). Because we’re learning the least general generalization (lgg), we can use only positive examples and assume everything that is not a positive example is a negative one. In actual fact this is not quite the case. For example in our example of \(\mathcal{L}_{\text{Trust}}\) above, if we have the formulas \(\text{image}(X,5)\) and \(\text{image}(X,7)\) in the same cluster, we will wish to learn that the cluster holds for all phrases such that \(\text{image}(X,Y) \land Y \in [5,7]\), while this will not be the lgg considering only the given examples as positive: \(\text{image}(X,6)\) will necessarily be considered a negative example, leading to the generalization: \(\text{image}(X,6) \lor \text{image}(X,7)\). Therefore depending on \(\mathcal{L}_{\text{Trust}}\) we will want to define some background knowledge in the learner to rectify cases like these.

**Learning the body.**

The real work comes in when we wish to learn the body. We rewrite our rules with \(\alpha^*\) in the head, such that we have a list of rules: \(\alpha^*[X] \leftarrow \beta_i[X], \psi_i\), which count as positive examples of the concept \(\alpha^*\). All rules that fall outside the cluster count as negative examples for \(\alpha^*\). Thus giving us the basis required for applying an inductive learning algorithm. Furthermore we note that we have more information available than when we learn the generalization of the head, namely we have a list of situations \(\beta_i, \psi_i\) in which the example holds. This coincides with the “learning from interpretation” setting of ILP [8] and we can use Tilde [4] to learn these generalizations.

### 3. DISCUSSION AND FUTURE WORK

We are currently in the process of implementing the algorithm as described above. While we do not have any computational results yet, we will discuss our expectations. In [11] we discuss a preliminary proof of concept we implemented using Aleph to learn the rules. This small scenario taught us that the approach is viable, however using that implementation, the computational limitations were inhibitive to scaling the example up. For this reason we have taken great
caution in this approach to keep the computational complexity of each step into account. Firstly we must note that we are dealing with several NP-complete problems: finding the $\theta$-subsumption of a set of clauses has been shown to be NP-complete, as has calculating the coverage of a given clause [8]. It was therefore very important to search for approaches which reduce this complexity. Firstly by clustering our examples and then considering them as positive and negative examples for some concept allows us to use established algorithms for learning. The clustering and learning of the head is a typical example of concept formation, which has an established body of research and is applied in various data mining problems. We feel confident that these approaches, tested in various datamining scenarios will tackle this initial problem well. The second part of the problem uses “learning from interpretations”. While this is still a computationally hard problem, it is easier to learn than the approach using Aleph. TILDE has been tested on some very large data sets and performs efficiently. It is implemented with many optimizations in the ACE package [6].

We are currently implementing the overall system and testing the various components. This is the work for the immediate future. In addition it will be important to assess the quality of the aligned trust models, by comparing the performance of agents using the system to agents using the simpler model of Abdul-Rahman and Hailes [1] as well as agents not aligning at all. We will also extend the algorithm to allow for background knowledge, which can give the system extra information about the agents involved or background knowledge about the interactions and the environment. Furthermore, this model assumes agents always give truthful information. If this is not the case, the learning algorithm will need to be able to cope with “lies”. The mathematical framework we have designed allows for all of this and the combination of different algorithms we use in practice looks promising.
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Motivation
• In open multi-agent systems, the agents have different models of trust and reputation.
• Agents benefit from receiving trust and reputation information from other agents.
• How can an agent handle trust and reputation information if the other agent’s trust model is dissimilar to its own model?
• We present a framework for aligning trust models. Based on this framework, we present an algorithm which uses clustering and inductive logic programming to form the alignment.

Alignment
• By talking about the underlying interactions agents can understand each others’ trust evaluations.
• Align trust models based on this type of gossip.

Algorithm
1) INPUT: Messages from the other agent, relating trust evaluations to underlying interactions
2) For each message, the agent finds his own trust evaluation of the same interactions
3) Cluster the messages based on the own trust evaluations
4) For each cluster, use an inductive learning algorithm to learn:
   a. a generalization of the own trust evaluations in the cluster (learning the head)
   b. a generalization of the other agent’s trust evaluation and interactions (learning the body)
5) Interpret new messages from the other agent by finding the corresponding own trust evaluation in the alignment: this is what the other agent’s gossip means to the receiving agent.

Conclusions
• Trust alignment based on shared interactions
• We use clustering and inductive learning in an alignment algorithm

Figure 1. Basing trust on shared interactions

Interactions
• Observed interactions between agents are what all trust models base their evaluations on.
• Every trust evaluation is based on some set of interactions

Figure 2. Schematic overview of the alignment process
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ABSTRACT
Verification that agent communication protocols have desirable properties or do not have undesirable properties is an important issue in agent systems where agents intend to communicate using such protocols. In this paper we explore the use of model checkers to verify properties of agent communication protocols, with these properties expressed as formulae in temporal logic. We illustrate our approach using a recently-proposed protocol for agent dialogues over commands, a protocol that permits the agents to present questions, challenges and arguments for or against compliance with a command.

Keywords: agent communication, command dialogues, CDP, interaction protocols, model checking, NuSMV.

1. INTRODUCTION
The last two decades have seen considerable research on agent communication languages and agent interaction protocols. In the typical formulation, such as the generic agent language FIPA ACL, developed by FIPA [12], agent utterances are represented as two-layers: an inner layer of material directly related to the topic of the discussion, and an outer- (or wrapper-) layer comprising a speech act. An example of such a wrapper is the FIPA ACL locution, inform(.), which allows the agent uttering it to tell another agent some statement which the first agent believes to be true. With such a structure, the same set of locutions may be used for dialogues on many different topics, on each occasion wrapping different content. Such generic languages create state-space explosion problems for intending agent dialogue participants, however, and so research attention has also been given to the design of agent interaction protocols. These may be viewed as agent communication languages designed for more specific purposes than is a generic language, in the same way, say, that a standard (human) ascending-price auction protocol is more specific than is a natural human language, such as English. For a recent review of research in agent interaction protocols, see [14].

As with any software, verification that agent interaction protocols have desired properties (or do not have undesired properties) is important. In this paper, we explore the use of model checking technologies for verification of properties of agent interaction protocols. In order for model checking approaches to be applied, we need to express the properties in a logical formalism, and we use a branching-time temporal logic for this. We illustrate the approach on an agent protocol designed for arguments over commands, called CDP [4]. This protocol was selected because it allows for argument between the participants, and because it is sufficiently complex that an automated approach to verification of protocol properties should prove of value to human software engineers. The structure of the paper is as follows. The next section summarizes the command dialogue protocol, CDP. This is followed by a brief discussion of model checking and of NuSMV, the model checker we have used for this work. After that, we present the results of model-checking CDP, showing the graphical representation of the protocol, and the temporal logical representation of the properties we desire to verify. We finish with some concluding remarks and indications of areas for future work.

2. COMMAND DIALOGUE PROTOCOL
Commands are instructions issued by one agent to one or more other agents to execute some action (or not), or to bring about some state. Not all commands are issued legitimately, and even those which are legitimate may require subsequent elaboration or explanation before they can be executed. Thus, it is possible for agents to engage in an argumentative interaction over a command. As explained in [4], the rise of distributed computer systems and rival centres of control of the elements of such systems make commands and agent dialogues over commands increasingly common. Indeed, Hyper-Text Transfer Protocol (HTTP) [17] may be viewed as a protocol for two-agent dialogues over commands, although it is rather impoverished in terms of the commands enabled to be represented and the arguments permitted over them. In recent work [4], a formalism for the representation of commands and a dialogue protocol for argument over commands was presented, making use of an argument scheme for action proposals. In this formalism, the agent issuing the command was called Commander, while the intended recipient was called Receiver. The Command Dialogue Protocol (CDP) allowed Commander to issue a command to Receiver, and allowed Receiver to question, challenge, refuse or accept this command. If questioned or challenged, Commander could respond with additional information or arguments in support of the original command, and/or re-iterate it, modify it, or retract it.

Command dialogues are not explicitly mentioned in the Walton and Krabbe typology of human dialogues [21]. In a dialogue where a command has been issued, but not yet refused or accepted, the participants may enter into interactions which resemble those in the Walton and Krabbe typology, for example, Information-seeking, Inquiry, Persuasion Negotiation, Deliberation or Eristic dialogues. Not all command dialogues will have all such interactions, how-
ever, and accordingly we believe it appropriate to consider Command dialogues as a type of dialogue distinct from those in the Walton and Krabbe list.

We now present an outline of the Command Dialogue Protocol (CDP) of [4], which uses an argument scheme for action proposals to specify commands. In an argument scheme, arguments are presented as general inference rules where, under a given set of premises, a conclusion can be presumptively drawn [20]. The argument scheme presented in CDP states that: given the social context X, on the current circumstances R, action A should be performed to achieve new circumstances S, which will realize some goal G and will promote some value V. This scheme allows commands to be justified through the promotion or demotion of some social value or interest, where a certain state or circumstance is achieved. Justification is based on current circumstances and elements of the social context. The CDP specifies the rules to formally represent imperatives in a multi-agent dialogue and provides means by which the participants may question, challenge, justify, accept or reject a command. Commands are represented as action proposals to the Receiver similar to the representation in [2]. In contrast with proposals or promises, commands require a set of preconditions in a regulatory environment to be executed validly. A command represents a presumptive argument attacked by a set of critical questions whose answers may defeat the initial argument or command. Critical questions represent questions the Receiver could pose to the Commander either to question or to challenge the command such that more evidence will be needed to justify it. Questions about the appropriateness, suitability, feasibility and normative rightness could be posed to the Commander.

Based on elements from the argumentation scheme the critical questions associated with the scheme can be grouped into four categories. The first category concerns questions about the selection of the action similar to the work presented in [3]. These questions are aimed at finding evidence regarding the current circumstances, the new circumstances to be achieved, the desired goal and the value to be promoted. In the second category, the questions posed to the Commander concern the choice of the agent or agents being tasked with execution of the command, and the expected consequences for the Receiver in performing the command. The third category of questions concerns the social roles of the agents involved, including issues such as the authority of the Commander to issue the command to the Receiver at this time, in this manner. The final category is questions to clarify the precise details of the task to be executed or state to be achieved. Questions in this category may consider issues regarding time, duration and specific instructions related to the performance and delegation of the action. Whether or not the Receiver agent questions or challenges the command, and whether or not the Commander responds to such questions or challenges with further arguments or evidence, the CDP protocol allows the Receiver to accept or refuse the command at any time. Likewise, the Commander may re-state or revise or retract the command at any time. The protocol allows such responses to be made by the agent concerned, regardless of the extent of evidence or justification presented in the dialogue up to that point.

The CDP syntax enables agents to interact using seven locutions: issue, accept, reject, question, challenge, justify and retract [4]. Locations to issue or retract a command are inherent to the Commander and are comprised of options to state propositions defined in the initial argumentation scheme. As for the Receiver, the protocol defines locations to respond to a command by accepting, refusing, questioning or challenging it. Expanding the ‘question’ location CDP grows to 76 locations available to Receiver when questioning or challenging a command. Locations to challenge and provide information can be used by both agents participating in the dialogue.

3. MODEL CHECKING

The verification of multi-agent systems showing that a system is correct with respect to stated requirements is an increasingly important issue [7]. Currently, the most successful approach to the verification of computer systems against formally expressed requirements is that of Model Checking [9]. Model checking is an automatic technique for verifying finite-state reactive systems, such as communication protocols. Given a model of a system M and a formula ϕ (representing a specification), model checking is the problem of verifying whether or not ϕ is true in M (M |= ϕ).

In model checking, the design to be verified is modeled as a finite state machine, and the specification is formalized by writing temporal logic properties. An efficient search procedure is used to determine whether or not the state-transition graph satisfies the specifications [9]. The power of model checking is that it is exhaustive, no regions of the operating space are unexplored. Although model checking techniques have been most widely applied to the verification of hardware systems, they also have been used in the verification of software systems, protocols, [19], agent dialogues [10, 11] and multi-agent-systems [22, 7].

3.1 NuSMV

The possibility of verifying systems with realistic complexity changed dramatically in the late 1980s with the discovery of how to represent transition relations using ordered binary decision diagrams (BDD) [9]. A BDD is a data structure that is used to represent a Boolean function. The original model checking algorithm, with the new representation for transition relations, is called symbolic model checking. The symbolic model verifier (SMV) system is a tool for checking finite state systems against specifications in the temporal logic CTL (Computation Tree Logic) [15]. The input language of SMV is designed to allow the description of finite state systems and allows a rich class of temporal properties, including safety, fairness, liveness and deadlock freedom. NuSMV 2 is a reimplementation and extension of SMV and has been designed as an open architecture for model checking. This new version is aimed at reliable verification of industrially sized designs, for use as a back-end for other verification tools and as a research tool for formal verification techniques [8]. NuSMV2 uses a technique called Bounded Model Checking (BMC), which uses a propositional SAT solver rather than BDD manipulation techniques. SAT or propositional satisfiability is the problem of determining if the variables of a given Boolean formula can be assigned in such a way as to make the formula evaluate to TRUE [6].

1In case this number of locutions is thought prolix, note that CDP is intended for machine-to-machine communications; for comparison, the machine interaction protocol, Hypertext Transfer Protocol (HTTP), defines 41 standard status-code responses to a GET command, and allows for several hundred additional non-standard codes [17].

2NuSMV is a symbolic model checker developed as a joint project between the Formal Methods group in the Automated Reasoning System division at ITC-IRST, the Model Checking group at Carnegie Mellon University, the Mechanized Reasoning Group at University of Genova and the Mechanized Reasoning Group at University of Trento [8].
4. MODEL CHECKING CDP

Rather than propose a new model checking algorithmic approach to verify agent-communication protocols as in [5] our aim is to use existing model checkers to validate properties on a dialogue protocol. In [19] a Multi-Agent Dialogue Protocol (MAP) is used to define the communicative process between agents considering complex, concurrent and asynchronous patterns. To verify the MAP protocols Walton uses the SPIN Model checker [13] translating the MAP representation into the PROMELA language that SPIN uses as input language and then construct LTL formulas to validate against the PROMELA representation. This is probably the most similar approach to what we intended here. The main difference is that the MAP is a generic language to define communicative processes and we are focusing on a single protocol.

Agent dialogue protocols exhibit behaviour characterized in terms of execution traces which can be represented as branching trees. Trees can be represented in terms of a state-transition system and then translated into the NuSMV input language. The NuSMV model checker uses an exhaustive search procedure to determine whether or not a specification or property satisfies the modeled system. We aim to take the advantages of the NuSMV model checker to validate properties of the protocol. We focus on the CDP [4] and its desirable properties. The protocol is represented with the NuSMV input language, and properties we want to validate in the model are temporal CTL formulae. CTL formulae can be evaluated in transition systems [9] where the states are dialogue states and the transitions are the protocol valid locutions. In case the property is not valid, a counterexample is generated in the form of a sequence of states. In general, properties are classified to “safety” and “liveness” properties. Safety properties express what should not happen (equivalently, what should always happen), and liveness properties declare what should eventually happen.

Among the properties we want to verify for the protocol are:

1. Does any infinite loop or deadlock situation exist in the protocol? If a deadlock or loop does exist, which dialogue sequence leads to that loop or deadlock?

2. Can we reach every outcome state? The motivation behind this property is to ensure the protocol has valid paths in all the possible combinations of the dialogue.

3. Is it possible to utter a particular locution in a particular state? This approach suggests a way to validate locutions in a dialogue.

4. Given a particular state (either an end-state or not), is there a valid dialogue sequence to reach that state?

5. Given a particular state, is there a dialogue sequence which avoids that state? An agent may wish to know if it can enter into a dialogue while avoiding particular states, e.g. concessions to other participants.

6. If the dialogue has reached a particular state, is a particular outcome state still reachable? It could be the case, for example, that certain intermediate states in a dialogue preclude some outcome states.

4.1 State-transition diagrams

The CDP can be modeled as a high level state-transition diagram where states represent dialogue states and transitions represent valid locutions. The diagrams presented in this section represent a command dialogue in an abstract way, leaving out explicit details about the content of messages, concurrency and the environment. Dialogue states are represented as circles and locutions as directed arrows labelled with valid locations. Diagrams capture the protocol rules for agents engaged in a command dialogue specifying the path to reach any outcome state.

The dialogue states for the CDP are: **Initial**, **ReceiverCommanded**, **CommanderQuestioned**, **CommanderChallenged**, **ReceiverwithEvidence1**, **ReceiverwithEvidence2**, **CommandRetracted**, **CommandAccepted** and **CommandRefused** (we number the ReceiverwithEvidence status because we want to distinguish the state where evidence comes from a question from that where it comes from a challenge). The locations for the CDP are: command, question, challenge, provide, refuse, retract and accept. We are excluding from the model for now the mental states of the agents and the environment state. We also have not yet considered the critical questions from [4] within our model.

The diagram in Figure 1 represents dialogue states numbered from s0 to s8 and the valid transitions for each state. The diagram shows how locations are constrained depending upon the dialogue state, for example, we can only access the state where the command has been accepted (s7) from the states { s1, s5, s6 }, where the Receiver has been commanded or has been provided with evidence. From the moment an Agent C (the Commander) issues a command a range of valid locations is available for each agent. Valid Commander locations are represented with dotted arrow-lines and Receiver locations are represented with normal arrow-lines. The CDP assumes a strict-turn-taking only for the Receiver that needs to wait for the Commander’s location. Assuming the agent is rational and because of a change in the environment the commander could retract or reissue the command at any time. If we assume a strict-turn-taking for the commander arrows, 2a, 2d and 2e would be left out the diagram.

As we have discussed, the finite state transition diagram can be expressed as a tree. We do this transforming outcome-states in final nodes of a tree repeating states as necessary. The tree-diagram representation is presented in Figure 2.

With this second diagram we can visualize all the possible computation paths for the protocol. Instead of representing a state just once, we repeat the state to avoid locutions returning to the same state. Loops are now represented as infinite paths and the paths to reach an outcome state are clearer. Since we are using a branching time temporal logic (CTL) this model is useful to construct temporal formulae to validate. To represent how the dialogue advances we associate a propositional value with each state and specify where the expression is true in each state. For the initial state, for example, we assign propositional variable ‘a’ and make it true only in that state. In this way we can construct temporal formulae with propositional variables representing each state. We also assign a variable related to the ‘turn’ of each agent in the dialogue, represented by ‘tc’ in the case where the Commander is allowed to issue a location, and ‘tr’ in the case of the Receiver. These variables allow us to construct temporal formulae related to the turn of an agent to issue a location.

The properties we want to validate for the protocol could be...
rephrased as temporal properties related to the tree-model in Figure 2. In Table 1 the properties presented earlier are now rephrased and a temporal formula is associated for each one. CTL is built from path quantifiers and temporal operators. There are two path quantifiers, A and E, where A means “for every path” and E means “there exists a path” in the tree. A path is an infinite sequence of states such that each state and its successor are related by the transition relation. CTL has four temporal operators presented as follows:

- **Diamond (φ)** meaning “there exists a path” in the tree. A path is an infinite sequence of states such that every state and its successor are connected by the transition relation.
- **Box (φ)** meaning “holds until”.
- **Globally (φ)** meaning “holds at every time step in the future” and
- **Eventually (φ)** meaning “holds at some time step in the future”.

 CTL formula  \( \phi U \psi \) holds if there exists a path such that \( \phi \) holds at every time step in the future and \( \psi \) holds at the next time step. Property four can be translated to the NuSMV input language as:

\[
\text{SPEC AG (c)} \equiv \neg (tc \land tr) \lor (tc \land \neg tr) \lor (tc \land tr \land \neg tc)
\]

We use the keyword SPEC in NuSMV to specify CTL properties to be checked. For example, to express if it is true that at some specific node the command is accepted, we use the CTL formula \( \text{SPEC AG}(\neg tc \lor \neg tr) \lor (tc \land tr) \lor \neg tc \lor tr \lor tc \land tr \land \neg tc \). Variable i represents the retracted state.

### Table 1. Properties and Temporal formulae.

<table>
<thead>
<tr>
<th>Tree-oriented property</th>
<th>Temporal property</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Do infinite paths exist in the tree-diagram?</td>
<td>( \Box (A \land h \lor A \land g) )</td>
</tr>
<tr>
<td>1a. Which is the path?</td>
<td>Counterexample from 1.</td>
</tr>
<tr>
<td>2. Is there a valid path to reach every outcome state?</td>
<td>( E \land h )</td>
</tr>
<tr>
<td>3. Is a transition valid from a specific node?</td>
<td>( A \Box (c \land E \land d) )</td>
</tr>
<tr>
<td>4. Given a node, is there a path which leads to that node?</td>
<td>( E \land g )</td>
</tr>
<tr>
<td>5. Given a node, is there a path which avoids that node?</td>
<td>( A \Box (c \land E \lor i) )</td>
</tr>
<tr>
<td>6. If a command has been issued and questioned can the dialogue still reach a state where the command is accepted?</td>
<td>( A \Box (c \land E \lor i) )</td>
</tr>
</tbody>
</table>

### 4.2 NUSMV implementation

We use NuSMV for model checking because the input language allows us to represent the dialogue as a finite-state diagram and we can verify temporal properties in it. If the property specified does not satisfy the NuSMV model, the model checker offers a counterexample specifying the path where the formula fails to be true.

### 4.3 Preliminary Results

All the properties presented were translated to the NuSMV language and validated against the model. For the first property we are trying to check if there exists any infinite path on the model. The idea is to construct a formula that represents that eventually all paths the final nodes could be reached. The formula is false for the model since the protocol allows the participants to engage in an infinite loop in several situations. Another way to construct this property without making reference to a particular state is \( AG \Box \lor AG \land \Box \lor AG \land \Box \). The formula is false for the model since the protocol allows the participants to engage in an infinite loop in several situations. Another way to construct this property without making reference to a particular state is \( AG \Box \lor AG \land \Box \lor AG \land \Box \). The formula is false for the model since the protocol allows the participants to engage in an infinite loop in several situations.

Property number two (“Is there a valid path to reach every outcome state?”) is True. The protocol allows to reach an outcome state in all paths. Property number three (“Is a transition valid from a specific state?”) depends on the state we are choosing. In the example we are validating if issuing a location from state “c” (commander questioned) is valid to a state “d” (commander challenged), in this case is False. This seems obvious if we analyse the diagram, but human visual inspection will not scale to larger and more complex protocols, nor operate at runtime.

Property four (“Given a
node is there a path which leads to that node?" tries to confirm if a valid path exists to reach a specific state. In the example the formula is true for state “g”. Property number five (“Given a state is there a path which avoids that state?”) is true for state “i” avoiding state “c”. Finally property six (“If a command has been issued and questioned can the dialogue still reach a state where the command is accepted?”) is True for the specified states.

Properties are closely related to the CDP protocol and the states that emerge from it; a more generic set of formulae may be desirable to develop. Nevertheless, we need to take into account that for dynamic verification, on-the-fly models need to be constructed and validated.

5. CONCLUSIONS

In this paper we have explored the possibility of using model-checking methods to automatically verify that a complex agent interaction protocol using argumentation has desired properties (or does not have undesired properties). Our key contribution has been to show by example that this is possible, using the model checker NuSMV to verify specific properties of the command dialogue protocol, CDP. Because this protocol supports multi-agent argumentation, it is reasonably complex and thus the value of automated verification approaches is likely to be considerable. Such verification could take place well prior to implementation, for example, as part of the human-led protocol design process. Or it could take place at run-time just prior to invocation of the protocol, if agents were enabled to select and verify protocols on-the-fly at the moment before they enter into dialogue, as in [16]. For agents having dynamic goals, on-the-fly verification of protocols will be important to ensure that protocols they use to engage in dialogue are able to achieve states currently desired or avoid states currently not desired.

In future work we intend to extend our model to account for the critical questions associated with the argument scheme as given in CDP since we have not considered them here. Our approach would be much more complex if we add rules and states considering the critical questions where more states and variables need to be added to the model. We also hope to investigate how our model can be extended to handle different types of dialogue in addition to CDP. For example, in [2] a protocol is given for persuasion dialogues based on a similar argument scheme that is used for CDP, so this would be a good candidate protocol to model next. Additionally, some recent work [1] has looked at how the argument scheme for practical reasoning discussed here can be formalised in terms of action-state semantics [18]. It would be also interesting to see how our approach to model checking dialogues could be applied to this representation.
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Objective

Verify that agent communication protocols have desirable properties or do not have undesirable properties is an important issue for agents intending to communicate with such protocols. In this work we explore the use of a model checker to verify properties of an agent communication protocol, with these properties expressed as formulae in temporal logic. We illustrate our approach using a protocol dialogue over commands CDP and the model checker NuSMV with properties expressed as CTL formulae.

1.- Command Dialogue Protocol (CDP)

Formalism for the representation of commands and a dialogue protocol for argument over commands, making use of an argument scheme for action proposals.

Argumentation scheme for action proposals:

- Given the social context X
- In current circumstances B
- Action X should be performed
- To achieve new circumstances S
- Which will realize some goal G
- Which will promote some value V

2.- NuSMV

Tool for checking finite state systems against specifications in the temporal logic CTL. If the property specified is not true in the NuSMV model, the model checker offers a counterexample specifying the path where the formula fails to be true.

CTL (Computation Tree Logic). - Branching-time logic in which model of time is a tree-like structure with different paths in the future, anyone of which might be an actual path that is realised.

Quantifiers over paths:
- A φ - φ has to hold on all paths, from the current state,
- E φ - there exists at least one path starting from the current state where φ holds.

Path-specific quantifiers:
- Aφ - φ holds at the next state
- Eφ - φ holds on the entire subsequent path
- φ* - φ eventually has to hold.

Diagram can be represented as a tree specifying loops as infinite paths. CTL formulas can be validated against this model.

3.- State Transition Diagram

Diagram of state transition. Nodes represent states, and edges represent transitions between states. The diagram shows how actions affect the state of the system.

4.- Properties

- Does infinite paths exist?
- Does a valid path exist to reach every final node?
- Is a transition valid from a specific node?
- Given a node, is there a path which avoids that node?
- If a command has been questioned, is the accepted node still reachable?

5.- Results

- Properties were validated against the model.
- Limitations on the approach. (Model Checker, Rule Specification)

6.- Future Work

- Use the SPIN model checker (Explicit Model checker for asynchronous systems).
- Critical questions approach.
- Add new variables to the model- environment variables, variables related to reputation and trust.
- Consider LTL, CTL, ATL.
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ABSTRACT

Agent Based Modelling (ABM) is a methodology used to study the behaviour of norms in complex systems. Agent based simulations are capable of generating populations of heterogeneous, self-interested agents that interact with one another. Emergent norm behaviour in the system may then be understood as a result of these individual interactions. Agents observe the behaviour of their group and update their belief based on those of others. Social networks have been shown to play an important role in norm convergence. In this model\(^1\) agents interact on a small world network with members of their own social group plus a second random network that is composed of a subset of the remaining population. Random interactions are based on a weighted selection algorithm that uses an individual’s path distance on the network. This means that friends-of-friends are more likely to randomly interact with one another than agents with a higher degree of separation. Using this method we investigate the effect that random interactions have on the dissemination of social norms when agents are primarily influenced by their social network. We discover that increasing the frequency and quality of random interactions results in an increase in the rate of norm convergence.

1. INTRODUCTION

Normative behaviour, or norms, can be defined as a set of conventions or behavioural expectations that people in a population abide by. They help maintain one’s popularity within a group and ensure that individuals can productively cooperate with one another. Ignoring social norms, or conventions, can lead to negative repercussions for individuals including being ostracised from a group. Social norms present a balance between individual freedom on the one hand and the goals of the society on the other [18]. Conventions play an important role in creating a framework in which agents can structure their actions to help reduce social friction. There are two types of social norm conventions: top-down and bottom up. Top-down norms represent laws that are enforced on the population [7]. Bottom up conventions, such as shaking hands when introducing oneself, represent emergent behaviour from within the group. In this scenario agents, acting in their own self interest, choose which action to take based upon their interactions with others in the population. This is the type of social norm conversion that we investigate in this paper. Agents use locally available information to determine their selection of social norms.

ABM specifies a population as a collection of interacting, self-interested agents, where macroscopic behaviour is explained by the interaction of different individuals over time. Using this approach we can explain system-wide characteristics as emergent behaviour emanating from individual interactions of the agents.

The proposal we present in this paper is that an agent is unlikely to change its immediate social network of acquaintances very much. An individual in the population will, generally speaking, have the same wife, boss, friend etc. from one day to the next. They will, however, have a series of random ad hoc interactions with members of the general public. We recognise, however, that not all random interactions are the same. One is more likely to randomly meet one’s next door neighbours best friend than a complete stranger. To account for this we bias random interactions based on the social distance that separates agents in the network. We then run a number of experiments that test the importance of the frequency and quality of these random interactions. Using this approach we can explain system-wide characteristics as emergent behaviour emanating from individual interactions of the agents.

The rest of the paper is structured as follows; Section 2 presents an introduction to previous work in the area of norm convergence and social networks. Section 3 gives a description of the formal model used to define the agent based simulator and an explanation of how the simulator was designed and implemented. Section 4 presents the experimen-
2. RELATED RESEARCH

2.1 Norm Emergence

Agent-based Modelling (ABM) has been used in recent years as a method of studying social norms [13] [4] [2]. Savarimuthu et al. [14] generated a network of agents whose topology changes dynamically. Agents initially randomly collide on a 2D grid and then proceed to form social networks. Villatoro et al. [17] investigate the effect that network topology has on the emergence of norms. They simulate agents interacting on a lattice and scale free network. They found that highly clustered networks resulted in norm convergence in a shorter time. Conte et al. [2] and Walker et al. [18] describe a framework on integrating concepts of Multi Agent Systems with normative behaviour and how both disciplines interact. A considerable amount of the literature has studied the effects of norm emergence in populations that are fully connected and interact in a random fashion [15] [18]. The network that agents interact on, however, has been shown to play a significant role on the dynamics of diffusion [10] [17] [14]. Most of this work has dealt with static networks that are generated at initialisation time and do not change for the duration of the simulation. There have, however, been some attempts to frame research within the bounds of dynamic networks [14].

2.2 Small World Social Networks

The idea of Small World Networks first gained popularity with Stanley Milgram’s small-world study of large and sparse networks [12]. Watts et al. later describe these networks as being formed by rewiring the edges of regular lattices with probability \( p_w = 1 \), then all links are randomly assigned and the network becomes a random network. Lee et al. [11] investigated the effect that changing the value of \( p_w \) has on the emergence of a winner take all outcome in product adoption. They discovered that as \( p_w \) is increased the chance of a winner take all outcome becomes more likely. This is because the value of \( p_w \) gets closer to one the network starts to become more like a random network. This prevents localized cliques of products from existing. An analysis of a number of real world human networks [21] [16] [3] [1] have shown that they form small world networks. The Maximum Path Length (MPL), Fig. 1(b), is the maximum number of steps required to get to the furthest node, or nodes, on the network. Dijkstra’s algorithm [22] uses a breadth first search to traverse the network and discover the shortest path to each agent.

Fenner et al. [5] describe a stochastic model for a social network. Individuals may join the network, existing actors may become inactive and, at a later stage, reactivate themselves. The model captures the dynamic nature of the network as it evolves over time. Actors attain new relations according to a preferential attachment rule that weights different agents according to their degree.

2.3 Randomness in Agent Based Modeling

Agent based modelling (ABM) has a number of advantages over classical game theory approaches. Firstly, ABMs are capable of implementing Monte Carlo type stochastic iterations of a complex system. Izquierdo et al. [8] highlight the fact that any computer model is in fact, due to its very nature, deterministic. However, we can use pseudo-random number generators to simulate random variables within the model and generate an artificial Monte Carlo generator. The pseudo-random number generator is an algorithm that takes in a random input seed value and generates a result that approximates a random number. This property allows us to simulate randomness that is present in real world systems. In this fashion, an agent based simulation that provides the same input variables but implements a level of randomness can produce, sometimes, significantly different outcomes. A key challenge of analysing an ABM is in identifying an appropriate set of state variables. We can see from the section that norm emergence is heavily influenced by the individuals that an agent meets in the network. Real world interactions are dynamic, this is a feature we aim to capture in this paper.

3. MODEL DESIGN

The following section describes formally the decision making rules agents use to choose random interactions and the actions they take based on their observations. Agents receive a utility from observing the norms that have been adopted by the other individuals it encounters. Agents interact with
s members of their social network and \( r \) randomly selected agents. Initially nodes are set to having adopted either social convention \( j \) or \( k \). Nodes interact with a period drawn randomly from an exponential distribution with mean duration \( \epsilon = 3 \). This models the fact that all agents don’t update their norm selection simultaneously. An agent, \( i \), will chose to adopt norm \( j \) if the utility it observes from adopting this norm is greater than the utility it would receive from adopting convention \( k \) as defined in 1.

\[
 u^j_{i,t} > u^k_{i,t}
\]  

(1)

The utility that agents receive from each norm is defined in 2. This is divided into the utility communicated from its direct neighbours, \( D^j_{i(t-1)} \), plus the utility it receives from the random interactions it makes, \( R^j_{i(t-1)} \).

\[
u_i^j = \alpha D^j_{i(t-1)} + \beta R^j_{i(t-1)}
\]  

(2)

Where \( \alpha \) is the weighting placed on an agent interacting with the members of its own social network and \( \beta \) is the weighting of interactions taking place with random members of the agents network. The higher the \( \beta \) value the more importance agents place on random interactions. The direct network effects are defined in 3 where \( n \) is the total number of nodes on the network and \( \theta^j_{h(t-1)} = 1 \) if agent \( h \) has adopted social convention \( j \).

\[
 D^j_{i(t-1)} = \sum_{h=1}^{n} \mu_h \theta^j_{h(t-1)} \theta^j_{i(t-1)} \mu_h \begin{cases} 
 1 & \text{if } i \text{ is an acquaintance of } h \\
 0 & \text{otherwise}
\end{cases}
\]

(3)

Similarly we define the random network effects in 4 where \( n \) is the total number of nodes on the network and \( \omega^j_{h(t-1)} = 1 \) if agent \( h \) has adopted social convention \( j \).

\[
 R^j_{i(t-1)} = \sum_{h=1}^{n} \phi_h \omega^j_{h(t-1)} \omega^j_{i(t-1)} \phi_h \begin{cases} 
 1 & \text{if } i \text{ has a random interaction with } h \\
 0 & \text{otherwise}
\end{cases}
\]

(4)

Agents interact with random members of the population using a Weighted Random Interaction (WRI) algorithm based on their distance from others on the network. We use a modified version of Zipf’s law 5 to calculate a nodes weight. The probability of agent \( i \), with Maximum Path Distance (MPD) of \( M \), randomly interacting with agent \( h \) having a path distance of \( d \) from \( i \) is equal to:

\[
p_{ih}(d) = \frac{1}{(d-1)^\lambda} \left( \frac{1}{M}\right) \quad d \geq 2
\]

(5)

Where \( \lambda \) is the exponent that characterises the distribution. For the experiment carried out in this paper we set \( \lambda = 1 \). Note the condition that \( d \geq 2 \) as a node is assumed to interact with members of its social network (\( d = 1 \)). It can be seen from 5 [6] that the distribution is normalised and the frequencies sum to 1 as expressed in 6.

\[
\sum_{d=2}^{M-1} p_{ih}(d) = 1
\]

(6)

The graph shown in Fig. 2 shows the distance probability distribution of three different nodes with Maximum Path Distance (MPD) ranging from 5 to 10. We can see from the diagram that agents with a lower path distance are more likely to interact than ones with a higher path distance.

![Weighted Random Interactions](image)

**Figure 2: Weighted Random Interactions**

4. RESULTS

In all the simulations conducted, a population of 1000 agents in a small world configuration with average degree of 10 was generated. Initially all nodes are randomly given one of two norms. All the results shown are the average of 1000 different simulations. A new Small World network was generated for each simulation. Initially each agent on the network maps its social distance from every other agent. We used Dijkstra’s algorithm [9] to calculate the MPL for each node. Every time an agent interacts it generates a new set of ad hoc random interactions based on the WRI algorithm described above. We conducted four different experiments using the model described in Section 3. In Experiment 1 we simply vary the rewiring probability of the network and investigate the effect of norm convergence. Experiment 2 introduces random interactions taking place over the core small world network. We study the effect on norm convergence by varying both the value for the strength of random interactions, \( \beta \), and the number of random interactions that an agent has, \( r \). Experiment 3 and Experiment 4 both explore the level of norm convergence over time.

4.1 Experiment 1: Varying Rewiring Probability

Fig. 3 shows the effect of norm convergence when the rewiring probability is changed. We observe that the probability of all agents converging on a common norm is increased when the value of \( p_w \) is increased. This is similar to the finding of Lee et al. [11] in the domain of product adoption mentioned earlier. While increasing the value of \( p_w \) results in an increase in norm convergence, it reduces the level of clustering in the network. Real world human networks have high levels of clustering so this means that increasing \( p_w \) is unrealistic. In the next three experiments we maintain a core, highly clustered, small world network but introduce ad hoc random interactions that the agents have with others in the population.

4.2 Experiment 2: Adding Random Interactions
In this experiment a small world network is created with a rewiring probability of \( p_{rw} = 0.05 \) and \( \alpha = 1 \). As we have seen in Fig. 3 norm convergence will not happen when \( p_{rw} \) is at this level. In Fig. 4 we observe the effect of norm convergence when agents are allowed to interact with randomly selected individuals on the network who are not part of their social network. We vary both the value agents place on random interactions, \( \beta \), and the number of random interactions that they have, \( r \). The number of random interactions starts at 0 and is increased by a value of 2 until it reaches 16. The strength of random interactions, \( \beta \), is increased from 0 to 1. When \( \beta \) equals 1 then agents place the same strength on interactions with random members of the populations as on their own social network. We can see from Fig. 4 that norm convergence fails to occur when both the strength and quantity of random interactions is too low. Indeed, when agents are having up to 8 random interactions but these occurrences only carry a weight of 0.1 of random interactions then norm emergence will not occur. Increasing the number of random interaction or increasing the strength of these interactions results in norm emergence. From Fig. 4 we can see that if \( \beta > 0.5 \) and the number of random interactions \( r > 6 \) then norm convergence is guaranteed. If agents have the same number of random interactions as members of their social network, or \( s = r = 10 \), then \( \beta \) only needs to be 0.2 to almost guarantee norm convergence. This experiment shows that random interactions with members of a nodes social network plays an important role in norm convergence.

### 4.3 Experiment 3: Varying Random Interactions

In Fig. 5 we set the level of \( \beta = 0.1 \) and increment the number of random interactions. We can see that there is no norm convergence when the time is less than approximately 50 or the number of random interactions is less than 10. We can see that once the population overcomes this threshold level of random interactions then there is a steady increase in the number of simulations resulting in convergence. The graph appears to be a series of terraces because the random degree is increased in steps of 2.

### 4.4 Experiment 4: Varying the level of \( \beta \)

In this final experiment we set the level of random interactions to 4, \( \alpha = 1 \) and incremented the level of \( \beta \). We can see from Fig. 6 that there are several jumps in norm convergence when we increase the level of \( \beta \). Specifically, when \( \beta \leq 0.2 \) then none of the simulations converge to a common norm. When \( \beta \geq 0.5 \) then all the simulations converge to a common norm. We can also see that that when \( 0.2 \leq \beta \leq 0.3 \) then some norm emergence does occur but at a much slower rate.

### 5. CONCLUSIONS

The aim of this paper was to construct a more realistic network of agent interactions that might help explain the emergence of norms in society. We defined an algorithm that uses a nodes social distance on the network to calculate its chance of interacting with a random member of the population. We have demonstrated the importance that random agents can have on the emergence of social norms. Particularly our research demonstrates how norms can rapidly take hold in environments were agents interact heavily with random individuals outside their social network. This would perhaps be analogous to people in a large city interacting with lots of random individuals versus residents of a rural area that mostly meet members of their own social network. Our results from Section 4 highlight that norm convergence is dependant on both the frequency and quality agents place on random interactions.
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Introduction

Agent Based Modelling (ABM) is a methodology used to study the behaviour of norms in complex systems (Conte 1999). Agent based simulations are capable of generating populations of heterogeneous, self-interested agents that interact with one another. Emergent norm behaviour in the system may then be understood as a result of these individual interactions (Walker 1995). Agents observe the behaviour of their group and update their belief based on those of others. Social networks have been shown to play an important role in norm convergence. In this model agents interact on a small world network with members of their own social group plus a second random network that is composed of a subset of the remaining population. Random interactions are based on a weighted selection algorithm that uses an individual’s path distance on the network. This means that friends-of-friends are more likely to randomly interact with one another than agents with a higher degree of separation. Using this method we aim to investigate the effect that random interactions have on the dissemination of social norms when agents are primarily influenced.

Small World Networks

Small World Networks are highly clustered, yet have length scaling properties equivalent to the expectations of randomly assembled graphs (Watts 1999). Notice in Fig. 1(a) that the link with the dashed line has been re-wired to another part of the network. This creates an instant shortcut to distant nodes. Small world graphs span the gap between ordered lattices and random graphs.

Randomness

ABMs are capable of implementing Monte Carlo type stochastic iterations of a complex system. Izquierdo et al. (Izquierdo 2009) highlight the fact that any computer model is in fact, due to its very nature, deterministic. However, we can use pseudo-random number generators to simulate random variables within the model and generate an artificial Monte Carlo generator. The pseudo-random number generator is an algorithm that takes in a random input seed value and generates a result that approximates a random number. This property allows us to simulate randomness that is present in real world systems.

Model Design

Agents receive a utility from observing the norms that have been adopted by the other individuals it encounters. This includes members of its social network and random members of the population.

\[ w_i = a D_j^{(t-1)} + \beta R_j^{(t-1)} \]

Agents interact with random members of the population using a Weighted Random Interaction (WRI) algorithm based on their distance from others on the network. We use a modified version of Zipf’s law to calculate a nodes weight. The probability of agent \( i \), with Maximum Path Distance (MPD) of \( M \), randomly interacting with agent \( j \) having a path distance of \( d \) from \( i \) is equal to

\[ p_{ij}(d) = \frac{1}{(d-1)^\alpha} \frac{1}{\sum_{m=1}^{M} (1/m^\alpha)} d \geq 2 \]

Simulator Design

In all the simulations conducted, a population of 1000 agents in a small world configuration with average degree of 10 was generated. Initially all nodes are randomly given one of two norms. All the results shown are the average of 1000 different simulations. A new Small World network was generated for each simulation. Initially each agent on the network maps its social distance from every other agent.

Results

Experiment 1
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ABSTRACT
Argumentation is a daily reasoning mechanism used by human beings and it is studied under many different disciplines of science. Computational argumentation concentrates on the modeling and analyzing issues of argumentation processes. Besides, computational argumentation also provides a powerful basis to develop methodologies for multi-agent interactions. In this paper we propose an argumentation framework with the aim of distributed decision making. In our framework we represent beliefs of agents through Bayesian networks. Accordingly, we specify what an argument is, how agents interpret arguments and how agents update their beliefs according to the exchanged arguments. Through conducting a case study we also investigate effects of initial beliefs of agents and parameters of our framework on the results of distributed decision making process.
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I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Algorithms, Design

Keywords
Argumentation, Bayesian Networks

1. INTRODUCTION
Computational argumentation systems are used by the artificial intelligence (AI) community to model and analyze the act of human argumentation [2]. Argumentation is mainly used as a non-monotonic reasoning mechanism in cases such as medicine and law, where classical formal logics are inadequate. More recently argumentation is used by the multi-agent systems (MAS) community to model interaction between agents as a negotiation mechanism for decision making [1, 5]. Early argumentation systems use classical logics such as propositional and predicate logics to model knowledge of agents. More recent studies use probabilistic models in order to represent the knowledge of agents better [6, 8]. Especially in [9] Vreeswijk proposes an argumentation approach using Bayesian inference. He uses the admissibility semantics of Dung [4] and proposes an algorithm to generate arguments on Bayesian networks. The approach that we propose in this paper uses a similar approach to generate arguments on Bayesian networks. However, our main concern in this paper is the use of such arguments in a multi-agent dialogue in order to achieve mutual decisions.

In this paper we develop an argumentation system for multi-agent decision making, where agents use Bayesian networks for belief representation and inference. We propose an argumentation framework that specifies the concept of an argument considering probabilistic structures. This framework also defines the belief update policies of agents on Bayesian networks based on two thresholds variables, namely, the acceptability threshold and the confidence threshold. We also provide an algorithm to guide the realization of the concepts of the framework. We implement our framework in Java language using NeticaJ API for inference. We conduct a case study, in which we investigate the effects of the initial beliefs of the agents and the threshold values proposed in the argumentation framework.

This paper is organized as follows. In Section 2 we provide the background about argumentation and Bayesian networks. In Section 3 we define our framework. In Section 4 we conduct a case study on a sample Bayesian network to evaluate our argumentation framework and present our observations. Finally, in Section 5 we conclude our discussion and point out to some future directions.

2. BACKGROUND

2.1 Argumentation
Argumentation is studied in philosophy since Aristotle. It is also studied in the AI community since it is a major mechanism of daily reasoning. Computational aspects of argumentation can be divided into the following main themes [2]:

- The structure of an argument and interaction of the
components

- The rules and protocols that define the argumentation process
- Identifying valid and invalid arguments
- The argumentation strategy (i.e. deciding which argument to propose and when future discussion is redundant)

Argumentation can be used by both individual agents as an internal reasoning mechanism or by multiple agents as a medium of dialogue for information exchange, negotiation and decision making [1, 5].

2.2 Bayesian Networks

A Bayesian network [7] is a directed acyclic graph that represents a probabilistic model as a set of random variables and their conditional independence assumptions. Usually, random variables are used to model discrete states of affairs. However, it is also possible to use continuous variables. The arcs in the Bayesian network specify the independence assumptions that must hold between the variables. These independence assumptions determine the required probability information to specify the probability distribution of the random variables in the Bayesian network.

The independence assumptions have a key role for a Bayesian network since they significantly reduce the probability information required to model the underlying situation. Normally, if there are $n$ binary random variables, without any independence assumption we need $2^n - 1$ joint probabilities to specify the complete distribution. For instance, in the Bayesian network (presented Figure 1) that we use in our case study there are five binary random variables. That is without considering the independence assumptions we need 31 joint probabilities to specify the complete distributions. On the other hand, by introducing the independence assumptions in the Bayesian network, we reduce this number to 10.

There are mainly two type of methods to evaluate a Bayesian network [3]. The first type of these methods are the exact methods. In general these methods are NP-hard. However, in the literature there are algorithms that can solve even large networks in acceptable amount of time. The other type of methods are approximate methods. These approximate methods are fast but they sacrifice some precision. However, the loss of precision is negligible in most practical cases. In general there is no single algorithm that performs the best in all cases and the performance of the algorithms is mostly dependent on the topology of the Bayesian network.

3. ARGUMENTATION FRAMEWORK

In this section we describe the details of our argumentation framework. We first discuss the role of an agent in the framework. Then we define the argument and its structure. After that we explain the belief update process. Lastly, we provide an algorithm that combines these concepts in a formal representation.

Before going into the details of our framework, we express our assumptions as follows: in our framework, we assume that agents share a common structure for their Bayesian networks, although the probability assignments of variables are different. We also assume that all variables in the Bayesian networks are discrete binary variables and are in one of the two states as true or false. When we call belief of an agent on some variable we refer to the probability assignment of this variable and if this is a conditional probability we call each possible set of state assignments of the conditional variables as a case.

3.1 Agents

Definition 1. An agent $A = <B, p>$ is a pair, where $B$ is a Bayesian network that represents the belief base of the agent and $p$ is a policy that defines the belief update policy of the agent.

In our framework, an agent is a computational entity that has a belief base represented as a Bayesian network. Agents interact through arguments with each other to come up with a common conclusion on the state of some variable. Through this argumentation process each agent updates its belief base according to the information received as arguments from the other agents and its own belief update policies. The belief update policies specify the belief update behavior of the agent. Using these policies, agents do not simply change their beliefs without any question according to the beliefs of the other agents, but instead they autonomously decide about belief updates considering their own state and priorities. Therefore, agents have always the option to reject an argument of another agent without changing their beliefs. On the other hand agents can generate counter arguments to influence other agents according to their own beliefs.

3.2 Argument Structures

In classical logics an argument is a set of one or more propositions as premises along with another proposition as conclusion, such that the truth of the conclusion is a logical consequence of the given premises.

Definition 2. An argument $\text{Arg} = <v, s>$ is a pair where $v$ is a variable in $B$ and $s$ is a conditional probability in $B$.

Since we deal with probabilistic structures, in our context interpretation of an argument is different. An argument consists of two parts. The first part of an argument is the query variable. The query variable is the variable in the Bayesian network, on which the agents try to achieve a mutual decision. The second part of the argument is another variable (in the Bayesian network) with its probability (and the state of dependent variables if it is a conditional probability). To explain the idea better consider a Bayesian network that has three variables $Q$, $W$ and $R$, and there is a conditional relation from $R$ to $W$ such that $P(W|R)$ and from $W$ to $Q$ such that $P(Q|W)$. We choose $Q$ as our query variable and we want to create an argument using the conditional relation between $R$ and $W$. In such a case, part one of an example argument contains the query variable $Q$ and part two of the argument contains $P(W|R = \text{true})$ (a possible state assignment of the conditional variable $R$). A second argument may again contain the query variable $Q$ in part one and different than the first example $P(W|R = \text{false})$ in the second part (another state assignment of the conditional variable $R$). Note that the arguments does not contain the full conditional probability tables such as $P(W|R)$, but instead each argument involves only one assignment of the conditional variable such as $P(W|R = \text{true})$ or $P(W|R = \text{false})$.
3.3 Belief Update

Belief update is the major mechanism that agents use to achieve common conclusions. If two agents have different conclusions on the state of a variable in their Bayesian networks, they select it as the query variable and start to argue about this variable by proposing arguments to each other. With each argument the agent tries to influence the other agent by changing the beliefs of the other agent in the direction of its own beliefs.

An important issue in belief update in the context of multi-agent systems is autonomy. While updating its beliefs, an agent should consider its own state and priorities besides the beliefs of the other agents. Hence, in some cases, if the belief of the agent conflicts with the belief of the other agents, the agent should be able to reject the belief of the other agents and keep its belief as it is. Although this may prevent to achieve a common conclusion in some cases, it preserves the priorities of the agents.

To achieve autonomy in belief update in our framework agents use two threshold values represented as a policy of the agent.

**Definition 3.** An agent policy is a pair \( p = (a, C(v)) \) where \( a \) is the acceptability threshold of the agent and \( C(v) \) is a function that maps each variable \( v \in B \) to a confidence threshold.

The first one is acceptability. Acceptability defines the overall tolerance of the agent to the beliefs of the other agents. Higher acceptability means the agent is more tolerant to accept the other agents beliefs and change its own beliefs accordingly. On the other hand a low acceptability reflects the conservativeness of the agent to the beliefs of the other agents. When a belief of another agent is received through an argument, the agent compares its own belief with the received belief of the other agent. If the difference between the two beliefs is within the acceptability threshold of the agent then the agent accepts the belief of the other agent and applies belief update. On the other hand, if the difference between the beliefs is not within the acceptability threshold, the agent rejects other agents belief and does not update its own belief. Equation 1 represents the concept of acceptability threshold formally, in which accept is a binary variable that represents whether the belief of the other agent is acceptable or not, \( \beta_{agent} \) represents the belief of the agent, \( \beta_{arg} \) represents the belief of the other agent received as an argument and \( \alpha \) is the acceptability limit.

\[
\text{acceptability} = \begin{cases} 
1, & |\beta_{agent} - \beta_{arg}| \leq \alpha \\
0, & \text{otherwise} 
\end{cases}
\] (1)

The second threshold value is the confidence. The aim of the confidence is to represent the self-confidence of the agent on its beliefs, which effects the degree of change in beliefs while updating beliefs. A larger confidence value means that the change of the agents belief will be smaller. Instead of a general confidence threshold that effects all beliefs of the agent equally, we associate individual confidence values with each belief (each probability of a variable in the Bayesian network). In this way we can represent different confidence on different beliefs of the agent. This is indeed useful to reflect real world situations, such as the trustworthiness of the source of belief. If the belief of the agent about a fact is developed through information obtained from untrustworthy external sources, the confidence of the agent on this belief may be low. On the other hand, if the belief of the agent about another fact is developed through self observation by the agent itself, the confidence of the agent on this belief may be higher than the first case. Equation 2 represents the concept of confidence formally, in which \( \beta_{agent} \) represents the belief of the agent, \( \beta_{arg} \) represents the belief of the other agent received as an argument and \( \omega_{agent} \) represents the confidence of the agent on the certain belief \( \beta_{agent} \).

\[
\beta_{agent} = \beta_{agent} \times \omega_{agent} + \beta_{arg} \times (1 - \omega_{agent})
\] (2)

3.4 The Algorithm

In this section we present an algorithm for the agents that use the concepts of argumentation and belief update explained in Sections 3.2 and 3.3. Before going into details of the algorithm, let us remind our assumptions. We assume that the agents share a Bayesian network with identical structure, but with different probabilities assigned to variables, which are always binary (possible states of variables are always true and false). We also assume that all agents commonly know on which variables state they want to achieve a mutual decision (i.e. the query variable).

An agent runs this algorithm when it receives an argument from another agent. The received argument consists of the belief of the other agent on a variable represented by \( \beta_{arg} \) and the state of the query variable in the belief base of the other agent represented by \( \gamma_{arg} \). The agent first checks the acceptability of the received belief \( \beta_{arg} \) (line 1). If the received belief \( \beta_{arg} \) is acceptable it applies the update policy on its own belief base (line 2). Then, using the updated belief base it performs inference on the underlying Bayesian network to compute the posterior probability of the query variable and decides on the state of the query variable and assign the result to \( \gamma_{agent} \) (line 3). After that it compares the inferred state of the query variable \( \gamma_{agent} \) and the state of the query variable as told by the other agent \( \gamma_{arg} \) (line 4). As the result of this comparison, if the agent captures that it agrees with the other agent on the state of the query variable, it sends an accept message to the other agent to conclude the argumentation process. On the other hand, if the agent captures that it disagrees with the other agent on the state of the query variable, it sends a reject message to the other agent to inform that the a mutual decision on the state of the query variable is not achieved yet (lines 5-7). If the received belief \( \beta_{arg} \) is not accepted (else part of the if-condition in line 1) the agent generates a counter argument and sends it as a reply to the argument of the other agent (line 10).

To generate a counter argument, the agent uses its belief base and the underlying Bayesian network as follows: the agent uses a flag for each variable in the Bayesian network in order to keep track of whether this variable is used in the argumentation process or not. If the agent decides to send a counter argument, it starts to check the flags on the variables starting from the query variable. If the query variable itself is not used (probably at the beginning of argumentation process), the agent creates the counter argument using its belief on the query variable and flags the query variable to prevent future use of this variable. Using its belief on the query variable as the first argument brings an advantage
Require: $\beta_{\text{arg}}$
Require: $\gamma_{\text{arg}}$
Require: $\alpha$
Require: $\omega_{\text{agent}}$

1: if $|\beta_{\text{agent}} - \beta_{\text{arg}}| \leq \alpha$ then
2: $\beta_{\text{agent}} \times \omega_{\text{agent}} + \beta_{\text{arg}} \times (1 - \omega_{\text{agent}})$
3: $\gamma_{\text{agent}} = \text{inference()}$
4: if $\gamma_{\text{agent}} = \gamma_{\text{arg}}$ then
5: return accept
6: else
7: return reject
8: end if
9: else
10: return generateCounterArgument()
11: end if

Algorithm 1: The agent algorithm

to the agent to influence the other agent directly according to its own belief on the early stage of the argumentation process especially if the acceptability of the other agent is high. If the query variable is already used (flagged), the agent continues by the immediate parent variables of the query variable in the Bayesian network to generate a counter argument. If also the immediate parents were used before, the immediate child variables of the query variables are used by the agent to generate the counter argument. The agent repeats this process recursively until a non-flagged variable in the Bayesian network is found. If all variables are flagged the agent sends a stop message to the other agent to indicate that achieving a mutual decision on the state of the query variable is not possible, since all variables are already used for argumentation and stops the argumentation process.

Agents repeat this algorithm in a turn taking manner until either a mutual decision on the state of the query variable is achieved or both agents propose all of their possible arguments and still no mutual decision is achieved on the state of the query variable.

4. CASE STUDY

4.1 Setting

In this section we demonstrate the results of our case study. In our case study the agents use a well known Bayesian network, namely the family-out network, which we present in Figure 1 [3]. Although family-out network is simple, it is useful for observation since it makes possible to keep track of the progress of our argumentation system. In all cases we select the variable “Dog Out” as the query variable. We observe the behavior of our argumentation system on six different cases with different combinations of belief similarity and acceptability threshold of agents. For belief similarity we define two qualitative levels as close beliefs and distant beliefs. In close beliefs level, the difference between the beliefs of the agents for the same variable is in range $[0, 0.25]$. In distant beliefs level, the difference between the beliefs of the agents for the same variable is in range $[0.2, 0.5]$. For both levels we guarantee that the initial state of the query variable is always different for each agent (i.e. one agent says true and other says false). For acceptability threshold we choose two values as 0.25 (low acceptability) and 0.5 (medium acceptability). We set the confidence threshold to 0.5 for all cases, which means its effect is neglected. As the result of each case study we observe the length of the argumentation process (number of arguments exchanged with maximum of 20 arguments due to the structure of the family-out network) and whether a mutual decision is achieved between agents at the end of the argumentation process. We summarize all cases in the following table.

<table>
<thead>
<tr>
<th>Case</th>
<th>Belief Similarity</th>
<th>Agent-1 Accept.</th>
<th>Agent-2 Accept.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Close Beliefs</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Close Beliefs</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>3</td>
<td>Close Beliefs</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>4</td>
<td>Distant Beliefs</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>Distant Beliefs</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>6</td>
<td>Distant Beliefs</td>
<td>Low</td>
<td>Medium</td>
</tr>
</tbody>
</table>

4.2 Observations

- **Case 1:** In Case 1 the agents have belief bases with close probability assignments. On the other hand their acceptability thresholds are low, hence they are not tolerant to the beliefs of the other agents. In this case the argumentation process takes 7 turns and 14 arguments are proposed between the agents. The agents achieve to a mutual decision, in which the state of the query variable “Dog Out” is inferred as “false” by both agents (initial belief of Agent-2). In this case the argumentation process requires exchange of 14 arguments, which is considerably long (remember maximum possible number of argument exchange is 20). The major reason of this result is the low acceptability tolerance of both agents, which decreases the effect of close beliefs. However, the agents still achieve to a mutual decision on the state of the query variable.

- **Case 2:** In Case 2 the agents have belief bases with close probability assignments. Additionally, their acceptability thresholds are medium, hence they are more tolerant to the beliefs of the other agents and we expect them to achieve a mutual decision in a short amount of time. In this case the argumentation process takes 4 turns and 8 arguments are proposed between agents. The agents achieve to a mutual decision, in which the state of the query variable “Dog Out” is inferred as “false” by both agents (initial belief of Agent-2). In this case the argumentation process requires less time with respect to the Case 1 as expected, since the medium acceptability threshold of the agents allows them to accept each others arguments more easily and speeds up the belief update process. Hence, the agents achieve to a mutual decision in a shorter time.

- **Case 3:** In Case 3 the agents have belief bases with close probability assignments. However, they have different acceptability thresholds, such that the Agent-1 has low acceptability and Agent-2 has medium acceptability. Hence, Agent-2 is more tolerant to Agent-1’s beliefs but the opposite is not true. In this case the
The argumentation process takes 5 turns and 10 arguments are proposed between the agents. The agents achieve to a mutual decision, in which the state of the query variable "Dog Out" is inferred as "true" by both agents (initial belief of Agent-1). Different then Case-1 and Case-2 the mutual decision of the agents is "true" in this case. This is because Agent-1 has more influence on Agent-2 according to the acceptability thresholds and Agent-1 convince Agent-2 to its own decision.

- **Case 4:** In Case 4 the agents have belief bases with distant probability assignments. Additionally, their acceptability thresholds are low, which makes hard to achieve a mutual decision. In this case the argumentation process takes 10 turns and 20 arguments proposed by the agents. However, no mutual decision is achieved by the agents on the state of the query variable, due to distant beliefs and low acceptability.

- **Case 5:** In Case 5 the agents have belief bases with distant probability assignments. On the other hand, their acceptability thresholds are medium, hence there is still an expectation to achieve a mutual decision. However, after 10 turns and 20 argument propositions, no mutual decision is achieved between the agents on the state of the query variable. In this case, although agents are tolerant to each others beliefs, the initial difference between the beliefs prevent them to achieve a mutual decision.

- **Case 6:** In Case 6 the agents have belief bases with distant probability assignments. As in Case-3, Agent-2 has a higher acceptability threshold than Agent-1 and hence it is more tolerant to the beliefs of Agent-1. In this case the argumentation takes 10 turns and 20 arguments are proposed by the agents. No mutual decision is achieved by the agents. Although Agent-1 can not convince Agent-2 enough to accept its own decision about the query variable, by checking the probability assignments of Agent-2’s Bayesian network at the end of the argumentation process, we still observe significant changes, such that the probability assignments are closer to Agent-1’s probability assignments.

5. CONCLUSIONS

In this paper we develop an argumentation system for multi-agent decision making, where agents use Bayesian networks for belief representation and inference. For this purpose, we propose an argumentation framework, in which we define structure of an argument and belief update policies of the agents on Bayesian networks. Our belief update process is based on the acceptability threshold and confidence threshold variables. We provide an algorithm to realize the argumentation framework. We implement our framework in Java language and conduct a case study on family-out network. We provide an algorithm to realize the argumentation process takes 5 turns and 10 arguments with distant probability assignments, agents can not achieve to a mutual decision. Besides, we observe that if there is a difference between the acceptability threshold values of the agents, the agent that has a lower threshold value has an influence on the beliefs of the agent that has a higher threshold value. Hence, the agent with lower threshold value can convince the agent with higher threshold value to its own decision.

This work can be extended in the following directions: our framework assumes that the agents share the structure of the Bayesian network and the variables have only two states. It will be interesting to extend our framework in such a way that these two assumptions are eliminated. The case study provides promising preliminary results. However, a detailed experimental study that involves various network structures, probability distributions and evidence information is required for validation.
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ABSTRACT
In this paper we describe our idea of supporting the multi-agent system development within the JIAC framework by a unified tool solution. We illustrate an approach of providing a development platform, which enables comfortable, quick and comprehensive multi-agent system design and provides semantic searching for available services. At this we start with our latest three feature extensions to the JIAC framework, each one developed in the scope of a diploma thesis, and describe our planned adjustments and ideas to achieve the desired functionality.

1. INTRODUCTION
Over the last decade, Agent Oriented Software Engineering (AOSE) has gained attention as a suitable methodology for providing quality assurance within software development processes [4].

In order to counter nowadays requirements, the DAI Labor has developed JIAC V, the fifth version of its JIAC (Java Intelligent Agent Componentware) services framework, which allows the implementation of open, distributed and scalable multi-agent systems in which agents are able to offer their abilities in a service oriented way. Development is supported by a rich library, which provides services and agents with frequently required abilities. The developer can reference these agents and extend their behaviour by custom defined services. JIAC V provides a script language for this purpose. In its second incarnation, the JIAC Agent Description Language (JADL++) [5] has been geared towards the requirements of agent oriented service specification. Regarding JIAC V’s comprehensive capabilities of transparent distribution, service based interaction, semantic service descriptions, generic security and management mechanisms and support for flexible and dynamic reconfiguration in distributed environments, the framework’s need for tool solutions becomes apparent.

In this work, we describe our approach in developing a toolkit for the design of applications and software components based on JIAC V. At this, we make use of our latest three framework extensions — each one a result of a separate diploma thesis [5, 7, 10]. Due to the area of application of these extensions, this work focuses on the multi-agent system (MAS) design stage with particular emphasis on JIAC V’s service aspects.

2. JIAC V TOOLS
JIADedit is an Eclipse based editor for JADL++ [5], a programming language which has been designed with particular focus on an easy usage in order to assure comfortable first steps in agent oriented programming. JADL++ has been developed within the diploma thesis of the first author [5]. As one of its main features, JADL++ uses the knowledge representation language OWL [3] as semantic foundation for its complex data types. JIADedit is divided into two parts, a JADL++ source code editor which provides helpful features like syntax highlighting, code completion, error marking and many more. The second part is an ontology browser, which displays detailed information on the included ontologies, such as their classes and their properties.

The Agent World Editor [7, 8], or AWE, is a tool which supports framework independent design of multi-agent systems while a code generation feature for an extensible set of target frameworks is provided as well. AWE employs a visual system engineering paradigm and represents even complex multi-agent systems in a single diagram, whose structure is formally specified by an underlying domain model. The code generation routine is capable of translating a platform independent design into executable code of a specific framework runtime. Currently we support JIAC IV, JIAC V and MicroJiAC, however, AWE’s modular architecture also holds for frameworks beyond the JiAC world.

The JIAC SEMA ntic SE rvice MA tcher (SeMa2) [10] provides a matching algorithm for the comparison between service enquiries and proposed service descriptions. Since agents shall find the appropriate services in an autonomous way, the latter are described by semantic information which allows for an automatic and detailed categorisation. The JIAC SeMa² algorithm is based upon the OWL service description ontology OWL-S [9], which allows to specify the purpose of a service by offering different parameters. Besides the name of the service these are in particular input/output parameters and preconditions and effects (IOPs). Preconditions and effects themselves are described in the Horn-like rule language SWRL [6], which extends the expressiveness of OWL.

3. TOWARDS TOOLIPSE2
The main concern of our latest feature extensions to JIAC V was to increase the framework’s overall performance.
We already evaluated SeMa² within the last year’s edition of the Semantic Service Selection Contest [1] and received positive results. An evaluation of AWE and JADLedit has been done in the context of this year’s Multi Agent Contest [2], in which we supported the JIAC team developers with our tools. At the moment, we are working on a combined tool solution in which the developer can profit from each of the three presented features from a central point.

While AWE allows for the appending of services to an agent, an existence of those is still assumed. The overall MAS development process is consequentially determined by an alternating usage of JADLedit, which is used to develop the required services, and the Agent World Editor, which is used to attach the latter to agents and design the overall multi-agent system structure.

In order to increase efficiency, we are currently working on a combination of JADLedit and the Agent World Editor.

Our basic idea at this is to use JADLedit as editor for services selected in AWE. This provides not only detailed knowledge of existing services, but also allows for additional adjustments and developments from scratch, which is moreover supported by a comprehensive overall MAS representation. Since both, AWE and JADLedit, have been developed as plug-ins to the Eclipse IDE, our main task remains in defining the cooperation between both tools.

Although the combination of AWE and JADLedit makes the service-oriented agent development more comfortable, the capabilities of the service paradigm — with reusability aspects in particular — are as yet not fully utilised. The development support is still limited to the implementation and the appending of existing services to agents, however, an effective search mechanism for these specific services in the framework’s libraries is currently not provided. At this point we are pursuing an application of SeMa².

Our approach here is similar to that of the previous combination of AWE and the JADL editor. Again, we are utilising Eclipse’s plug-in mechanism and encapsulate the entire service lookup feature within a separate plug-in. The plug-in will contain a visual front-end (including a search mask, a search result table and features to add the retrieved services to an agent) and the service matcher itself. In the search mask, we will provide service retrieval in different granularity. The developer will be able to search for available services (i.e. library or custom developed) by name or by an OWL-S service description, which allows for the specification of detailed parameters, such as preconditions or the service’s effects. Matching results will be displayed within a table and comprise a detailed description, while buttons allow the developer to append the retrieved results to the current MAS setup.

The combination of AWE, JADLedit and SeMa² will support us as multi-functional tool in the design of multi-agent systems, in the accompanying service selection and in their development.

4. CONCLUSION

In this paper we described our idea in combining the results of three separate diploma theses to a MAS development tool for the JIAC V framework. In doing so, we started with an introduction of the JIAC V framework with particular focus on its service feature and motivated the necessity for a supporting tool solution. Subsequently, we introduced the results of the mentioned diploma theses, namely SeMa² as semantic service matcher, AWE as MAS design tool and JADLedit as service development tool and described the usage of the latter two within the overall JIAC V development process. We criticised the alternating usage of both and proposed our idea and our approach in combining AWE and JADLedit to one single tool solution. In order to provide an effective search mechanism for available services, we described our intention to include SeMa² in this tool combination as well. As a long-term goal Toolipse 2 shall offer methodology guided support in every aspect of the JIAC V development process.
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Towards Toolipse 2
Tool Support for the JIAC V Agent Framework

Motivation
JIAC V, a component-based and service-oriented agent framework, provides a graphical user interface for the simplified development of multi-agent systems with a special focus on services (Toolipse 2). Recently three framework extensions have been developed for this purpose, namely SeMa², AWE and JADLedit. In a first step, these extensions are being combined to a unified Eclipse-based IDE, which aggregates the strengths of a powerful design-time tool and is extensible to further features.

SeMa²
The Semantic Service Matcher (SeMa²) provides a matching algorithm to match semantical enriched service descriptions at design-time and runtime.
- Uses OWL and OWL-S as semantical service description language and schema
- Provides a front-end mask for developers to search for existing services
- Enables searching for different service attributes, such as input/output parameters, preconditions and effects

JADLedit
JADLedit is a source code editor for the programming language JADL++, which enables for the service definition of software agents. At this, JADL++ utilises OWL as semantical foundation for complex data types.
- Allows ontology browsing with elective view on OWL classes and properties
- Provides code highlighting, code completion, syntactical error marking and outline view for services
- Developed as Eclipse plug-in

AWE
The Agent World Editor is a tool which supports framework comprehensive design and deployment of multi-agent systems. At this, AWE provides visual engineering and conveniently represents even complex multi-agent systems by means of an expressive notation in a single diagram.
- Uses highly generic domain model
- Provides generation of executable code (JIAC IV, JIAC V, MiroCoIAC)
- Enables comfortable framework extension
- Developed as Eclipse plug-in

Towards Toolipse 2
The figure shows an illustration of SeMa², AWE and JADLedit to a unified tool solution, which offers a comprehensive multi-agent system development at design time. In this context AWE allows to model a multi-agent system by adding different components, such as platforms, agents and services. New services can easily be developed by using JADLedit and finally added to the AWE platform. Avoiding redundancy work it is also possible to search for already existing services via the SeMa² front-end. Further, typical errors like missing imports of services can be detected at design-time.
ABSTRACT
Using a formalization of a sociological theory, the Sociology of Organized Action, we describe an organization as a mathematical object that represents its structure and its components, Actors and Resources. Together with an analytic analysis of this structure, Actors are granted with a bounded rationality mechanism, that simulates the way they adapt their behaviors to others, in order to know what states are the most sociologically likely to appear. After the presentation of the meta-model of social organization and the simulation algorithm, a sensitivity analysis reveals the importance of the tenacity parameter.
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1. Meta Model of an Organization
The Sociology of Organized Action defines the structure of an organization as a set of related Actors and Resources. Each Actor controls at least one Resource and so determines how well others (and him-self) can access this Resource. On the other hand, each Actor depends on some Resources and he has stakes in the Resources he needs to reach his goals. To analyze how the organization operates, we have to consider what the aims of an Actor lead him to do, rather than on the nature of these aims. The Actor who controls a Resource defines its state inside a space of choice. This space of choice characterizes the autonomy of the Actor, and the Resource’s state his degree of cooperation in the management of this Resource. Hence, the Actor controller determines the ability of other Actors to exploit the Resource to achieve their goals, i.e. their capacity of acting. An effect function is associated with each Resource to set this value:

\[ \text{effect}(r, s) = \sum \text{stake}(a, r) \cdot \text{effect}(a, s) \]

Another significant quantity is the ability of an Actor to contribute the satisfaction of others thanks of the Resources he controls. This quantity is essential in the Sociology of the Organized Action, and is defined as follows:

\[ \text{power}(a, b, s) = \sum \text{controlls}(a, r) \cdot \text{stake}(b, r) \cdot \text{effect}(b, s) \]

For any particular state, satisfaction and power can be computed for each Actor, allowing the sociologist to interpret the current state, according to his empirical knowledge of the organization he modelizes. However, every state may not be reachable, for cognitive or social acceptability reasons. In order to know which states are likely to appear from a sociological point of view, we simulate the behavior selection with a learning algorithm.

Figure 1. Meta-Model of the structure of social organization.

2. Simulation
The behavior selection that we compute by simulation respects the hypothesis of bounded rationality: each Actor has a strategic behavior, but he only perceives the effects of the states of the Resources he depends on, due to social Resourceship opaqueness and cognitive limitations. That behavior has to be also quite stable, since a constitutive property of organizations is the regulation of Actors’ behaviors. Finally, it has to be cooperative. Cooperation is required for the organization to sustain and to work in a proper way, and every Actor has an interest in maintaining the organization. The assumption of rationality of social Actors leads to base this behavior on the basic cycle in which each player chooses an action according to its own objectives:

- He collects information about the system state, mainly his situation.
- He decides what action to take to improve his satisfaction.
- He performs that action until the game is stationary, i.e. that all players are satisfied.

We use a rule system to implement the learning process of each Actor. A rule is defined as \{situation, action, strength, age\}, where:

- situation: is the list of capacities of action provided by the
Prisoner’s Dilemma model, with 100 experiences varying the tenacity of both actors from 900 to 999. Each experiment was conducted with 50 runs of simulation.

During a simulation step, each Actor selects an action and updates the rule base as follows:
- He compares consecutive satisfaction values. The strength of the previously applied rule will be increased or decreased in proportion of the improvement.
- He selects rules, whose situation component are close to his current situation, and chooses the strongest rule.
- If the set of selected rules is empty, a new rule is created, with the current situation, a random action and a null strength.
- Once every Actor has chosen a rule, the corresponding actions are performed.

In addition, we model the ambition of an Actor with a threshold. This ambition is initialized to the maximum value of satisfaction he can reach and it will come closer to his current satisfaction during the simulation. The bigger the gap between his current satisfaction and his ambition, the more the Actor explores and undertakes vigorous actions, while he exploits his set of rules when his current satisfaction and ambition are close. The decrease of the Actor’s ambition represents his resignation. When each player has a current satisfaction greater than his ambition, the simulation ends and then we consider that a regulated configuration of the organization (i.e. states set of the Resources) is reached, that is sociologically plausible: each Actor manages the resources that he controls in a way that is satisfactory for himself and others.

How quickly the ambition comes closer to the current satisfaction is defined by the Actor’s tenacity parameter:

\[
\text{ambition} + \left( \text{currentSatisfaction} - \text{ambition} \right) \times \text{tenacity}
\]

3. Sensitivity Analysis of Tenacity
To study the influence of the tenacity on the number of steps needed for reaching a stationary state and on the levels of actors’ satisfactions, we analyze the results of the simulation algorithm on the classical prisoner's dilemma.

Prisoner's dilemma is a simple model consisting of two actors: "A" which controls the relation "Ra" and "B" which controls the relation "Rb." Each player places his stakes in a way symmetrical to the other; the sum of stakes for each actor is normalized to 10.

In this model, each actor put 1 on the relation controlled by himself and -1 on the other, which represents the value -1 for cooperation and 1 for non-cooperation. This simple model requires cooperation between the two actors in order that each actor reaches his maximum value of satisfaction (80). This model is symmetric, i.e. the reward, punishment, temptation or payoff are the same for each actor, and payoffs have only ordinal significance, i.e. they indicate whether one payoff is better than another or not.

Both figures 2 and 3 result from a sensitivity analysis, of the Prisoner’s Dilemma model, with 100 experiences varying the
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Figure 2. The variation of the average number of steps needed until the convergence is reached according to the variation of the actors’ tenacity.

![Figure 3.](image)

Figure 3. The variation of the average satisfaction of actors according to the variation of their tenacity.

The satisfactions of the two actors are quite similar, due to the symmetry of the system. The influence of tenacity on satisfaction and the number of steps required for convergence is due to the ambition technique used for the resignation of the actors. A high value clearly increases the satisfaction of the actors (Figure 3), as they perform a better exploration of the state space that entails a higher number of steps for convergence (Figure 2). More details may be found in [1].

4. Conclusion
This algorithm requires very little knowledge about the state and the structure of the organization, respectively low skills, keeping this mechanism socially and cognitively likely, and it does not prejudge how social Actors determine their behavior. The behavior of the algorithm is constrained by several other parameters that are also investigated by a sensitivity analysis.
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Abstract

Using a formalization of a sociological theory, the Sociology of Organized Action, we describe an organization as a mathematical object that represents its structure and its components. Actors and Resources. After an analytic analysis of this structure, Actors are granted with a bounded rationality mechanism, that simulates the way they adapt their behaviors to others, in order to know what states the most sociologically likely to appear. The meta-model and the algorithm principle are introduced.

Meta Model of an Organization

The Sociology of Organized Action defines the structure of an organization as a set of related Actors and Resources. Each Actor controls at least one Resource and so determines how well others (and him-self) can access this Resource. On the other hand, each Actor depends on some Resources and he has stakes in the Resources he needs to reach his goals. To analyze how the organization operates, we have to consider what the aims of an Actor lead him to do, rather than on the nature of these aims.

The Actor who controls a Resource defines its state inside a space of choice. This space of choice characterizes the leeway of the Actor, and the Resource’s state his degree of cooperation in the management of this Resource. Hence, the Actor controller determines the ability of other Actors to exploit the Resource to achieve their goals, i.e. their capacity of acting. An effect function is associated with each Resource to set this value: effect: A → [-1; 1] → [-10, 10] where [-1, 1] is the space of choice and [-10, 10] is the range of the capacity of acting.

In order to assess the situation of an Actor in a state s of the organization, we consider his satisfaction, that is the means at his disposal to achieve his goals, defined as follows: Satisfaction (a, s) = \sum_r \text{stake}(a, r) \cdot \text{effect}(r, s)

Another significant quantity is the ability of an Actor a to contribute the satisfaction of others thanks of the Resources he controls. This quantity is essential in the Sociology of the Organized Action, and is defined as follows: Power (a, s) = \sum_r \text{stake}(a, r) \cdot \text{effect}(r, s)

For any particular state, satisfaction and power can be computed for each Actor, allowing the sociologist to interpret the current state, according to his empirical knowledge of the organization he models. However, every state may not be reachable, for cognitive or social acceptability reasons. In order to know which states are likely to appear from a sociological point of view, we simulate the behavior selection with a learning algorithm.

Simulation

The behavior selection that we compute by simulation respects the hypothesis of bounded rationality: each Actor has a strategic behavior, but he only perceives the effects of the states of the Resources he depends on, due to social Resourcerapacity and cognitive limitations.

That behavior has to be also quite stable, since a constitutive property of organizations is the regulation of Actors’ behaviors. Finally, it has to be cooperative. Cooperation is required for the organization to sustain and to work in a proper way, and every Actor has an interest in maintaining the organization.

The assumption of rationality of social Actors leads to base this behavior on the basic cycle in which each Actor chooses an action according to its own objectives:

- He collects information about the system state, mainly his situation.
- He decides what action to take to improve his satisfaction.
- He performs that action until the game is stationary, i.e. that all players are satisfied.

We use a rule system to implement the learning process of each Actor. A rule is defined as (situation, action, strength, age) where:

- situation: is the list of capacities of action provided by the Resources the Actor depends on at the time of the rule creation.
- action: is a list of changes on the states of the Resources controlled by the Actor.
- strength: is a numerical evaluation of the effectiveness of the rule, initialized at 0, that varies according to its effect on the satisfaction of the Actor.
- age: is the age of the rules initialized at 0 and incremented at each step of the simulation.

During a simulation step, each Actor selects an action and updates the rule base as follows:

- He compares consecutive satisfaction values. The strength of the previously applied rule will be increased or decreased in proportion of the improvement.
- He selects rules, whose situation component are close to his current situation, and chooses the strongest rule.
- If the set of selected rules is empty, a new rule is created, with the current situation, a random action and a null strength.
- Once every Actor has chosen a rule, the corresponding actions are performed.

In addition, we model the ambition of an Actor with a threshold. This ambition is initialized to the maximum value of satisfaction he can reach and it will come closer to his current satisfaction during the simulation. The bigger the gap between his current satisfaction and his ambition, the more the Actor explores and undertakes vigorous actions, while he exploits his set of rules when his current satisfaction and ambition are close. The decrease of the Actor’s ambition represents his resignation. When each player has a current satisfaction greater than his ambition, the simulation ends and then we consider that a regulated configuration of the organization (i.e. states set of the Resources) is reached, that is sociologically plausible: each Actor manages the resources that he controls in a way that is satisfactory for himself and others.

How quickly the ambition comes closer to the current satisfaction is defined by the Actor’s tenacity parameter: ambition = (currentSatisfaction - ambition) * tenacity

Conclusion

This algorithm requires very little knowledge about the state and the structure of the organization, respectively low skills, keeping this mechanism socially and cognitively likely, and it does not prejudice how Social Actors determine their behavior. The behavior of the algorithm is constrained by several other parameters that are also investigated by a sensitivity analysis.

Sensitivity Analysis of Tenacity

To study the influence of the tenacity on the number of steps needed for reaching a stationary state or on the levels of satisfaction, we analyze the results of the simulation algorithm on the classical prisoner's dilemma.

Prisoner's dilemma is a simple model consisting of two actors: 'A' which controls the relation 'Ra' and 'B' which controls the relation 'Rb'. Each player places his stakes in a way symmetrical to the other; the sum of stakes for each actor is normalized to 10. In this model, each actor put 1 on the relation controlled by himself and 9 on the relation controlled by the other actor. The Effect functions of the actors are linear (slope 1 on the relation controlled by himself and -1 on the other), which represents the value -1 for cooperation and 1 for non-cooperation. This simple model requires cooperation between the two actors in order that each actor reaches its maximum value of satisfaction (80). It is noticeable that this model is symmetric, i.e. the reward, punishment, temptation or payoff is the same for each actor, and payoffs have only ordinal significance, i.e. they indicate whether one payoff is better than another or not.

Both figures 2 and 3 result from a sensitivity analysis, of the Prisoner’s Dilemma model, with 100 experiences varying the tenacity of both actors from 900 to 999. Each experiment was conducted with 50 runs of simulation.

Figure 1. Meta-Model of the structure of Social Organization.

Figure 2. The variation of the average number of steps needed until the convergence is reached according to the variation of the actors’ tenacity.

Figure 3. The variation of the average satisfaction of actors according to the variation of their tenacity.

The conclusions of the two actors are quite similar, due to the symmetry of the system. The influence of tenacity on satisfaction and the number of steps required for convergence is due to the ambition technique used for the resignation of the actors. A high value clearly increases the satisfaction of the actors (Figure 3), as they perform a better exploration of the state space that entails a higher number of steps for convergence (Figure 2).
ABSTRACT
Traffic congestion is an important problem of today’s urban life. There are various factors that cause it, such as the bad timing of traffic lights or the low throughput of intersections. Most solutions proposed for congestion are focused on one of the factors and are aimed at reducing its impact on the traffic conditions.

This paper focuses on rush hour congestion and on the choice of routes as its main cause. Indeed, many drivers tend to follow the same routes to their destination, choosing the one that is shortest or in other ways preferable.

The paper aims to analyze the impact of routing upon traffic and show that even greedy routing can reduce congestion if the routes are adapted to traffic conditions. Fixed and adaptive routing are compared by means of a traffic simulator. A multi-agent system is used for collecting traffic information from the drivers and for providing them with the best route to their destination.
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1. INTRODUCTION
This paper aims to investigate the impact of routing on traffic conditions and the extent to which this impact can be used for alleviating congestion.

I have developed a traffic simulator for studying the effects of two routing approaches: static and dynamic (adapted to traffic conditions). A multi-agent system is used for collecting traffic information and also for assigning routes to each vehicle, based on its current position and its destination.

Experimental results show that traffic conditions can improve significantly if the routes account for congested streets and try to avoid them.

The next section will give an overview of the work that has been done so far in the field of traffic improvement. Section 3 will introduce fixed and adaptive routing, as well as the multi-agent system. Experimental results are discussed in section 4. The paper ends with a conclusion and a few ideas for further research in section 5.

2. RELATED WORK
D. A. Roozemond suggested the use of intelligent agents for adapting traffic light controllers to changes in the traffic flow [6]. M. Wiering showed that this approach does indeed outperform non-adaptive approaches under network saturation conditions [9].

K. Dresner and P. Stone proposed an intersection management system based on reservations, in order to maximize intersection throughput [1]. Another approach, based on decentralized communication between vehicles, was proposed by Rolf Naumann and Reiner Rasche [5]. These two ideas offer a significant improvement in traffic conditions, but they both rely on autonomous vehicles.

C. Y. Liang and H. Peng have shown that the forming of platoons (one leader and followers) can increase the average driving velocity [3]. This idea was extended by J. VanderWerk et al. with a system involving continuous communication between vehicles [8] and by J. Hedrick et al. with an event-driven system. S. Hallé and B. Chaib-draa have proposed decentralized platoons as an alternative [2].

D. E. Moriarty and P. Langley focused on highway traffic and proposed a system for cooperative lane selection [4].

K. Tumer and A. Agogino have addressed rush hour congestion by using a multi-agent system and reinforcement learning [7]. They focus on two different aspects of traffic in a commuting environment: the choice of departure times and the choice of routes. The proposed solution is cooperative and ensures congestion avoidance, with the possible drawback that some drivers will not be using the fastest routes available.

This paper, on the other hand, is focused on using the same greedy approach that some drivers are already using when choosing routes, but adapt these routes to traffic conditions so as to offer the fastest (though possibly not shortest) route available.

3. THE PROPOSED SYSTEM
The multi-agent system consists of three types of agents. A Driver agent is associated with each vehicle and is responsible with guiding it to its destination. An Intersection agent is associated with each intersection. Its duties are to collect, aggregate and forward traffic information from the Driver agents to the City agent. Finally, the City agent is the that does the actual route computations and sends
routes to Drivers through Intersection agents. The general architecture of the system is shown in figure 1.

The traffic information consists of the average velocities on each street, updated at regular intervals. The routing algorithm operates on the road network graph, using as cost the time needed for reaching one intersection from another. Because the velocities are in fact related to a past state, the system would provide delayed route adjustments. In order to overcome this, the second best route is computed as an alternative and are used with a probability that increases to 0.5 as the travel time of the fastest route comes closer to that of the alternative path.

Note that congestion is associated with low velocities, so with high travel times, which means that congested streets will not be part of the chosen routes if faster alternatives exist.

4. EXPERIMENTAL RESULTS

Experiments consist in generating cars at regular intervals. Each car has a predetermined destination. The multi-agent system is used for guiding the car along a route to its destination. Upon arrival, the car reports the total time it needed.

The routing approach described in the previous section is compared with a static approach that uses fixed estimates of the velocities, based on the length of the street, the speed limit and the average waiting times of the semaphores.

For a better comparison of the two approaches, experiments were run by using the static approach for half of the simulation time and the adaptive routing for the other half. The evolution of the system is described by a chart showing the total time needed for reaching the destination. Such a chart is presented in figure 2, where it is easy to see that the adaptive routing can even help the system recover from serious congestion.

5. CONCLUSIONS AND FUTURE WORK

The results of the performed experiments show that routing has a significant impact on traffic congestion and that an intelligent choice of routes can greatly improve traffic conditions.

A significant drawback of the current algorithm is that it is computationally expensive, since it runs in $O(n^3)$ time, which makes it inappropriate for deployment. Therefore, the most challenging goal for the future is to decentralize the routing algorithm, while keeping the overall system behavior similar to that of the current, centralized approach. Another extension would be to add learning capabilities to the multi-agent system.
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Which is the best route?
Clearly the shortest route is not always the best choice, especially when many other drivers attempt to use it as well. Whenever more drivers use the same path between two points, congestion is bound to occur. What if all drivers were able to evaluate the current traffic flow and choose their routes accordingly? Would such a behavior also generate congestion or would it rather reduce it?

A multi-agent system
Average speeds are reported for every street segment and the instantaneous speeds are approximated and used for routing. A simple multi-agent system is used for transferring information to and from a central agent that performs the actual routing.

Simulation and results
Simulations were run with static routes then informed routing was activated in order to see the difference. The ever-growing congestion is rapidly reduced and an equilibrium is reached. Further research will focus on turning the MAS into an intelligent, distributed system.
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ABSTRACT
The analysis of the psychological characteristics of a sportsman is an important research domain. In this paper we present a rule-based system that helps a sportsman to improve his sportive value in order to obtain better performances. The central part of this system is a psychologist agent that analyzes the events and the psychological state of the sportsman and recommends some actions to handle some negative event during the sportive competitions.
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1. INTRODUCTION
In this paper, we propose an intelligent coaching agent that will use affective computing to help a sportsman to keep an optimal psychological shape for achieving performance.

Although there are plenty of instances of virtual assistants and tutors in the literature, most of these solutions do not take into consideration the affective aspect of human-computer interaction. Few of the works in the affective computing literature addresses the challenge of designing affect-enabled tutoring systems or e-learning platforms.

An example of such an affect-enabled system is the AutoTutor designed by the MIT MediaLab, an Intelligent Tutoring System which is capable to detect emotions and “mindfully” select its pedagogical strategy. The AutoTutor awaits further development and empirical testing to verify the prediction of a superior learning gain [1]. Other projects aimed to prove the potential of affective computing in learning are the TAPA system for cognitive Training with Animated Pedagogical Agents [2] in children with learning disabilities, and the MYSELF e-learning platform endowed with affective computing capabilities, mainly for the training of relational skills [3].

The most closely related work in the literature to the objective of our system is the research project of Bickmore and his colleagues at the MIT Media Lab in which several “relational” skills are designed into a computer interface agent named “Laura” within the context of a healthy behavioral change towards physical activity adoption [4].

The paper is organized as follows. Section 2 contains the description of the problem. Section 3 describes the structure of our system. In Section 4 we discuss about the algorithm used by the system and about the implementation. Finally, Section 5 contains the conclusion of our paper.

2. PROBLEM DESCRIPTION
Consider a sportsman who participates in several competitions. The goal of the psychologist agent is to help the sportsman to optimize his sportive value in order to get better performances. The sportsman’s sportive value at any moment in time can be evaluated based on some of his psychological characteristics and some physical characteristics. In this paper we consider only psychological characteristics.

Consider a set of psychological characteristics denoted by \{c_1, \ldots, c_n\}. These characteristics form the psychological state of the sportsman. Various competition events have been modeled using a set of events \{e_i, \ldots, e_k\}, where each event is described in terms of the psychological characteristics it modifies. For example, an event \( e \) can be represented as follows: \( c_i = c_i + 8 \), \( c_j = c_j - 3 \), \( c_k = c_k, k \neq i, j \).

After each negative event (the values of some characteristics decrease), the psychologist agent gives the sportsman some actions to perform in order improve the sportsman psychological state. Each psychological characteristic \( c_i \) has an associated action \( a_i \) that can increase the value of that particular characteristic. Each action \( a_i \) can also increase the values of other characteristics, but by a smaller degree than for the characteristic \( c_i \). The actions can be represented in the same way as the events.

3. SYSTEM STRUCTURE
The structure of our system is presented in Figure 1. The Events module generates the events that model the various real world events of the competitions related to the sportsman. The Psychological State module contains the psychological characteristics of the sportsman and evaluates his current psychological state.

The Real World Module gets an event and makes the corresponding changes over the psychological state of the sportsman. It receives from the Psychological State module the characteristics, called \( C \) and returns to that module the modified characteristics, called \( C' \).

The Psychologist agent receives the modified characteristics \( C' \) and, if necessary, finds some actions to improve the characteristics \( C' \). Each action \( a \) is executed by the Executor and the resulting characteristics \( C'' \) are sent to the Psychological State module. When the characteristics \( C'' \) are better than the characteristics \( C \), the system stops and waits for another event e.
The result of the system is the list of actions that can help the sportsman to neutralize the effects of a negative event he experienced.

4. ALGORITHM AND IMPLEMENTATION
Consider the set of psychological characteristics \( C = \{c_1, \ldots, c_n\} \), the set of events \( E = \{e_1, \ldots, e_m\} \), and the set of actions, \( A = \{a_1, \ldots, a_k\} \). For two sets \( C' = \{c'_1, c'_2, \ldots, c'_n\} \) and \( C'' = \{c''_1, c''_2, \ldots, c''_n\} \), we say that \( C' \Rightarrow C'' \) if for every \( i \), \( 1 \leq i \leq n \), we have \( c'_i \Rightarrow c''_i \).

Next, we present the algorithm used by our system:

Algorithm \((C, E, A)\) {
    while (true) {
        e = WaitForAnEvent(E)
        C = PsychologicalState() 
        C' = RealWorldModule (e, C) 
        If (C => C') then {
            while (C => C') {
                a = Psychologist (e, C, C', A) 
                C'' = Executor (a, C'), C' = C'')
            }
    }
}

The function call \( \text{Psychologist} (e, C, C', A) \) returns an action that improves the sportsman’s characteristics. The function uses the following ideas: choose each action at most ones when handling an event, choose randomly between the actions that were not already used. One can easily find better ideas for this function. We only constructed a simple function, our main goal being to see how the system works.

For the implementation we chose a rule-based programming language, CLIPS [5]. Consider we have 5 psychological characteristics, 4 events and 5 actions. Next, we present a short example of a result of our system (the form of the result is changed to better fit with the paper):

\[ C \rightarrow 46 \ 61 \ 82 \ 41 \ 102 \]

After the event 4: \( C' \rightarrow 46 \ 61 \ 77 \ 41 \ 102 \)

After the action 5: \( C' \rightarrow 46 \ 61 \ 77 \ 44 \ 110 \)

After the action 3: \( C' \rightarrow 46 \ 61 \ 82 \ 46 \ 110 \)

5. CONCLUSION
This paper presents a rule-based psychologist agent that helps a sportsman to improve his sportive value in order to obtain better performances. All the necessary parameters for our analysis, i.e. psychological characteristics, events, and actions are represented using natural numbers. In order to make the analysis we assume that this representation is already done, and we are using it as a particularity of the sportsman.

We can say that our system can be seen as a rule-based system, and after some research related to the psychology of a sportsman, our system can become a real expert system.
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Introduction
A rule-based system that helps a sportsman to improve his sportive value in order to obtain better performances.

A psychologist agent that analyzes the events and the psychological state of the sportsman and recommends some actions to handle some negative events during the sportive competitions.

Problem Description
Psychological characteristics \( \{c_1, \ldots, c_n\} \): form the psychological state.

Events \( \{e_1, \ldots, e_m\} \): each event is described in terms of the psychological characteristics it modifies.

Ex: \( e_k = \{c_i = c_i + 8, c_j = c_j - 3\}, c_k = c_k, k \neq i, j \)

Actions \( \{a_1, \ldots, a_n\} \): each \( c_i \) has an associated \( a_i \) that can improve its value.

System Structure

Algorithm and Results
Algorithm \( (C, E, A) \{
    \text{while (true) \{}
    e = \text{WaitForAnEvent}(E)
    C = \text{PsychologicalState}(e)
    C’ = \text{RealWorldModule}(e, C)
    \text{if} (C >= C’) \text{then} \{
    \text{while (C >= C’) \{
    a = \text{Psychologist}(e, C’, A)
    C” = \text{Executor}(a, C’, C’ = C” )\}}}
\}

Results: \( C \rightarrow 46 61 82 41 102 \)
After the event 4: \( C’ \rightarrow 46 61 77 41 102 \)
After the action 5: \( C’ \rightarrow 46 61 77 44 110 \)
After the action 3: \( C’ \rightarrow 46 61 82 46 110 \)

Implementation: CLIPS

Conclusion
Our system can be seen as an artificial psychologist that helps a sportsman to improve his performances.
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