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ABSTRACT

Heterogeneous Income Profiles and Life-Cycle Bias in Intergenerational Mobility Estimation

Research on intergenerational income mobility is based on current income since data on lifetime income are typically not available for two generations. However, using snapshots of income over shorter periods causes a so-called life-cycle bias if the snapshots cannot mimic lifetime outcomes. Using uniquely long series of Swedish income data, we show that current empirical strategies do not eliminate such bias. We focus on the widely adopted generalized errors-in-variables model and find that the remaining bias is substantial (20% of the true elasticity from left-side measurement error at the most relevant age range). IV estimates suffer from even stronger life-cycle effects and do not provide an upper bound. Inconsistencies stem from the interaction of two factors: heterogeneity in income profiles cannot be fully accounted for, and idiosyncratic deviations from average profiles correlate with individual characteristics and family background. We discuss implications of our findings for other literatures that depend on measurement of long-run income and income dynamics.
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Introduction

Transmission of economic status within families is often measured by the intergenerational elasticity between parents’ and children’s lifetime income. A large and growing literature has estimated this parameter in order to analyze the extent of intergenerational mobility across countries, groups and time.\(^1\) Unfortunately, the estimates in the early literature suffered greatly from measurement error in lifetime income, and successive improvements of the methodology led to large-scale corrections.\(^2\)

While the early estimates were severely attenuated from approximation of lifetime values by noisy single-year income data for parents, Jenkins (1987) identifies systematic deviations of current from lifetime values over the life cycle as an additional source of inconsistency.\(^3\) Haider and Solon (2006) and Grawe (2006) show that the latter is empirically of great importance. Various refined methods to eliminate such life-cycle bias have recently been presented and the generalized errors-in-variables model proposed by Haider and Solon has been widely adopted in the literature.

Our contributions are as follows. First, we show that such refined methods do not eliminate life-cycle bias in intergenerational elasticity estimates. Second, we use Swedish income tax data to quantify the importance of life-cycle effects in both ordinary least squares (OLS) and instrumental variable (IV) estimates. Our data contain nearly complete income histories of both fathers and sons, allowing us to derive a benchmark estimate for the intergenerational elasticity and thus to directly expose the life-cycle bias. Third, we discuss how current procedures can be modified to reduce life-cycle bias. Fourth, we discuss our results in the more general context of income dynamics over the life cycle. We conclude that (unobserved) income profile heterogeneity is substantial, can have stark consequences, and is harder to address than is commonly believed.

We specifically focus on the generalized errors-in-variables model, which suggests that intergenerational elasticities can be consistently estimated if lifetime income is approximated by current income at a certain age. We find that this procedure improves estimates but that the life-cycle bias is substantially larger than the generalized model predicts. The model disregards some of the heterogeneity in income profiles, and can therefore not eliminate life-cycle bias in intergenerational mobility or other applications. The remaining bias from left-side measurement error alone amounts to about 20 percent of the true intergenerational elasticity (0.21 vs. 0.27), even under favorable conditions.\(^4\)

We also analyze two other methods to address measurement error in lifetime income: we illustrate why the consideration of differential income growth across subgroups will not yield consistent estimates, and show that IV estimates suffer from even greater life-cycle effects than OLS estimates. IV estimators do therefore not provide an upper bound of the true parameter, contrary to such arguments in the previous literature.

Our results are hence rather pessimistic. They imply that current methods to compensate for incomplete income data are less successful than commonly believed, casting doubts on the accuracy of mobility estimates as well as on the validity of comparisons across populations.

---

\(^1\)See Solon (1999) for a comprehensive evaluation of the early empirical literature. Recent surveys include Björklund and Jäntti (2009) and Black and Devereux (2011).

\(^2\)For example, the intergenerational elasticity of earnings for fathers and sons in the U.S. was estimated to be less than 0.2 among early studies (surveyed in Becker and Tomes, 1986), ranged between about 0.3 and 0.5 in the studies surveyed in Solon (1999), and is estimated to be around 0.6 or above in more recent studies like Mazumder (2005) and Gouskova et al. (2010).

\(^3\)For example, lifetime income of highly educated individuals might be systematically understated by current income at young age if income growth increases with education.

\(^4\)Assuming that central parameters of the generalized errors-in-variables model are perfectly observed, so that current income is measured at the exact proposed age. Adding right-side measurement error aggravates the life-cycle bias further if fathers’ and sons’ incomes are measured at similar ages.
However, having a benchmark elasticity allows us to describe the direction and magnitude of the bias at different stages in the life cycle, and to provide recommendations for researchers. We find that annual income at a late age provides a more reliable base for application of the generalized errors-in-variables model, that averaging over multiple income observations reduces life-cycle bias, and that the treatment of missing and zero income observations has important consequences.

Life-cycle bias stems from a more general mechanism involving the interaction of two factors: heterogeneity in income profiles cannot be fully accounted for, and unobserved idiosyncratic deviations from average profiles correlate with individual and family characteristics. This mechanism is of importance for other literatures that depend on measurement of long-run income and income dynamics. Major examples among these include studies on the returns to schooling, and the extensive literature that relates measures of stochastic income shocks to consumption or other outcomes. We discuss both in some detail. We further present evidence that unexplained dispersion in income growth is at least partially due to latent heterogeneity instead of persistent stochastic shocks.

The next section describes the general methodology and identifying assumptions employed in the early literature. We then examine methods based on more recent contributions: the generalized errors-in-variables model theoretically in section 2 and empirically in section 3, IV methods and consideration of income dynamics across subgroups in section 4. Section 5 reviews implications for other literatures, section 6 concludes.

1 The Intergenerational Mobility Literature

The prototypical regression model in intergenerational mobility research is

$$y^*_s,i = \beta y^*_f,i + \epsilon_i,$$

where $y^*_s,i$ denotes log lifetime income of the son in family $i$, $y^*_f,i$ log lifetime income of his father, $\epsilon_i$ is an error term that is orthogonal to $y^*_f,i$, and variables are expressed as deviations from their generational means. The coefficient $\beta$ is interpreted as the intergenerational income elasticity.

Equations akin to (1) appear in two distinctive forms in the literature. First, as a statistical relationship to measure the outcome of interest, i.e. the degree of intergenerational mobility. Second, as a structural relationship to study causal mechanisms of intergenerational transmission, derived from an economic model as in Becker and Tomes (1979). The statistical relationship is typically based on broad ex-post measures of long-run economic status such as lifetime income. The structural relationship instead relates to the ex-ante concept “permanent income”, since expectations on long-run status determine individual behavior. For simplicity, our analysis relates to the statistical relationship, but incomplete measurement of long-run status impedes identification of both types.

---

5We use the terms earnings and income interchangeably (since the issues that arise are similar), and examine fathers and sons since this has been the baseline case in the literature. A growing literature exists on intergenerational mobility in other family dimensions (e.g mothers, daughters or siblings) and in other income concepts (such as household income), for which our analysis is likewise relevant.

6For various reasons these concepts are not always clearly distinguished. First, simple economic models assign one time period to each generation, so that the concept of permanent and lifetime income coincide. Second, permanent income is difficult to measure. Empirical analysis of the structural relationship is still based on ex-post measures of (current) income, and is then often similar to the statistical relationship. Third, some of the empirical work in the literature has lately adopted the term “permanent income” even while focusing on the measurement of outcomes.
Approximation of Lifetime Income

As commonly available data sets do not contain complete income histories for two generations, a major challenge is how to approximate lifetime income. Let $y_i$ be some observed proxy for unobserved log lifetime income of an individual in family $i$, e.g. a single-year observation, an average of multiple annual income observations, or a more complex estimate based on such annual incomes. Observed values are related to true values by

$$y_{s,i} = y_{s,i}^* + u_{s,i},$$

where $y_{s,i}^*$ is the unobserved true log lifetime income of the son in family $i$ and $u_{s,i}$ is measurement error. Similarly, for the father we observe

$$y_{f,i} = y_{f,i}^* + u_{f,i}.$$

The probability limit of the OLS estimator from a linear regression of $y_s$ on $y_f$ can be decomposed into

$$\text{plim} \hat{\beta}_{\text{approx}} = \frac{\text{Cov}(y_f, y_s)}{\text{Var}(y_f)} = \frac{\beta \text{Var}(y_f^*) + \text{Cov}(y_f^*, u_s) + \text{Cov}(y_s^*, u_f) + \text{Cov}(u_s, u_f)}{\text{Var}(y_f^*) + \text{Var}(u_f) + 2 \text{Cov}(y_f^*, u_f)}, \quad (2)$$

where we used eq. (1) to substitute for $y_{s,i}^*$ and applied the covariance restriction $\text{Cov}(y_f^*, \epsilon_i) = 0$. It follows that the estimator can be down- or upward biased and that the covariances between measurement errors and lifetime incomes impact on consistency. The empirical strategies employed in the literature in the last decades can be broadly categorized in terms of changes in identifying assumptions about these covariances.

First Two Waves of Studies

The first wave of studies, surveyed in Becker and Tomes (1986), neglected the problem of measurement error in lifetime status. Often just single-year income measures were used as proxies for lifetime income, thereby implicitly assuming that

$$\text{Cov}(y_f^*, u_s) = \text{Cov}(y_s^*, u_f) = \text{Cov}(u_s, u_f) = 0,$$

and

$$\text{Var}(u_f) = 0.$$

Classical measurement error in lifetime income violates the latter assumption, so that estimates suffered from large attenuation bias. Estimates of the intergenerational elasticity were therefore too low. This problem was recognized in Atkinson (1980) and then frequently addressed in the second wave of studies (surveyed in Solon 1999). But the assumption remained that measurement errors are random noise, independent of each other and of true lifetime income. That life-cycle variation had to be accounted for was recognized, but it was generally assumed that including age controls in the regression equation would suffice. The assumptions were therefore

$$\text{Cov}(y_f^*, u_s) = \text{Cov}(y_s^*, u_f) = \text{Cov}(u_s, u_f) = \text{Cov}(y_f^*, u_f) = 0,$$

and

$$\text{Var}(u_f) \neq 0.$$

If these hold, then the probability limit in eq. (2) reduces to

\footnote{Note that the availability of better data would not generally solve the identification problem, since data sets cannot contain complete income histories for contemporary populations.}
2 THE GENERALIZED ERRORS-IN-VARIABLES MODEL

\[
\text{plim} \hat{\beta}_{\text{approx}} = \beta \frac{\text{Var}(y_f^*)}{\text{Var}(y_f^*) + \text{Var}(u_f)}.
\]

This is the classical errors-in-variables model; inconsistencies are limited to attenuation bias caused by measurement error in lifetime income of fathers. In contrast, measurement error in sons’ lifetime income is not a source of inconsistency in this model. Researchers typically used averages of multiple income observations for fathers to increase the signal-to-noise ratio, but gave less attention to the measurement of sons’ income.

Recent Literature

Recently the focus has been on the existence of non-classical measurement error. An early theoretical discussion can be found in Jenkins (1987). Analyzing a simple model of income formation, he finds that usage of current incomes in eq. (1) will bias \( \hat{\beta} \) as income growth over the life cycle varies across individuals. He concludes that the direction of this life-cycle bias is ambiguous, that it can be large, and that it will not necessarily be smaller if fathers’ and sons’ incomes are measured at the same age.

Haider and Solon (2006) demonstrate that life-cycle bias can explain the previously noted pattern that intergenerational elasticity estimates increase with the age of sampled sons. They show that the association between current and lifetime income varies systematically over the life cycle, contrary to a classical errors-in-variables model with measurement error independent of true values. Böhlmark and Lindquist (2006) find strikingly similar patterns in a replication study with Swedish data.

Haider and Solon also note that controlling for the central tendency of income growth in the population by including age controls in eq. (1) will not suffice, as variation around the average growth rate will bias estimates. Vogel (2006) provides an illustration based on the insight that highly educated workers experience steeper-than-average income growth. Since available data tend to cover annual incomes of young sons and old fathers, lifetime incomes of highly educated sons (fathers) will be understated (overstated). It then follows from eq. (2) that \( \hat{\beta}_{\text{approx}} \) is biased further downwards than implied by the classical errors-in-variables model. Indeed, \( \hat{\beta}_{\text{approx}} \) can be negative in extreme cases, as our data confirm. Various refined estimation procedures have been proposed to address such life-cycle bias. We proceed to examine the most popular one in detail.

2 The Generalized Errors-in-Variables Model

Haider and Solon (HS) formulate a generalized errors-in-variables (GEiV) model that incorporates variation in the association between annual and lifetime income over the life cycle. Their empirical analysis documents that this variation is substantial, with important implications for analyses based on short-term income measures and, in particular, the intergenerational mobility literature. HS argue that left-side measurement error can cause substantial life-cycle bias in intergenerational elasticity estimates, but that it is innocuous for consistency

---

8 The parameter \( \beta \) is identified if the number of income observations for fathers is sufficiently large, if a consistent estimator for the attenuation factor can be derived, or if moment restrictions on the measurement errors can be justified, e.g. by inferring the distribution of the measurement errors from a different data set.

9 For a summary, see Solon (1999). Age-dependency of elasticity estimates could also arise if the dispersion in transitory income and thus the attenuation bias vary over the life cycle. Such variation has been documented in Björklund (1993) for Sweden, but Grawe (2006) finds that the observed age-dependency can be better explained by the existence of life-cycle bias.

10 If educational achievement is correlated within families, and if high education tends to correspond to high lifetime income, we have \( \text{Cov}(y_f^*, u_s) < 0, \text{Cov}(y_f^*, u_f) < 0, \text{Cov}(u_s, u_f) < 0 \) and \( \text{Cov}(y_f^*, u_f) > 0 \).
if lifetime income of sons are proxied by annual income at a certain age. The GEiV model has been widely adopted in the literature, and the procedure of measuring income around a certain age (around midlife) frequently applied.\footnote{Among others, in Gouskova et al. (2010) for the US; Björklund et al. (2006, 2009) for Sweden; Nilsen et al. (forthcoming) for Norway; Raaum et al. (2007) for Denmark; Finland, Norway, the UK and the US; Nicoletti and Ermisch (2007) for the UK; Piraino (2007) and Mocetti (2007) for Italy. More examples are covered in the surveys of Björklund and Jäntti (2009) and Black and Devereux (2011).}

The underlying intuition of the model is that, for two individuals with different income trajectories, there will nevertheless exist an age $t^*$ where the difference between their log annual income equals the difference between their log (annuitized) lifetime income. HS argue that the classical errors-in-variables model holds at $t^*$. HS first focus on left-side measurement error and assume that $y_{s,t}^*$ is unobserved and proxied by $y_{s,it}$, log annual income of sons at age $t$. The GEiV model is given by

$$y_{s,it} = \lambda_{s,t} y_{s,t}^* + u_{s,it}, \quad (3)$$

where $\lambda_{s,t}$ is allowed to vary by age and $u_{s,it}$ is orthogonal to $y_{s,t}^*$. Regressing $y_{s,it}$ on $y_{f,t}^*$ by OLS, and using eqs. (3) and (1) to substitute for $y_{s,it}$ and $y_{s,t}^*$, yields

$$\text{plim} \hat{\beta}_t = \frac{\text{Cov}(y_{s,t}, y_{f,t}^*)}{\text{Var}(y_{f,t}^*)} = \beta \lambda_{s,t} + \frac{\text{Corr}(y_{f,t}^*, u_{s,t}) \sigma_{u_{s,t}}}{\sigma_{y_{f,t}^*}}. \quad (4)$$

HS assume that

$$\text{Corr}(y_{f,t}^*, u_{s,t}) = 0, \quad (5)$$

and conclude that left-side measurement error is innocuous for consistency if the sample is restricted to annual income of sons around an age $t^*$ where $\lambda_{s,t}$ is close to one.

However, we argue that assumptions akin to (5) will typically not hold since idiosyncratic deviations from average income trajectories correlate with individual and family characteristics. This is in particular problematic in intergenerational mobility estimation.

Note that for more than two workers we will generally not find an age $t^*$ where annual income is an undistorted approximation of lifetime income. Figure 1 illustrates this by plotting log income trajectories for workers 1, 2 (as in Figure 1 in HS) and an additional worker 3. The horizontal lines depict log annuitized lifetime income, and differences in workers’ log lifetime income are given by the vertical distances between these lines. At age $t_{1}^*$ the distance between the annual income trajectories equals the distance between the horizontal lines for worker 1 and 2, and at age $t_{2}^*$ for worker 1 and 3. There exists no age where these distances are equal for all three workers at once.\footnote{This result does not depend on any peculiarities in the income growth process. Even for a simple linear formation of log annual income as analyzed in HS, the difference between log income $y_t$ and log annuitized lifetime income depends on the income growth rate $\gamma_t$; it will have the same value for at most two distinctive realizations of $\gamma_t$; and will therefore systematically differ across individuals at any age $t$ (proof in Appendix A1).}

However, there are reasons to expect such dependency: parents can transmit abilities, or influence their offspring’s educational and occupational choice, all of which could affect the shape of income profiles over the life cycle.

Note that for more than two workers we will generally not find an age $t^*$ where annual income is an undistorted approximation of lifetime income. Figure 1 illustrates this by plotting log income trajectories for workers 1, 2 (as in Figure 1 in HS) and an additional worker 3. The horizontal lines depict log annuitized lifetime income, and differences in workers’ log lifetime income are given by the vertical distances between these lines. At age $t_{1}^*$ the distance between the annual income trajectories equals the distance between the horizontal lines for worker 1 and 2, and at age $t_{2}^*$ for worker 1 and 3. There exists no age where these distances are equal for all three workers at once.\footnote{This result does not depend on any peculiarities in the income growth process. Even for a simple linear formation of log annual income as analyzed in HS, the difference between log income $y_t$ and log annuitized lifetime income depends on the income growth rate $\gamma_t$; it will have the same value for at most two distinctive realizations of $\gamma_t$; and will therefore systematically differ across individuals at any age $t$ (proof in Appendix A1).}
Similar arguments apply on an aggregate level. We thus expect different subgroups of the population to have systematically different relationships between annual and lifetime income. For example, different educational groups might experience different income growth over the life cycle, such that their annual incomes systematically over- or understate their lifetime income relative to the population.¹³

Technically, we examine the validity of assumption (5) by deriving the elements of $u_{s,t}$ for a given income formation model and analyzing its relation to $y_{f,i}^*$. It turns out that $u_{s,t}$ is correlated with the regressor $y_{f,i}^*$ even for the simple log-linear income formation model employed in HS (see Appendix A.2). The probability limit of $\hat{\beta}$ does therefore not generally equal $\lambda_{s,t}\beta$ since this correlation causes an omitted-variable bias. Corresponding biases arise in the case of right-side measurement error in which unobserved lifetime income of fathers is approximated by annual income (see Appendix A.3) and if approximations are made for both fathers and sons (Appendix A.4).

3 The GEiV Model: Empirical Evidence

We use Swedish panel data containing nearly life-long income histories to provide direct evidence on the life-cycle bias that remains after application of the GEiV model. The size of the bias depends on two factors. First, the complexity of income dispersion in the population.¹⁴ Second, if the income dispersion is caused by heterogeneity or stochastic shocks. The former more than the latter would cause idiosyncratic deviations from average income profiles to be correlated within families.¹⁵ Our findings will thus also be indicative about how complex the dispersion in income profiles is, and if its underlying causes are deterministic or stochastic. We will return to these issues in section 5.

3.1 Data Sources and Sample Selection

To the best of our knowledge, Swedish tax registry data offer the longest panel of income data, covering annual incomes across 48 years for a large and representative share of the population. Moreover, a multi-generational register matches children to parents, and census data provide information on schooling and other individual characteristics. All merged together, the data provide a unique possibility to examine life-cycle bias in intergenerational mobility estimation using actual income histories.

To select our sample, we apply a number of necessary restrictions. As we mainly aim to make a methodological point, we follow the majority of the literature and limit our sample to sons and their biological fathers. To these we merge income data for the years 1960-2007.¹⁶ Since most other income measures are available only from 1968, we use total (pre-tax) income, which is the sum of an individual’s labor (and labor-related) earnings, early-age pensions, and net income from business and capital realizations.

Our main analysis is based on sons born 1955-1957. Earlier cohorts could be used, but then we would observe fewer early-career incomes for fathers. Conversely, later cohorts are not included, since we want to follow the sons for as long as possible. Moreover, to avoid

¹³Such correlation between $u_{it}$ and education would imply that the GEiV model can, for example, not be readily applied in the return to schooling literature. We provide evidence supporting this in a later section.

¹⁴For example, if individuals merely differ in linear income growth then differences in log lifetime income are well approximated by differences in log current income around midlife for the whole population and the GEiV model would perform relatively well.

¹⁵Simulation studies as in Stuhler (2010) can illustrate these arguments but are not informative about the size of the bias in applications, since the bias varies strongly with unknown characteristics of the income generating process.

¹⁶Income data for the year 1967 are missing in the registry.
large differences in the birth year of fathers, we exclude pairs where the father was older than 28 years at the son’s birth. Young fathers and first-born sons are thus over-represented in our sample. Although this is a limitation, we expect any detected bias for this particular sample to underestimate the bias in the population.\footnote{Reduced sample heterogeneity will tend to decrease heterogeneity in income profiles, which in turn diminishes the idiosyncratic deviations from sample average relationships between annual and lifetime income that cause life-cycle bias.} On other sampling issues, we adopt the restrictions applied by HS and Böhlmark and Lindquist (2006).\footnote{We restrict the sample to fathers and sons who report positive income in at least 10 years. We exclude those who died before age 50, and sons who immigrated to Sweden after age 16 or migrated from Sweden on a long-term basis (at least 10 years). Incomes are in 2005 prices, and an annual discount rate of 2 percent is used to calculate the discounted present value of lifetime income. Discounting procedures should adjust for economic growth if year of birth varies substantially. Otherwise $\hat{\beta}$ will partially reflect shared experience of economic growth through the correlation between father’s and son’s year of birth.}

Our data come with a couple of drawbacks. To maximize the length of the income histories we use the measure total income, whereas e.g. HS use labor earnings. However, total income is a highly relevant measure of economic status, approximation of lifetime status gives rise to the same methodological challenges, and Böhlmark and Lindquist find that total income and earnings yield similar results for the intergenerational mobility of sons. Further, the use of tax-based data could raise concern about missing data in the low end of the distribution if individuals have no income to declare. The Swedish system however provides strong incentives to declare some taxable income since doing so is a requirement for eligibility to most social insurance programs. Hence, this concern most likely only applies to a very small share of the population.

Our data also have many advantages. First, they are almost entirely free from attrition. Second, they pertain to all jobs. Third, in contrast to many other studies, our data are not right-censored. Fourth, we use registry data, which is believed to suffer less from reporting errors than survey data. Fifth, and most important, we have annual data from 1960 to 2007, giving us nearly career-long series of income for both sons and their fathers. Overall, we believe that the data are the best available for the purpose of this study.

Our main sample consists of 3504 pairs of fathers and sons, with all sons’ income measured from age 22 to age 50 and all fathers’ income measured from age 33 to age 65, irrespective of birth years. Table 1 reports descriptive statistics. Rows (2) and (3) show that dispersions in lifetime income are of similar magnitudes for fathers and sons. Rows (4) and (5) provide information on the number of positive income observations. On average there are more than 28 observations for sons, and more than 30 for fathers, with relatively low dispersion in both cases.

### 3.2 Empirical Strategy

To assess the size of life-cycle bias, we compare estimates based on annual incomes with a benchmark estimate that is based on lifetime incomes. As in the theoretical discussion, we focus on left-side measurement error, although we provide brief evidence on life-cycle bias due to right-side and measurement error on both sides in a later subsection. We do this for two reasons. First, left-side measurement error has until recently been neglected in the literature. Second, life-cycle bias is not confounded by attenuation bias from classical measurement error on the left-hand side, which simplifies the analysis.

We first compute log lifetime incomes $y_{f,i}^*$ and $y_{s,i}^*$ using our series of income data. We use these to estimate eq. (1), yielding our benchmark estimate $\hat{\beta}$.\footnote{Of course, this estimate is not exactly true since we still lack some years of income. This is however irrelevant for the validity of our approach to use it as benchmark. The GÉïV model is not restricted to any specific population, and should therefore be applicable to our variant of the Swedish population in which we} We then approximate...
log lifetime income of sons $y_{s,t}^*$ by log annual income $y_{s,it}$ (left-side measurement error) to reestimate eq. (1) separately for each age $t$, yielding a set of estimates $\hat{\beta}_t$. Finally, we estimate eq. (3), which provides us with estimates of $\lambda_{s,t}$.

Under the assumptions of the GEiV model, the probability limit of $\hat{\beta}_t$ equals $\lambda_{s,t}\beta$, and using annual income of sons at age $t^*$ where $\lambda_{s,t} = 1$ consistently estimates $\beta$. As discussed in the previous section, we anticipate $\hat{\beta}_t$ to be biased even after adjustment by $\hat{\lambda}_{s,t}$. The remaining life-cycle bias after such adjustment by the GEiV model, denoted by $b(t) = \hat{\beta}_t / \hat{\lambda}_{s,t} - \hat{\beta}$, is thus of central interest. Note that we assume that $\hat{\lambda}_{s,t}$ is known in order to evaluate the model’s theoretical capability to adjust for life-cycle bias under favorable conditions. A second (known) source of inconsistency can arise in that the age profile of $\lambda_{s,t}$ will typically not be directly observed by the researcher.

3.3 Empirical Evidence

We first present estimates of $\lambda_{s,t}$. Figure 2 shows that $\hat{\lambda}_{s,t}$ rises over age and crosses one at around age $t^* = 33$. Largely consistent with others, we find that income differences at young (old) age substantially understate (overstate) differences in lifetime income.

Our central estimates are presented in Figure 3, which plots $\hat{\beta}$ (the benchmark elasticity), $\hat{\lambda}_{s,t}$ (estimates based on annual income of sons at age $t$), and $\hat{\beta}_t / \hat{\lambda}_{s,t}$ (estimates at age $t$ adjusted by the GEiV model). The sample is balanced at each age, such that zero or missing income observations that are not considered for estimation of one coefficient are not used for estimation of the other coefficients. Hence the estimated benchmark elasticity varies slightly by age. We list our key findings.

First. Our benchmark estimate of the intergenerational elasticity of lifetime income for our Swedish cohort is about 0.27. This is marginally higher than what most previous studies have found for Sweden, and should be closer to the population parameter due to our nearly complete income profiles.

Second. We confirm that the variation of $\hat{\beta}_t$ over age resembles the pattern in $\hat{\lambda}_{s,t}$, as predicted by HS. We therefore find that $\hat{\beta}_t$ increases with age and that the life-cycle bias is negative for young and positive for old ages of sons. One of the central predictions of the GEiV model, that current income around mid-life is a better proxy for lifetime income than income in very young or very old ages, is thus confirmed.

Third. The magnitude of life-cycle bias stemming from left-side measurement error alone can be striking. For example, analysis based on annual income of sons only two years below age $t^*$ yields $\hat{\beta}_t = 0.191$, in contrast to a benchmark estimate that is almost 40 percent larger.

truncating income profiles at some age. It is nevertheless advantageous that we have long income histories. First, our benchmark estimate will be closer to the true value. Second, since the income profiles contain most of the idiosyncratic heterogeneity that leads to life-cycle bias, our estimate of the bias will be representative for a typical application. We provide evidence that our main findings are not sensitive to the exact length of observed income histories in section 3.4.

Since age is a discrete variable, $\lambda_{s,t}$ will not necessarily equal exactly one at $t^*$. We adjust $\hat{\beta}_t$ according to eq. (3) by $\hat{\lambda}_{s,t}^{-1}$ at all ages, including $t^*$.

The arguments of HS relate to the probability limit. In a finite sample we need to consider the distribution of $b(t)$. Reported standard errors for $b(t)$ are based on a Taylor approximation and take the covariance structure of $\hat{\beta}, \hat{\lambda}_{s,t}$ into account.

Bhuller et al. (2011) find a very similar $t^*$ for Norway. This is reassuring since they use labor earnings as income measure and observe somewhat longer income histories (ages 20-58) for a single generation. Our result that income differences at old age overstate differences in lifetime income differs from results for cohorts born in the 1930s in both HS and Böhlmark and Lindquist (2006), but are in line with results for cohorts born in the 1950s in Böhlmark and Lindquist, and Bhuller et al.

Our benchmark elasticity is nevertheless still likely to underestimate the true intergenerational elasticity. We lack some early observations of fathers and late observations of sons, which reduces $\sigma_{yt}$ and increases $\sigma_{yt'}$, thereby reducing the numerator and increasing the denominator of the OLS estimator.
Moreover, analysis based on income below age 26 yields a negative elasticity. We therefore find direct evidence on the importance of life-cycle bias in intergenerational mobility estimates that has been discussed in the recent literature.

Fourth. The life-cycle bias is larger than implied by the GEiV model. While the adjustment of estimates according to this model leads on average to sizable improvements, it cannot fully eliminate the bias. This holds true even under the assumption that the central parameters $\lambda_{s,t}$ are perfectly observed. The remaining bias is overall substantial, and especially large for young ages. Intergenerational elasticity estimates based on income at very young ages are still negative.

Fifth. The life-cycle bias is not minimized at age $t^*$, the age at which the current empirical literature aims to measure income, but at an age $t > t^*$. We report a similar pattern for other cohorts in section 3.4.

Sixth. The remaining life-cycle bias $\hat{b}(t)$ around age $t^*$ is substantial and significantly different from zero. Table 2 shows that $b(t)$ is on average around 0.05 over ages 31-35, which corresponds to about 20 percent of our benchmark. Furthermore, the large deviation from this average at age 32 indicates that the year-to-year variation can be large. Knowledge of age $t^*$ will thus not eliminate life-cycle bias.

We briefly compare these empirical results with our theoretical discussion of the determinants of $\hat{b}(t)$. Table 3 decomposes $b(t)$ according to eq. (4). Variation of $b(t)$ over age stems mostly from variation in the residual correlation $\text{Corr}(\hat{y}^*_f, u_{s,t})$, while the ratio $\sigma_{u_{s,t}}/\lambda_{s,t}\sigma_{y^*_f}$ is close to one over most of the life cycle.\footnote{The previously documented increase in $\lambda_{s,t}$ over age is offset by an increase in $\sigma_{u_{s,t}}$.} Seemingly small residual correlations can thus translate into substantive biases. For example, a residual correlation of 0.03 translates into a life-cycle bias of more than 10 percent of the benchmark elasticity.

These results provide guidance for applied research, but some remarks about generalizability are warranted. Life-cycle bias will differ quantitatively across populations. The bias is determined by the degree of systematic differences in income profiles between sons from poor and sons from rich families. This mechanism is likely to vary across cohorts and countries. The question is if observed qualitative patterns over age can nevertheless be generalized. Figure 3 demonstrates that annual income at late age provides a more reliable base for application of the GEiV model in intergenerational studies than income at young age. The remaining life-cycle bias is large and negative up until the early forties, but then small for most older ages.\footnote{The latter result cannot easily be exploited. Adjustment of $\hat{\beta}$ by $\hat{\lambda}_{s,t}$ can rarely be done in practice due to lack of information on the latter. Importing estimates of $\lambda_{s,t}$ from other sources can be misleading since its pattern over age could differ across populations.} Thus, the relationship between current and lifetime income differs with respect to family background particularly at the beginning of the life cycle. This result is intuitive if one considers potential causal mechanisms of intergenerational transmission. Sons from rich families might acquire more education or face different conditions that particularly affect initial job search (e.g. regarding credit-constraints, family networks, or ex-ante information on labor market characteristics). Such mechanisms are likely to apply to some degree to most populations. Although the size of the life-cycle bias is bound to differ across populations, its pattern over age is thus likely to hold more generally. This conclusion is supported by results for other Swedish cohorts, as we will discuss later on.

3.4 Extensions

We proceed to examine alterations of the estimation procedure to reduce the bias, test the sensitivity of our results, and discuss if adjustments according to the GEiV model can eliminate life-cycle bias in other applications.
Multi-Year Averages of Current Income

Some recent studies that reference to the GEiV model (see footnote 11) average over multiple income observations of sons, although without clear theoretical motivation. One rationale could be that researchers do not know the exact age at which $\lambda_{s,t}$ equals one. Our result that life-cycle bias is substantial even if this age would be known raises the question if and how such practice can help to reduce the bias.

We therefore estimate $\beta_t$ using three-, five- and seven-year averages of son’s income centered around age $t^*$. These averages are also used to estimate $\lambda_{s,t}$, and the remaining life-cycle bias after adjustment by $\hat{\lambda}_{s,t}$. The results are presented in Table 4. The remaining life-cycle bias falls in the number of income observations but is not eliminated. For the seven-year average, the estimated bias (in absolute value) is on average slightly below 0.03 at ages 31-35 compared to about 0.05 using one-year measures. The residual variance $\hat{\sigma}_{u_{s,t}}$ decreases by about a third when moving from one- to seven-year measures, and diminishes the estimated bias proportionally. The residual correlation falls only slightly and estimates of $\lambda_{s,t}$ remain stable. These improvements are moderate, but they still lead us to recommend averaging over multiple income observations on the left-hand side when possible.

Treatment of Outliers in the Income Data

Intergenerational elasticity estimates can be sensitive to how one treats outliers in general, and observations of zero or missing income in particular (Couch and Lillard, 1998; Dahl and DeLeire, 2008). We test the robustness of our results along this dimension by (i) balancing the sample across ages such that only sons with positive income in all ages 31-35 are included, (ii) bottom-coding very low non-missing incomes, and (iii) top-coding very high incomes. We compare the life-cycle bias for ages 31-35 for each of these samples (presented in Table 5) with the results for our main sample in Table 2.

Estimates of the remaining life-cycle bias are on average about a third lower for the balanced sample than for our main sample (at ages 31-35), but still correspond to more than 10 percent of the benchmark elasticity. Decreases in both the residual correlation and residual variance contribute to this drop. Bottom-coding has the opposite effect and increases the bias slightly since observations with zero income are now always included. Finally, results for a sample with top-coded incomes are very similar to those for the main sample, implying low sensitivity to the exact measurement of high incomes. While we thus find that zero and missing incomes are influential for the size of life-cycle bias, it is not obvious what the right sampling choice would be. To derive a general measure of mobility one would like to include all individuals, but our analysis shows that doing so comes with the cost of increased life-cycle bias.

Length of Observed Income Profiles

Although our data are to our knowledge the best available for our purpose, it might be a concern that our measures of lifetime income are still based on incomplete income histories. We thus perform a number of robustness tests. We consider a younger cohort — sons born 26

---

26 As of the log-specification we do not expect high extremes to have as large influence as low extremes. Top-coding has however been suggested to test the sensitivity to some changes of administrative routines and tax levels across our time period (see Böhlmark and Lindquist, 2006).

27 Excluding those with occasional zeros or missings reduces the number of extreme values and thereby the variation in $u_{s,it}$. The residual correlation decreases since individuals with frequent zero and missing income observations are likely to experience quite different income profiles than the average population, and therefore amplify the heterogeneity in income profiles that causes the residual correlation.
1958-60 — to study the influence of early-age income data of fathers, and an older cohort — born 1952-54 — to study the influence of late-age data of sons.

Age profiles of the life-cycle bias before and after adjustment by \( \hat{\lambda}_{s,t} \) are shown in Figures 4 (main sample), 5 (cohort 1958-60), and 6 (cohort 1952-54) for variations of the age spans. Abstracting from general cohort differences, we find that changes in the fathers’ age span have little effect on the life-cycle bias, probably due to our focus on left-side measurement error. In contrast, changes in the sons’ age span cause noticeable shifts. This is not unexpected since changes in the age span on which our measures of lifetime income are based are likely to alter both \( \sigma_{y^*_s} \) and \( \lambda_{s,t} \) slightly. While the exact relation between the size of the life-cycle bias and age therefore depends on the definition of the age span, the major facts remain stable: the remaining life-cycle bias after adjustment by \( \hat{\lambda}_{s,t} \) can be large and tends to be negative for young ages and around \( t^* \).

Cohort and Population Differences

We use the same three cohort groups to briefly assess if the magnitude of life-cycle bias can be expected to vary across populations. To separate true cohort differences from differences due to age span definitions, we limit the income profiles of both fathers and sons to the longest age span observed in all three samples. We thus use incomes of sons for ages 22-47, and incomes of fathers for ages 36-65. Differences between these samples are hence due to their respective data generating processes. Table 6 presents the most central results around age \( t^* \) for each sample.

The 1958-60 cohort has an estimated benchmark elasticity \( \hat{\beta} \) that is similar to our main cohort but a slightly larger remaining life-cycle bias \( b(t) \). For the 1952-54 cohort both \( \hat{\beta} \) and \( b(t) \) are substantially lower. The differences in \( b(t) \) — substantial even for large samples and a fixed sampling procedure across cohorts within Sweden — confirm that life-cycle bias should be expected to differ across studies and populations also after adjustment by \( \hat{\lambda}_{s,t} \).

The GEiV Model in Other Applications

The GEiV model can be applied to other literatures that use short-run income to proxy for unobserved long-run values. However, we argue that the model will not eliminate life-cycle bias in such other applications since assumptions akin to (5) on the covariance between residuals and the explanatory variable are generally unlikely to hold.

To provide brief evidence, we examine if the residuals from eq. (3) correlate with a range of characteristics that are of interest in various literatures, specifically (i) father’s age at birth of his son, (ii) father’s education, (iii) son’s education, (iv) son’s cognitive ability, and (v) son’s country of birth. Table 7 describes how each variable is measured and presents the results. As expected, most of these correlations are significantly different from zero. Importantly, the residual correlations are non-zero also around age \( t^* \). Knowing this age, or the age profile of \( \lambda_{s,t} \), does therefore not allow researchers to fully control for life-cycle effects.

The residuals correlate much stronger with son’s and father’s education than with father’s log lifetime income, indicating that the GEiV model might perform worse in applications in which education plays a central role. \(^{30}\) The correlations tend to be smaller when sons’

---

\(^{28}\) Restricting the age intervals reduces the benchmark estimate. Dropping income observations for sons at old age and fathers at young age decreases \( \sigma_{y^*_s} \) and increases \( \sigma_{y^*_f} \), reducing the numerator and increasing the denominator of the OLS estimator.

\(^{29}\) More detailed evidence on cohort differences are provided in Figures 11 and 12.

\(^{30}\) Correlation with the schooling variables is large in particular for young age, reflecting that income growth of the highly educated is relatively strong while initial income is low.
income is measured at later ages, again supporting our argument that the GEiV performs better when applied to current income at ages \( t > t^* \).

### 3.5 Measurement Error on the Right-Hand Side or Both Sides

Although our findings on left-side measurement error are conceptually interesting, evidence on the combined effects of life-cycle bias from both sides is more relevant for practitioners. The questions arise whether we find similar life-cycle effects from the right-hand side, and whether these tend to cancel out or aggravate the effects from left-side measurement error. Our data allow us to directly examine these questions. We now base estimates of \( \beta_t \) on lifetime income of sons and approximation of lifetime income by annual income for fathers (right-side measurement error) or approximation for both fathers and sons (measurement error on both sides). The probability limit of \( \hat{\beta}_t \) is then affected by attenuation and life-cycle bias. We adjust for both according to the GEiV model. Results are shown in Figures 7 and 8.\(^{31}\)

Figure 7 demonstrates the additional large attenuating effects from right-side measurement error. The remaining life-cycle bias after adjustment by the GEiV model follows a similar qualitative pattern over age as for the case of left-side measurement error. Figure 8 shows the remaining life-cycle bias in the case of measurement error on both sides with fathers’ and sons’ incomes measured at similar ages. It is overall larger than for left-side measurement error alone, thus indicating aggravating effects of measurement error on both sides.\(^{32}\) Importantly, this is also the case when fathers’ and sons’ incomes are measured at their respective \( t^* \). We again find that the GEiV model is less successful in eliminating the bias for early ages and around \( t^* \) than for later ages. Moreover, the estimates suffer from strong year-to-year variability, supporting the argument that comparisons of elasticity estimates across populations are likely to be difficult. Reducing this variability is an additional motive for averaging over multiple income observations on both sides, apart from our previous finding that it reduces the size of the bias.

### 4 Other Methods to Address Life-Cycle Bias

We briefly examine two other methods employed in the intergenerational mobility literature. We show that instrumental variable (IV) estimators do not yield an upper bound for \( \beta \) due to life-cycle effects, and discuss why consideration of differential income growth rates across subgroups also yields inconsistent estimates.

#### 4.1 Instrumental Variable Methods

IV methods have been proposed as an alternative way to tackle attenuation bias that stems from right-side measurement error in eq. (1). Furthermore, in the form of two-sample IV

\(^{31}\) Adjustment is based on separate estimates of \( \lambda_{t} \) for both fathers and sons, denoted \( \hat{\lambda}_{f,t} \) and \( \hat{\lambda}_{s,t} \). According to the GEiV model the probability limit of \( \hat{\beta}_t \) equals \( \theta_{f,t} = (\lambda_{f,t} \sigma_{y_{f,t}}^2 / (\lambda_{f,t}^2 \sigma_{y_{f,t}}^2 + \sigma_{u_{f,t}}^2)) \) for right-side and \( \lambda_{s,t} \) for both-side measurement error (assuming \( \text{Corr}(u_{s,it}, u_{f,it}) = 0 \) in addition to assumption 5). Therefore the remaining life-cycle biases equal \( b(t) = \hat{\beta}_t / \hat{\theta}_{f,t} - \hat{\beta} \) and \( b(t) = \hat{\beta}_t / \hat{\lambda}_{s,t} \theta_{f,t} - \hat{\beta} \), respectively. See Appendix A.3 and A.4 for a detailed derivation of the components of these biases. For presentational purpose we use only one age subscript \( t \) and display combinations of annual income for sons and fathers with equal distances to their respective \( t^* \) in Figure 8.

\(^{32}\) This holds true if estimates are only adjusted for attenuation bias but not for life-cycle effects according to the GEiV model (see Figure 13). These results confirm and substantiate the theoretical predictions of Jenkins (1987) that measuring fathers’ and sons’ income at similar ages might not necessarily reduce life-cycle bias, and contradict arguments in the recent literature that such “life course matching” generally leads to smaller biases than asymmetric age combinations.
(TSIV) they are heavily relied on for countries with less rich data.\textsuperscript{33} Little is however known about life-cycle effects in IV estimates.

Instruments used in the literature include indices of father’s socioeconomic status (Zimmerman, 1992) and father’s education (Solon, 1992). Following Solon (1992), assume that son’s lifetime income is determined by

\[ y_{s,i}^* = \eta_1 y_{f,i}^* + \eta_2 E_{f,i} + \varepsilon_i, \]

where father’s education \( E_{f,i} \) is allowed to have a direct relation with son’s income in addition to the indirect relation via father’s income. We are interested in the probability limit of the estimated coefficient \( \hat{\beta}_{\text{approx}} \) from a two-stage least-squares regression of \( y_{s,i} \) (with \( y_{s,i} = y_{s,i}^* + u_{s,i} \)) on \( y_{f,i} \) (with \( y_{f,i} = y_{f,i}^* + u_{f,i} \)).\textsuperscript{34} In the classical errors-in-variables model, assuming that \( E_f \) is uncorrelated with \( u_f \) and \( u_s \) (assumption IV\textsuperscript{1}), we have

\[
\text{plim} \hat{\beta}_{\text{approx}} = \frac{\text{Cov}(E_f, y_s)}{\text{Cov}(E_f, y_f)} = \eta_1 + \eta_2 \frac{\text{Var}(E_f)}{\text{Cov}(E_f, y_f^*)} \]

\[
= \beta + \eta_2 \left( \frac{\text{Var}(E_f)}{\text{Cov}(E_f, y_f^*)} - \frac{\text{Cov}(E_f, y_f^*)}{\text{Var}(y_f^*)} \right) \]

\[
= \beta + \eta_2 \frac{\sigma_{E_f}^2}{\text{Cov}(E_f, y_f^*)\sigma_{y_f^*}} \left( 1 - \text{Corr}(E_f, y_f^*)^2 \right),
\]

where the next to last step follows from the omitted-variable formula (see Solon, 1992, for a detailed derivation).\textsuperscript{35} The IV estimator is then an upper bound for \( \beta \) if father’s education has a non-negative relation with son’s income (ass. IV\textsuperscript{2}) and if its correlation with father’s lifetime income is bounded between zero and one (ass. IV\textsuperscript{3}).

However, we argue that assumption IV\textsuperscript{1} that \( E_{f,i} \) is uncorrelated with \( u_{f,i} \) and \( u_{s,i} \) does typically not hold, e.g. since education is correlated with income growth rates. Typical panel data cover income observations of young sons and old fathers. Then lifetime income of highly educated sons (fathers) will be understated (overstated), even if we control for the central tendency of income growth in the population. If education is correlated within families, then \( \text{Cov}(E_f, u_f) > 0 \) and \( \text{Cov}(E_f, u_s) < 0 \). Allowing for non-classical measurement error, the probability limit is more generally given by

\[
\text{plim} \hat{\beta}_{\text{approx}} = \beta + \eta_2 \left( \frac{\text{Var}(E_f)}{\text{Cov}(E_f, y_f)} - \frac{\text{Cov}(E_f, y_f^*)}{\text{Var}(y_f^*)} \right) + \frac{\text{Cov}(E_f, u_s)}{\text{Cov}(E_f, y_f)} - \eta_1 \frac{\text{Cov}(E_f, u_f)}{\text{Cov}(E_f, y_f)}. \tag{6}
\]

The example above illustrates that the latter two terms can be negative, so \( \hat{\beta}_{\text{approx}} \) will not necessarily be an upper bound for \( \beta \). The results from Gravé (2006) and Haider and Solon (2006) indicate that IV estimates might bound \( \beta \) if they are adjusted by a certain parameter (\( \lambda_t \) in the GEIV model), or if they are based on income at an age at which this parameter equals one. Our results imply that this is not the case since measurement errors in lifetime income are not orthogonal to education in either case (see section 3.4).

\textsuperscript{33}TSIV was first applied to the intergenerational mobility literature by Björklund and Jäntti (1997).

\textsuperscript{34}For generality we here use the notation from section 1 and exclude age subscripts.

\textsuperscript{35}The relationship between the population parameter \( \beta \) in eq. (1) and \( \eta_1 \) and \( \eta_2 \) is given by

\[
\beta = \frac{\text{Cov}(y_s^*, y_f^*)}{\text{Var}(y_f^*)} = \frac{\text{Cov}(\eta_1 y_f^* + \eta_2 E_f + \varepsilon_i, y_f^*)}{\text{Var}(y_f^*)} = \eta_1 + \eta_2 \frac{\text{Cov}(E_f, y_f^*)}{\text{Var}(y_f^*)}.
\]
Empirical Evidence on Life-Cycle Bias in IV Estimates

We use our Swedish data to examine life-cycle bias in IV estimates. As most of the literature, we instrument for father’s income by his years of education. We again first derive a benchmark estimate $\hat{\beta}_{IV}$ using our measures of lifetime income $y^*_f$ and $y^*_s$, to assess if IV methods provide an upper bound if lifetime incomes would be truly observed. The IV benchmark estimate ($\hat{\beta}_{IV} = 0.309, \hat{\sigma}_{\hat{\beta}_{IV}} = 0.037$) is larger than our OLS benchmark estimate ($\hat{\beta} = 0.273, \hat{\sigma}_{\hat{\beta}} = 0.017$), indicating that assumptions $IV_2$ and $IV_3$ can indeed be expected to hold. However, the difference $\hat{\beta}_{IV} - \hat{\beta}$ is statistically insignificant.

To probe the validity of assumption $IV_1$, we again focus on left-side measurement error (using son’s annual income at age $t$) in order to abstract from attenuation bias and to directly compare life-cycle bias in OLS and IV estimates. Figure 9 plots these estimates together with the OLS benchmark $\hat{\beta}$ and reveals two important results.

First, life-cycle effects from left-side measurement error are substantially larger in IV than in OLS estimates. Adjustment by $\lambda_t$ would thus improve IV estimates only modestly. Usage of education as an instrument aggravates the life-cycle bias since income profiles differ strongly with education — the covariances in eq. (6) are thus relatively large (c.f. section 3.4). Second, IV estimates are well below the benchmark also at $t^*$ at age 33 ($\hat{\beta}_{IV}^{t^*} = 0.183, \hat{\sigma}_{\hat{\beta}_{IV}^{t^*}} = 0.056$ whereas $\hat{\beta} = 0.270, \hat{\sigma}_{\hat{\beta}} = 0.017$). We therefore conclude that absent life-cycle effects, IV estimates bound the true parameter from above. But since applications are typically based on current income, IV estimates do not bound $\beta$ in practice. Given the large sensitivity of IV estimates to the age at which sons’ incomes are measured (ranging between 0.08 and 0.53 over ages 30-45), we argue that comparisons of IV estimates across populations are not robust if based on short spans of income data.

4.2 Life-Cycle Patterns in Income Across Subgroups

An alternative method to address life-cycle bias is to model life-cycle income processes across subgroups. For example, Vogel (2006) models income growth across different skill groups instead of assuming a uniform growth rate, and argues that the resulting measures of lifetime income eradicate life-cycle bias in intergenerational elasticity estimates.

Education is an important determinant of individual income growth, so the procedure can reduce measurement error in lifetime income that arises from idiosyncratic deviations from average income growth. However, after accounting for differential income growth across educational groups, other determinants of income will lead to deviations from the mean income growth rate within the given group. Since such determinants might often be shared by members of the same family, measurement errors in income growth rates are still likely to be correlated within families. For example, if a father holds an occupation that typically leads to steeper than average income growth, then his son’s income growth might also be steeper because he is relatively more likely to enter the same occupation.

This example indicates that estimates could be improved by considering additional individual characteristics for the estimation of growth rates in more specific subgroups. But the crucial insight is that we will not be able to sufficiently project life-cycle trajectories of

---

36 We impute years of education from data on level of educational attainment as recorded in the 1970 census, i.e. when the fathers were around 40 years old. Using level dummies yields similar results.
37 In contrast, life-cycle effects from right-side measurement error are not particularly strong in IV estimates (figure available from the authors upon request). According to eq. (6) this is partly attributable to the down-scaling effect of $\eta_1$ ($\hat{\eta}_1 = 0.263$ for our sample).
38 Within-family correlation in the choice of profession can be observed, for example, in the likelihood of becoming president of the United States. More comprehensive evidence based on a somewhat larger sample is given in Corak and Piraino (2010).
income, since individual growth rates are determined by both observable and unobservable characteristics that can correlate within families. Unexplained dispersion in income growth is large: for example, Jenkins (2009) finds substantial deviations of individual income trajectories from average trajectories of groups defined by education, sex, and birth cohort in British data. The remaining life-cycle bias caused by within-family correlation of the unexplained part of individual income growth rates should therefore not be expected to be negligible.

Our data allow us to provide evidence in support of this argument. We derive average growth in log income for various groups of sons by regressing current log income on a polynomial in age. Figure 10 depicts such income trajectories for four groups of sons defined by education (non-college/college) and their father’s lifetime income (below/above median). We find that while income trajectories are simply shifted for the two groups without college education, the difference in life-cycle patterns is substantial for the other two groups: college-educated sons with richer fathers have much stronger income growth than college-educated sons with poorer fathers. We thus find evidence for deterministic heterogeneity in income profiles even after controlling for a range of observable characteristics (sex, cohort, age, country of birth and education).

This result is of interest beyond the intergenerational mobility literature, in particular for the ongoing debate of whether idiosyncratic differences in income profiles of otherwise observationally equivalent individuals are mainly due to deterministic heterogeneity or persistent stochastic shocks (see e.g. Guvenen, 2007 for a recent contribution). These two sources are generally hard to distinguish from one another. We argue that the intergenerational dimension provides a novel perspective on this debate: systematic life-cycle patterns in income that are transmitted within families cannot stem from unexpected stochastic shocks, but have to be caused by deterministic factors. We thus conclude that unobserved deterministic heterogeneity in income profiles should be expected to be large, at least among highly educated individuals.\textsuperscript{39} We expand on this issue in the next section.

\section{Income Dynamics in Other Fields}

Life-cycle bias in intergenerational mobility estimation arises from the inability to fully address heterogeneity in income profiles. It follows that we need to understand individual income dynamics over the life cycle before income dynamics over generations can be understood. The intergenerational mobility literature thus faces similar difficulties as many other literatures that depend on measures of long-run income values and income dynamics. In this section we discuss our results in this more general context. In particular we comment on the applicability of the GEiV model in the returns to schooling literature and on the literature on income dynamics and stochastic shocks.

\subsection{Income Dynamics and Stochastic Shocks}

Permanent income\textsuperscript{40} and income risk are thought to be essential determinants of individual behaviour.\textsuperscript{41} Measures of these are commonly derived by statistical decomposition of observed income inequality among college-educated individuals.\textsuperscript{42} A reminder of terminology is useful to distinguish ex-ante and ex-post concepts of long-run income status. Friedman gave an extensive exposition on that the term “permanent income” was to denote a theoretical concept, an individual’s ex-ante expectation on some unspecified long-run income measure that individual behaviour (consumption) is based on, not an ex-post realisation of a specific measure like lifetime income (Friedman 1957, p.23). In the intergenerational mobility literature this distinction is not always clearly made, see footnote 6.

\textsuperscript{39}This finding is consistent with Guvenen (2009), who finds that heterogeneous income profiles explain a larger fraction of income inequality among college-educated individuals.

\textsuperscript{40}Remind that the term “permanent income” was to denote a theoretical concept, an individual’s ex-ante expectation on some unspecified long-run income measure that individual behaviour (consumption) is based on, not an ex-post realisation of a specific measure like lifetime income.\textsuperscript{42} A large literature explores the link between innovations in income and consumption. Income risk has increasingly also been related to other outcomes, including wealth inequality, saving, asset prices, crime,
income profiles into a part explained by observable individual-specific covariates and an autocorrelated error term. The error term is often split into a random walk ("permanent component" plus "permanent shock") and an AR$(q)$ process ("transitory component"). Such decompositions equate unexplained dispersion in income with stochastic uncertainty: individuals with stronger persistent income growth relative to others with similar observable characteristics are thought to have experienced stronger positive permanent income shocks.

But what the econometrician, who has relatively little information on individual characteristics, deems as unexpected shock might not be a shock to the individual. An alternative strand of the literature suggests that individual income profiles instead differ deterministically as of unobserved heterogeneity, e.g. due to individual ability. Such latent heterogeneity cannot be equated with uncertainty — for example, Cunha et al. (2005) argue that a substantial part of the variability in ex-post returns to schooling is predictable by individuals.

Income shock measures could thus be subject to measurement error that stems from confusion of deterministic heterogeneity and stochastic uncertainty. The discussion of measurement issues and income profile heterogeneity in the intergenerational mobility literature becomes interesting in this context.

First, an intergenerational perspective allows us to distinguish deterministic income heterogeneity from stochastic persistent shocks, since only the former will be (partially) transmitted within families. In section 4.2, we showed that family background can explain a substantial share of unexplained dispersion in income profiles even after controlling for a wide range of observable characteristics. This result favors the view that unobserved heterogeneity in income profiles can be quantitatively important.

Second, measurement error in income shocks should be expected to be non-classical, since unobserved determinants of income growth (e.g. cognitive or non-cognitive abilities) will correlate with shock measures. The impact of such measurement error is not restricted to attenuation bias (as is often assumed in the literature) and can enter observed relationships between outcomes and measures of income shocks in more complicated ways.

Third, note that these problems arise even when the information set of the individual and the econometrician coincide. Cunha et al. (2005) refer to the variability in the returns to schooling that is unpredictable to the individual as reflecting 'luck'. We argue that it can also reflect deterministic returns to characteristics that the individual is not aware of. For example, abilities might be known or unknown to the individual but can in either case affect life-cycle income growth.


Of course, we might expect that persistent stochastic shocks in parents’ income affect their offspring. But such transmission within families would be deterministic, and would thus not represent (unexpected) stochastic shocks for the offspring. Likewise, individuals might tend to experience similar income shocks within families (for example if family members tend to work in the same industry or region), but if their income profiles show similarities over many years (for example because both parents and offspring work in a shrinking industry) then these income changes are unlikely to be unexpected to the offspring.

The consequences depend on the examined structural relationship. For example, it is not obvious why ability should have an autonomous impact on consumption besides its relationship through income growth. But correlation of permanent income shock measures with ability seems problematic for many other outcomes that have recently been related to income shocks.
Finally, the intergenerational mobility literature exemplifies well how stark the consequences of non-classical measurement error can be and how difficult it is to address such measurement error. Revisions of estimation strategies in this literature were largely data driven. It is a reason for caution that such data-driven validation is more difficult in the literature that relates stochastic income shocks to various outcomes — availability of longer income histories is informative about ex-post lifetime measures, but not necessarily about individuals’ expectations on long-run income status.

Of course, inference does often not depend on variation in individual income shocks, but on variation on an aggregated scale (such as cohorts or regions). While the exact underlying assumptions differ across applications, our view is that it can be summarized as an instrumental variable problem: researchers search for dimensions (cohorts, regions, etc.) that cause variation in the size of shocks, but relate to outcomes only via these shocks. Such aggregation will not necessarily eliminate measurement errors. For example, variation in income processes over regions might stem from pure “market luck” that is orthogonal to conditions within the region, but also from differences in the distributions of, or returns to, unobserved determinants of income. The latter would cause measures of income shocks to correlate with income determinants also on an aggregate scale.

5.2 Returns to Schooling

Empirical studies on the returns to schooling are potentially subject to life-cycle bias, as differences in current earnings can misrepresent lifetime returns. The issue is less pressing than for intergenerational mobility studies (the latter require data for two generations and researchers are thus more likely to observe non-representative age spans), but it becomes important under certain conditions. The actual relationship between current earnings and schooling over the life cycle might not follow the specified functional relationship. Even with a flexible functional form one might fail to recover the true relationship if the age distribution of sampled individuals does not represent the age span of interest.

This becomes particularly relevant in cohort-based estimation. Heckman et al. (2006) argue that, given non-stationary labor markets, cohort analysis is preferred to an approach in which various cohorts are sampled (the so-called synthetic cohort approach) to estimate ex-post returns. Repeated cross-section or panel data are then required, in which researchers rarely observe complete lifetime earnings. The question is if life-cycle bias can be eliminated in estimates based on shorter earnings spans.

The GEiV model illustrates the difficulty of such reliance on short-term measures, but implies that earnings differences at a certain age approximates differences in lifetime earnings and thus lifetime returns to schooling well. However, our analysis shows that the model provides only a partial correction for life-cycle effects. Knowledge of the central parameter $\lambda_t$ is insufficient, since the shapes of earnings profiles of different educational subgroups deviate from the population average grasped by $\lambda_t$. The projection error from eq. (3) thus correlates with education, which we confirm empirically in section 3.4. Bhuller et al. (2011) present a general analysis of life-cycle bias in returns to schooling estimates, and also analyze the applicability of the GEiV model in this context.

6 Conclusions

In this paper, we have demonstrated that recent methodological advances in the estimation of intergenerational income elasticities do not eliminate life-cycle bias. Current empirical

\footnote{For example, Heckman et al. (2006) argue that log earnings in schooling and experience are not multiplicative separable.}
practice based on the generalized errors-in-variables model improves estimates, but we find that the remaining life-cycle bias is nevertheless substantial. The bias is strongly negative when using annual income below age 30, and remains negative in the mid-thirties. Since this is the age at which studies that rely on the generalized model have aimed to measure income, we expect resulting estimates to (still) understate the intergenerational elasticity.

One might argue that remaining life-cycle biases do not pose major problems, since interest often lies in the relative intergenerational mobility across populations (e.g. in cross-country studies). Estimates might be sufficiently precise if we believe that the magnitude of the remaining life-cycle bias is similar across countries. However, such belief would correspond to the assumption that within-family correlation in the shape of income profiles is of the same magnitude across countries. It is therefore a direct restriction on a potential characteristic of intergenerational mobility. Since countries differ with respect to the degree of intergenerational mobility, we also suspect that they differ in this specific aspect of it.

Comparisons of intergenerational elasticity estimates based on short-run income data across countries, groups or cohorts are thus of limited reliability, unless differences in estimates are large. Our finding that the life-cycle bias varies even across Swedish cohorts born in the same decade supports this conclusion. Moreover, comparisons are even less robust if based on IV estimates, which we find to suffer from larger life-cycle effects than OLS estimates.

Our analysis provides some guidance for applied research. We find evidence that annual incomes at later ages (e.g. age 40-50) provide a more reliable base for application of the GEiV model. The remaining life-cycle bias can be further reduced by averaging over multiple income observations for both fathers and sons, and the treatment of zero and missing income observations has important consequences. To derive a general measure of mobility one would like to include such observations, but doing so comes with the cost of increased vulnerability to life-cycle bias.

Further refinements of empirical practice with restricted use of income observations around a specific age can thus improve upon previous estimates, but will not eliminate life-cycle bias. Development of a more structured approach that aims to capitalize on all available income data seems thus desirable. Future research could in particular benefit from a more comprehensive exploitation of partially observed income growth patterns. Intergenerational mobility estimates are often based on multiple income observations per individual, but researchers typically disregard the idiosyncratic income growth across these observations. Such partially observed growth patterns are determined by all observable and unobservable characteristics of the individual. Hence they contain more information on the unobserved part of income profiles and thus on lifetime income than what current income levels and observable characteristics can provide.

Our results add to a general conclusion that can be drawn from the intergenerational mobility literature: addressing heterogeneity in income profiles is an important, difficult and recurrently underestimated task. The central problem is that idiosyncratic deviations from average income profiles correlate with a wide range of individual and family characteristics. We hope that our discussion underlines the potential severity of this issue for other literatures that rely on measurement of long-run income or income dynamics.
### Table 1: Descriptive Statistics: Means and Standard Deviations by Son’s Birth Year

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>1955</th>
<th>1956</th>
<th>1957</th>
<th>1957</th>
</tr>
</thead>
<tbody>
<tr>
<td>Father’s age at birth of son</td>
<td>24.68 (2.53)</td>
<td>24.66 (2.51)</td>
<td>24.77 (2.50)</td>
<td>24.62 (2.58)</td>
<td></td>
</tr>
<tr>
<td>log lifetime income (sons)</td>
<td>11.97 (0.43)</td>
<td>11.98 (0.42)</td>
<td>11.98 (0.42)</td>
<td>11.95 (0.44)</td>
<td></td>
</tr>
<tr>
<td>log lifetime income (fathers)</td>
<td>11.72 (0.42)</td>
<td>11.73 (0.44)</td>
<td>11.72 (0.43)</td>
<td>11.72 (0.40)</td>
<td></td>
</tr>
<tr>
<td># of pos. income obs. (sons)</td>
<td>28.52 (1.86)</td>
<td>28.57 (1.71)</td>
<td>28.56 (1.74)</td>
<td>28.43 (2.11)</td>
<td></td>
</tr>
<tr>
<td># of pos. income obs. (fathers)</td>
<td>30.32 (3.76)</td>
<td>29.99 (4.13)</td>
<td>30.36 (3.62)</td>
<td>30.59 (3.48)</td>
<td></td>
</tr>
<tr>
<td>Father-son pairs (N)</td>
<td>3504</td>
<td>1167</td>
<td>1173</td>
<td>1164</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Lifetime income is annuitized by dividing total lifetime income by number of non-missing income observations.

### Table 2: OLS Estimates of Elasticities and Life-Cycle Bias

<table>
<thead>
<tr>
<th>t=Age</th>
<th>$\lambda_{s,t}$</th>
<th>$\beta$</th>
<th>$\beta_t$</th>
<th>$\beta_t/\lambda_{s,t}$</th>
<th>$b(t)$</th>
<th>$b(t)$ in %</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>0.897</td>
<td>0.266</td>
<td>0.191</td>
<td>0.213</td>
<td>-0.053</td>
<td>19.8</td>
<td>3478</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.029)</td>
<td>(0.021)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.909</td>
<td>0.267</td>
<td>0.246</td>
<td>0.271</td>
<td>0.003</td>
<td>1.3</td>
<td>3476</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.028)</td>
<td>(0.021)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.982</td>
<td>0.267</td>
<td>0.203</td>
<td>0.207</td>
<td>-0.061</td>
<td>22.7</td>
<td>3479</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.016)</td>
<td>(0.025)</td>
<td>(0.031)</td>
<td>(0.024)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.039</td>
<td>0.256</td>
<td>0.212</td>
<td>0.204</td>
<td>-0.051</td>
<td>20.1</td>
<td>3469</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.016)</td>
<td>(0.025)</td>
<td>(0.031)</td>
<td>(0.023)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.114</td>
<td>0.261</td>
<td>0.234</td>
<td>0.210</td>
<td>-0.052</td>
<td>19.7</td>
<td>3460</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.016)</td>
<td>(0.027)</td>
<td>(0.029)</td>
<td>(0.022)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Cohort group 1955-1957, left-side measurement error only. Standard errors in parentheses, which for $\beta_t/\lambda_{s,t}$ and $b(t)$ are based on Taylor approximations that take the covariance structure of $\lambda_{s,t}$, $\beta$, and $\beta_t$ into account. Column (7) displays $b(t)$ in percent of our benchmark estimate $\beta$.

### Table 3: Decomposition of Life-Cycle Bias

<table>
<thead>
<tr>
<th>t=Age</th>
<th>$b(t)$</th>
<th>$\text{Corr}(y_f^*, u_{s,t})$</th>
<th>$\hat{\sigma}<em>{u</em>{s,t}}$</th>
<th>$\hat{\sigma}_{y_f^*}$</th>
<th>$\hat{\sigma}<em>{u</em>{s,t}}/\hat{\lambda}<em>{s,t}\hat{\sigma}</em>{y_f^*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>-0.053</td>
<td>-0.044</td>
<td>0.455</td>
<td>0.424</td>
<td>1.198</td>
</tr>
<tr>
<td>32</td>
<td>0.003</td>
<td>0.003</td>
<td>0.431</td>
<td>0.423</td>
<td>1.123</td>
</tr>
<tr>
<td>33</td>
<td>-0.061</td>
<td>-0.052</td>
<td>0.485</td>
<td>0.422</td>
<td>1.169</td>
</tr>
<tr>
<td>34</td>
<td>-0.051</td>
<td>-0.050</td>
<td>0.452</td>
<td>0.422</td>
<td>1.031</td>
</tr>
<tr>
<td>35</td>
<td>-0.052</td>
<td>-0.049</td>
<td>0.494</td>
<td>0.422</td>
<td>1.050</td>
</tr>
</tbody>
</table>

Notes: Cohort group 1955-1957, left-side measurement error only.
<table>
<thead>
<tr>
<th>t=Age</th>
<th>$\lambda_{s,t}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_t$</th>
<th>$\hat{\beta}<em>t / \lambda</em>{s,t}$</th>
<th>b(t)</th>
<th>$\hat{\sigma}_{u,s,it}$</th>
<th>Corr($\hat{u}<em>{s,it}, y</em>{f,i}^*$)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>9A: Three-Year Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.863</td>
<td>0.268</td>
<td>0.218</td>
<td>0.253</td>
<td>-0.015</td>
<td>0.339</td>
<td>-0.016</td>
<td>3496</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.016)</td>
<td>(0.020)</td>
<td>(0.026)</td>
<td></td>
<td>(0.017)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.948</td>
<td>0.267</td>
<td>0.214</td>
<td>0.226</td>
<td>-0.041</td>
<td>0.365</td>
<td>-0.045</td>
<td>3499</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.016)</td>
<td>(0.021)</td>
<td>(0.027)</td>
<td></td>
<td>(0.017)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1.011</td>
<td>0.267</td>
<td>0.229</td>
<td>0.227</td>
<td>-0.041</td>
<td>0.372</td>
<td>-0.047</td>
<td>3495</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.016)</td>
<td>(0.022)</td>
<td>(0.030)</td>
<td></td>
<td>(0.022)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.078</td>
<td>0.268</td>
<td>0.229</td>
<td>0.212</td>
<td>-0.056</td>
<td>0.396</td>
<td>-0.064</td>
<td>3491</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.016)</td>
<td>(0.024)</td>
<td>(0.028)</td>
<td></td>
<td>(0.020)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.142</td>
<td>0.262</td>
<td>0.232</td>
<td>0.203</td>
<td>-0.059</td>
<td>0.411</td>
<td>-0.069</td>
<td>3486</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.025)</td>
<td>(0.028)</td>
<td></td>
<td>(0.020)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9B: Five-Year Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.847</td>
<td>0.268</td>
<td>0.213</td>
<td>0.251</td>
<td>-0.017</td>
<td>0.290</td>
<td>-0.021</td>
<td>3500</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.016)</td>
<td>(0.018)</td>
<td>(0.025)</td>
<td></td>
<td>(0.014)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.925</td>
<td>0.268</td>
<td>0.229</td>
<td>0.248</td>
<td>-0.020</td>
<td>0.310</td>
<td>-0.025</td>
<td>3501</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.016)</td>
<td>(0.020)</td>
<td>(0.024)</td>
<td></td>
<td>(0.014)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1.010</td>
<td>0.267</td>
<td>0.226</td>
<td>0.224</td>
<td>-0.043</td>
<td>0.336</td>
<td>-0.055</td>
<td>3500</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.016)</td>
<td>(0.021)</td>
<td>(0.026)</td>
<td></td>
<td>(0.016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.057</td>
<td>0.267</td>
<td>0.235</td>
<td>0.222</td>
<td>-0.044</td>
<td>0.332</td>
<td>-0.060</td>
<td>3497</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.016)</td>
<td>(0.022)</td>
<td>(0.028)</td>
<td></td>
<td>(0.018)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.141</td>
<td>0.268</td>
<td>0.247</td>
<td>0.216</td>
<td>-0.052</td>
<td>0.384</td>
<td>-0.065</td>
<td>3495</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.016)</td>
<td>(0.024)</td>
<td>(0.028)</td>
<td></td>
<td>(0.019)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9C: Seven-Year Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.866</td>
<td>0.270</td>
<td>0.221</td>
<td>0.255</td>
<td>-0.015</td>
<td>0.279</td>
<td>-0.020</td>
<td>3503</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.016)</td>
<td>(0.018)</td>
<td>(0.024)</td>
<td></td>
<td>(0.013)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.908</td>
<td>0.268</td>
<td>0.227</td>
<td>0.250</td>
<td>-0.018</td>
<td>0.261</td>
<td>-0.026</td>
<td>3501</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.016)</td>
<td>(0.018)</td>
<td>(0.023)</td>
<td></td>
<td>(0.013)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.975</td>
<td>0.268</td>
<td>0.238</td>
<td>0.245</td>
<td>-0.023</td>
<td>0.279</td>
<td>-0.034</td>
<td>3502</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.016)</td>
<td>(0.020)</td>
<td>(0.024)</td>
<td></td>
<td>(0.013)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.069</td>
<td>0.268</td>
<td>0.245</td>
<td>0.229</td>
<td>-0.038</td>
<td>0.318</td>
<td>-0.055</td>
<td>3502</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.016)</td>
<td>(0.022)</td>
<td>(0.025)</td>
<td></td>
<td>(0.015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.122</td>
<td>0.267</td>
<td>0.251</td>
<td>0.224</td>
<td>-0.044</td>
<td>0.341</td>
<td>-0.061</td>
<td>3500</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.027)</td>
<td></td>
<td>(0.017)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Cohort 1955-57, left-side measurement error only. Current income of sons are measured as three-, five-, and seven-year averages centered around age $t$. $\hat{\beta}_t$ is the coefficient from regressing the log of the average on father’s log lifetime income. $\lambda_{s,t}$ is from the regression of the log of the average on the son’s log lifetime income. Standard errors are in parentheses.
### Table 5: Robustness Tests with Sample Variations

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_{s,t}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_t$</th>
<th>$\hat{\beta}<em>t / \hat{\lambda}</em>{s,t}$</th>
<th>$b(t)$</th>
<th>$\hat{\sigma}<em>{u</em>{s,it}}$</th>
<th>$\text{Corr}(\hat{u}<em>{s,it}, y</em>{f,i}^*)$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A: Balanced Sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.826</td>
<td>0.257</td>
<td>0.184</td>
<td>0.223</td>
<td>-0.033</td>
<td>0.408</td>
<td>-0.029</td>
<td>3415</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.015)</td>
<td>(0.021)</td>
<td>(0.028)</td>
<td>(0.021)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.839</td>
<td>0.257</td>
<td>0.227</td>
<td>0.271</td>
<td>0.014</td>
<td>0.398</td>
<td>0.012</td>
<td>3415</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.015)</td>
<td>(0.020)</td>
<td>(0.028)</td>
<td>(0.021)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.909</td>
<td>0.257</td>
<td>0.185</td>
<td>0.203</td>
<td>-0.053</td>
<td>0.445</td>
<td>-0.046</td>
<td>3415</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.015)</td>
<td>(0.023)</td>
<td>(0.032)</td>
<td>(0.025)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0.964</td>
<td>0.257</td>
<td>0.219</td>
<td>0.227</td>
<td>-0.029</td>
<td>0.402</td>
<td>-0.030</td>
<td>3415</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.015)</td>
<td>(0.022)</td>
<td>(0.028)</td>
<td>(0.021)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.043</td>
<td>0.257</td>
<td>0.239</td>
<td>0.229</td>
<td>-0.027</td>
<td>0.457</td>
<td>-0.026</td>
<td>3415</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.015)</td>
<td>(0.024)</td>
<td>(0.027)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>B: Bottom-Coded Incomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.913</td>
<td>0.271</td>
<td>0.205</td>
<td>0.225</td>
<td>-0.046</td>
<td>0.442</td>
<td>-0.040</td>
<td>3498</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.028)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.947</td>
<td>0.271</td>
<td>0.245</td>
<td>0.259</td>
<td>-0.012</td>
<td>0.434</td>
<td>-0.011</td>
<td>3500</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.029)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.999</td>
<td>0.270</td>
<td>0.201</td>
<td>0.201</td>
<td>-0.069</td>
<td>0.434</td>
<td>-0.067</td>
<td>3501</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.024)</td>
<td>(0.030)</td>
<td>(0.022)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.094</td>
<td>0.270</td>
<td>0.247</td>
<td>0.226</td>
<td>-0.044</td>
<td>0.437</td>
<td>-0.046</td>
<td>3501</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.025)</td>
<td>(0.029)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.153</td>
<td>0.270</td>
<td>0.250</td>
<td>0.217</td>
<td>-0.053</td>
<td>0.450</td>
<td>-0.057</td>
<td>3498</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.026)</td>
<td>(0.028)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>C: Top-Coded Incomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.951</td>
<td>0.251</td>
<td>0.191</td>
<td>0.201</td>
<td>-0.050</td>
<td>0.448</td>
<td>-0.045</td>
<td>3478</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.016)</td>
<td>(0.024)</td>
<td>(0.027)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.959</td>
<td>0.252</td>
<td>0.246</td>
<td>0.257</td>
<td>0.005</td>
<td>0.426</td>
<td>0.004</td>
<td>3476</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.023)</td>
<td>(0.027)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1.038</td>
<td>0.252</td>
<td>0.203</td>
<td>0.196</td>
<td>-0.056</td>
<td>0.477</td>
<td>-0.051</td>
<td>3479</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.016)</td>
<td>(0.025)</td>
<td>(0.029)</td>
<td>(0.023)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.104</td>
<td>0.240</td>
<td>0.213</td>
<td>0.193</td>
<td>-0.047</td>
<td>0.443</td>
<td>-0.050</td>
<td>3469</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.015)</td>
<td>(0.025)</td>
<td>(0.029)</td>
<td>(0.022)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.185</td>
<td>0.246</td>
<td>0.234</td>
<td>0.198</td>
<td>-0.048</td>
<td>0.484</td>
<td>-0.050</td>
<td>3460</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.015)</td>
<td>(0.027)</td>
<td>(0.027)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Cohort 1955-57, left-side measurement error only. Panel A is balanced across ages, hence excluding all observations of individuals who have zero or missing incomes at any age 31-35. In panel B, annual incomes of sons below 10 000 SEK are bottom-coded up to 10 000 SEK (including zeros, but excluding missings). In panel C, annual incomes of sons above 2 million SEK are top-coded down to 2 million SEK. Standard errors are in parentheses.
Table 6: Summary of Cohort Differences, Averages over Ages 31-35

<table>
<thead>
<tr>
<th>Cohort Group</th>
<th>$\lambda_{s,t}$</th>
<th>$\beta$</th>
<th>$\beta_t$</th>
<th>$\beta_t/\lambda_{s,t}$</th>
<th>$b(t)$</th>
<th>$b(t)$ in %</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1958-60</td>
<td>1.071</td>
<td>0.274</td>
<td>0.235</td>
<td>0.220</td>
<td>-0.054</td>
<td>19.9</td>
<td>3427</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.016)</td>
<td>(0.028)</td>
<td>(0.032)</td>
<td>(0.026)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1955-57</td>
<td>1.066</td>
<td>0.246</td>
<td>0.216</td>
<td>0.204</td>
<td>-0.042</td>
<td>17.2</td>
<td>3444</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.015)</td>
<td>(0.024)</td>
<td>(0.028)</td>
<td>(0.020)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1952-54</td>
<td>1.059</td>
<td>0.206</td>
<td>0.190</td>
<td>0.179</td>
<td>-0.027</td>
<td>12.8</td>
<td>3160</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.015)</td>
<td>(0.024)</td>
<td>(0.027)</td>
<td>(0.019)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Left-side measurement error only. Table displays averages of estimates and standard errors (in parentheses) across ages 31-35. $b(t)$ is significantly different from zero (p-value<0.05) at three ages (out of five) for 1958-60, at four ages for 1955-57, and at two ages for 1952-54. For all cohort groups, lifetime income is restricted to be measured over identical ages: 22-47 for sons, and 36-65 for fathers. Column (7) displays $b(t)$ in percent of our benchmark estimate $\hat{\beta}$ (as average over the age interval).

Table 7: Correlations Between Residuals and Characteristics

<table>
<thead>
<tr>
<th>Age Interval of Sons</th>
<th>26-30</th>
<th>31-35</th>
<th>36-40</th>
<th>41-45</th>
<th>46-50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Father’s log lifetime income</td>
<td>-0.057*</td>
<td>-0.050*</td>
<td>-0.063*</td>
<td>-0.020</td>
<td>-0.007</td>
</tr>
<tr>
<td>Father’s age at birth of son</td>
<td>-0.054*</td>
<td>0.014</td>
<td>0.045*</td>
<td>0.017</td>
<td>-0.006</td>
</tr>
<tr>
<td>Father’s education</td>
<td>-0.158*</td>
<td>-0.061*</td>
<td>-0.045*</td>
<td>0.035</td>
<td>0.028</td>
</tr>
<tr>
<td>Son’s education</td>
<td>-0.278*</td>
<td>-0.112*</td>
<td>-0.002</td>
<td>0.085*</td>
<td>0.088*</td>
</tr>
<tr>
<td>Son’s cognitive ability</td>
<td>-0.108*</td>
<td>-0.073*</td>
<td>-0.050*</td>
<td>0.022</td>
<td>-0.004</td>
</tr>
<tr>
<td>Son’s country of birth</td>
<td>-0.040*</td>
<td>-0.026</td>
<td>-0.002</td>
<td>-0.032</td>
<td>0.028</td>
</tr>
</tbody>
</table>

Cohort 1955-1957. Table depicts correlations between characteristics listed in the first column and the residuals (as average in each five-year year age interval) from eq. (3). The education variables are years of education measured at about age 35, "Son’s country of birth" is an indicator for being born outside Sweden, and "Son’s cognitive ability" is a standardized cognitive ability measure from the military enlistment cognitive test at age 18. Superscript star indicates whether correlation has p-value<0.05.
Figure 1: Illustrative Example of Log Annual Income Trajectories

Notes: Illustrative Example. For each worker, the upward-sloping line depicts log annual income by age, the horizontal line depicts log annuitized lifetime income.

Figure 2: OLS Estimates of $\lambda_{s,t}$

Notes: Illustrative Example. For each worker, the upward-sloping line depicts log annual income by age, the horizontal line depicts log annuitized lifetime income.
Figure 3: OLS Estimates of Elasticities and Life-Cycle Bias

Notes: Cohort 1955-57, left-side measurement error only.

Figure 4: Estimates of Life-Cycle Bias for Different Age Spans (Cohort 1955-57)

Notes: Left-side measurement error only. The age span of observed incomes of sons (fathers) varies along the horizontal (vertical) dimension.
Figure 5: Estimates of Life-Cycle Bias for Different Age Spans (Cohort 1958-60)

Notes: Left-side measurement error only. The age span of observed incomes of sons (fathers) varies along the horizontal (vertical) dimension.

Figure 6: Estimates of Life-Cycle Bias for Different Age Spans (Cohort 1952-54)

Notes: Left-side measurement error only. The age span of observed incomes of sons (fathers) varies along the horizontal (vertical) dimension.
Figure 7: OLS Estimates of Elasticities with Right-Side Measurement Error

Notes: Cohort 1955-57, right-side measurement error only.

Figure 8: OLS Estimates of Elasticities with Both-Side Measurement Error

Notes: Cohort 1955-57, measurement error on both sides. To keep the analysis in two dimensions, we only display results for annual incomes at the same distance from $t^*$ for sons and fathers. At $s=0$ both are measured at their respective $t^*$, at $s=5$ both are measured five years after $t^*$, etc.
Figure 9: IV Estimates Compared with OLS and Benchmark

![Graph showing IV Estimates Compared with OLS and Benchmark](image)

Notes: Cohort 1955-57, left-side measurement error only.

Figure 10: Life-Cycle Patterns in Income Across Subgroups

![Graph showing Life-Cycle Patterns in Income Across Subgroups](image)

Notes: The trajectories depict average growth in log income over the life cycle for sons born in 1955-57, separately for sons with fathers above and below median lifetime income.
Figure 11: Cohort Differences in OLS Estimates of Life-Cycle Bias

![Graph showing cohort differences in OLS estimates of life-cycle bias.](image)

Notes: Left-side measurement error only. For all cohorts, lifetime income is restricted to be measured over identical ages: 22-47 for sons, and 36-65 for fathers.

Figure 12: Cohort Differences in OLS Estimates of Remaining Life-Cycle Bias

![Graph showing cohort differences in OLS estimates of remaining life-cycle bias.](image)

Notes: Left-side measurement error only. For all cohorts, lifetime income is restricted to be measured over identical ages: 22-47 for sons, and 36-65 for fathers.
Figure 13: Life-cycle Bias with Both-Side Measurement Error

Notes: Cohort 1955-57, measurement error on both sides. Estimates are based on 3-year averages of annual income and are only corrected for attenuation bias (no application of the GEiV model).
8 Appendix

A.1 Annual and Lifetime Values Over the Life Cycle

Proposition. (i) For all age \( t \), the difference between log annual income \( y_{it} \) and the log of the annuitized value of the present discounted value of lifetime income varies with respect to the individual’s income growth rate \( \gamma_i \). (ii) For any given age \( t \), the difference will be equal for at most two different realizations of \( \gamma_i \).

Proof. As in Haider and Solon (2006), suppose that log annual income of worker \( i \) at age \( t \) is given by

\[ y_{it} = \eta_i + \gamma_i t \]  

(7)

For simplicity assume infinite lifetimes and a constant real interest rate \( r > \gamma_i \). The annuitized value of the present discounted value of lifetime income, denoted \( B_i \), is then

\[ \sum_{s=0}^{\infty} \exp(\eta_i + \gamma_i s)(1 + r)^{-s} = \sum_{s=0}^{\infty} B_i(1 + r)^{-s} = \frac{1 + r}{r} B_i \]

Hence the log of the annuitized value equals

\[ \log B_i = \log \left( \frac{r}{1 + r} \sum_{s=0}^{\infty} \exp(\eta_i + \gamma_i s)(1 + r)^{-s} \right) \]

\[ \cong \log r + \eta_i - \log(r - \gamma_i) \]

The difference \( D_{it} \) between log annual income \( y_{it} \) and the log of the annuitized value of the present discounted value of lifetime income \( \log B_i \) is thus

\[ D_{it} = \gamma_i t - \log r + \log(r - \gamma_i) \]

Depending on \( t \), \( D_{it} \) decreases or increases in individuals’ income growth rates \( \gamma_i \),

\[ \frac{\partial D_{it}}{\partial \gamma_i} = t - \frac{1}{r - \gamma_i} \]

The second derivative with respect to \( \gamma_i \) is negative,

\[ \frac{\partial^2 D_{it}}{\partial \gamma_i^2} = -(r - \gamma_i)^{-2} < 0 \]

\( D_{it} \) is therefore a strictly concave function of \( \gamma_i \) conditional on \( t \) given, and a specific value of \( D_{it} \) can stem from at most two different values of \( \gamma_i \). \( \square \)

A.2 Life-Cycle Bias: Left-Side Measurement Error

Assume that we wish to estimate the regression model (1), but that log lifetime income of sons \( y_{s,i}^* \) is approximated by \( y_{s,it} \), log annual income at age \( t \). Fathers’ log lifetime income \( y_{f,i}^* \) is observed. We express the linear projection of \( y_{s,it} \) on \( y_{s,i}^* \) as in eq. (3). As shown in section 2, the probability limit of the OLS estimator of a linear regression of \( y_{s,it} \) on \( y_{f,i}^* \) is then

\[ \text{plim} \hat{\beta}_t = \beta \lambda_{s,t} + \frac{\text{Cov}(y_{f,i}^*, y_{s,it})}{\text{Var}(y_{f,i}^*)} \]
Using the linear log income formation model given in eq. (7) we have

\[
y_t^* = \log \left( \sum_{s=0}^{\infty} \exp(\eta_t + \gamma_t s)/(1+r)^{s} \right) = \eta_t + \log(1+r) - \log(1+r - \exp(\gamma_t))
\]

and rewrite

\[
u_{s,it} = y_{s,it} - \lambda_{s,t} y_{s,i}^*
\]

\[
= \eta_t + \gamma_t s - \lambda_{s,t} (\eta_t + \log(1+r) - \log(1+r - \exp(\gamma_t)))
\]

where \(\gamma_t^f, \gamma_t^s\) denote income growth rates of fathers and sons. For simplicity assume that \(\eta_t = \bar{\eta}_t\), and that \(\text{Var}(\gamma_t^f) = \text{Var}(\gamma_t^s) = \sigma^2_\gamma\). The probability limit of \(\hat{\beta}_t\) at age \(t^*\) for which \(\lambda_{s,t} = 1\) is then

\[
\text{plim} \hat{\beta}_t = \beta - \frac{\text{Cov} \left( \log(1+r - \exp(\gamma_t^f)), \gamma_t^s t^* + \log(1+r - \exp(\gamma_t^s)) \right)}{\text{Var} \left( \log(1+r - \exp(\gamma_t^f)) \right)}
\]

If lifetime income correlates within families we should also expect correlation of income growth rates within families. The second term in the previous expression is thus non-zero for a general class of joint distribution functions for \(\gamma_t^f, \gamma_t^s\) and represents the life-cycle bias. For example, assume that income growth rates are joint normally distributed

\[
\gamma = \begin{pmatrix} \gamma_t^f \\ \gamma_t^s \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} \mu_\gamma \\ \mu_\gamma \end{pmatrix}, \begin{pmatrix} \sigma^2_\gamma & \sigma^2_\gamma \\ \sigma^2_\gamma & \sigma^2_\gamma \end{pmatrix} \right)
\]

and that \(r\) is large relative to \(\mu_\gamma\) and \(\sigma_\gamma\) so that \(r > \gamma_t\) still holds. Application of the Delta method on

\[
G(\gamma_f, \gamma_s) = \begin{pmatrix} g_1(\gamma_f, \gamma_s) \\ g_2(\gamma_f, \gamma_s) \end{pmatrix} = \begin{pmatrix} \log(1+r - \exp(\gamma_t^f)) \\ \gamma_t^s t^* + \log(1+r - \exp(\gamma_t^s)) \end{pmatrix}
\]

with

\[
\frac{\partial G(\gamma_f, \gamma_s)}{\partial \gamma} = \begin{pmatrix} -\exp(\gamma_t^f) \\ 0 \end{pmatrix} \begin{pmatrix} \frac{1}{1+r-\exp(\gamma_t^f)} & 0 \\ 0 & \frac{1}{1+r-\exp(\gamma_t^s)} \end{pmatrix} t^* + \begin{pmatrix} -\exp(\gamma_t^s) \\ 0 \end{pmatrix} \begin{pmatrix} \frac{1}{1+r-\exp(\gamma_t^f)} & 0 \\ 0 & \frac{1}{1+r-\exp(\gamma_t^s)} \end{pmatrix} t^* = \begin{pmatrix} \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} t^* + \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} t^* \\ \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} t^* + \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} t^* \end{pmatrix}
\]

yields approximation of the covariance matrix

\[
\text{Var} \left( G(\gamma_f, \gamma_s) \right) \approx \begin{pmatrix} \frac{-\exp(\mu_\gamma)}{(1+r-\exp(\mu_\gamma))^2} & \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} \left( t^* + \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} t^* \right) \\ \frac{-\exp(\mu_\gamma)}{(1+r-\exp(\mu_\gamma))^2} & \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} \left( t^* + \frac{-\exp(\mu_\gamma)}{1+r-\exp(\mu_\gamma)} t^* \right) \end{pmatrix}
\]

This covariance can be evaluated for specific choices of \(\mu_\gamma, \sigma^2_\gamma, \rho\) and \(r\). The underlying income formation model is quite artificial (infinite lifetimes), but simulation results reported in Stuhler (2010) verify that the size of the life-cycle bias under log-linear income formation is also non-zero for finite lifetimes.

\[48\text{From } \lambda_{s,t} = \frac{\text{Cov}(\gamma_t^f, \gamma_t^s)}{\text{Var}(\gamma_t^f)} \leq \frac{\sigma^2_\gamma + \eta_t^2/2}{\sigma^2_\gamma + \eta_t^2/2}, \text{ it follows that } t^* \text{ can be approximated by } 1/r.\]
A.3 Life-Cycle Bias: Right-Side Measurement Error

Assume that we wish to estimate the regression model (1), but that log lifetime income of fathers $y_{f,i}^\ast$ is approximated by $y_{f,it}$, log annual income at age $t$. Sons’ log lifetime income $y_{s,i}^\ast$ is observed. We express the linear projection of $y_{f,it}$ on $y_{f,i}^\ast$ as

$$y_{f,it} = \lambda_{f,t} y_{f,i}^\ast + u_{f,it}$$

The probability limit of the OLS estimator of a linear regression of $y_{s,i}^\ast$ on $y_{f,it}$ is then

$$\text{plim} \hat{\beta}_t = \frac{\text{Cov}(y_{f,it}, y_{s,i}^\ast)}{\text{Var}(y_{f,it})}$$

$$= \theta_{f,t} \beta + \theta_{f,t} \frac{\text{Cov}(u_{f,it}, y_{s,i}^\ast)}{\lambda_{f,t} \text{Var}(y_{f,i}^\ast)}$$

where the first step follows since the errors $\epsilon_i$ and $u_{f,it}$ are by construction uncorrelated with $y_{f,i}^\ast$, and $\theta_t = \lambda_{f,t} \text{Var}(y_{f,i}^\ast) / \lambda_{f,t}^2 \left( \text{Var}(y_{f,i}^\ast) + \text{Var}(u_{f,it}) \right)$ is the “reliability ratio” that can be interpreted as the slope coefficient in the “reverse regression” of $y_{f,i}^\ast$ on $y_{f,it}$. The reliability ratio reduces to the familiar attenuation bias if $y_{f,it}$ is measured at age $t^\ast$ such that $\lambda_{f,t} = 1$. The GEiV model is based on the assumption that $u_{f,it}$ is uncorrelated to $y_{s,i}^\ast$. It can account for the reliability ratio, but not for the remaining life-cycle bias in the second term of the last line that stems from correlation in the shape of income profiles within families.

A.4 Life-Cycle Bias: Left- and Right-Side Measurement Error

Assume that we wish to estimate the regression model (1), but that log lifetime incomes of fathers $y_{f,i}^\ast$ and sons $y_{s,i}^\ast$ are not observed and thus approximated by $y_{f,it}$ and $y_{s,it}$, log annual incomes at age $t$. We express the linear projection of $y_{f,it}$ on $y_{f,i}^\ast$ as

$$y_{f,it} = \lambda_{f,t} y_{f,i}^\ast + u_{f,it}$$

and the linear projection of $y_{s,it}$ on $y_{s,i}^\ast$ as

$$y_{s,it} = \lambda_{s,t} y_{s,i}^\ast + u_{s,it}$$

The probability limit of the OLS estimator of a linear regression of $y_{s,it}$ on $y_{f,it}$ is then

$$\text{plim} \hat{\beta}_t = \frac{\text{Cov}(y_{s,it}, y_{f,it})}{\text{Var}(y_{f,it})}$$

$$= \beta \lambda_{s,t} \lambda_{f,t} \text{Var}(y_{f,i}^\ast) + \lambda_{f,t} \text{Cov}(u_{s,it}, y_{f,i}^\ast) + \lambda_{s,t} \text{Cov}(y_{s,i}^\ast, u_{f,it}) + \text{Cov}(u_{s,it}, u_{f,it})$$

$$\lambda_{f,t}^2 \text{Var}(y_{f,i}^\ast) + \text{Var}(u_{f,it})$$

If log annual income of fathers and sons are measured at ages such that $\lambda_{s,t} = \lambda_{f,t} = 1$ then the probability limit of the estimator reduces to

$$\text{plim} \hat{\beta}_t = \frac{\beta \text{Var}(y_{f,i}^\ast) + \lambda_{f,t} \text{Cov}(u_{s,it}, y_{f,i}^\ast) + \lambda_{s,t} \text{Cov}(y_{s,i}^\ast, u_{f,it}) + \text{Cov}(u_{s,it}, u_{f,it})}{\text{Var}(y_{f,i}^\ast) + \text{Var}(u_{f,it})}$$

an expression akin (except for the subscript $t$) to the general eq. (2).

\footnote{Note that for notational simplicity we here do not distinguish the age subscripts for fathers and sons.}
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