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Can Baumol’s model of unbalanced growth contribute to 
explaining the secular rise in health care expenditure?  

An alternative test 
 
 
Jochen Hartwig∗ 
ETH Zurich, KOF – Swiss Economic Institute 
 
Abstract 
In a recent paper I argued that Baumol’s (1967) model of ‘unbalanced growth’ offers a 
ready explanation for the observed secular rise in health care expenditure (HCE) in rich 
countries (HARTWIG 2006). Baumol’s model implies that HCE is driven by wage increases 
in excess of productivity growth. I tested this hypothesis empirically using data from a 
panel of 19 OECD countries and found robust evidence in favor of Baumol’s theory.  

An alternative way to test Baumol’s theory is to check whether its implication that 
variations in the relative price of medical care contribute significantly to explaining 
variations in health expenditure in the same direction has an empirical grounding. 
Earlier studies, although mostly not in an explicit attempt to test Baumol’s theory, have 
occasionally rejected this hypothesis. Despite poor data quality of the available medical 
price indices, I perform the alternative test using data for nine OECD countries. My 
findings suggest that the relative price of medical care is in fact a statistically 
significant explanatory variable for health expenditure, thus lending support to 
Baumol’s theory.  
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Introduction 
The share of health care expenditure (HCE) in GDP rises inexorably, it would seem, in 
virtually all OECD countries, causing increasing concern among politicians and the 
general public. Figure 1 illustrates this for a couple of countries for which data are 
available back to 1960.  
 

<Insert Figure 1 around here> 
 
Starting in the seventies, health economists have sought to explain the reasons behind 
the surge in health expenditure; but not much consensus has emerged beyond the 
finding that aggregate HCE is closely correlated with GDP or National Income, 
respectively (cf. ROBERTS 1999: 459). Although most studies that include additional 
explanatory variables, for example variables representing institutional features of 
health systems, initial levels of health expenditure or population shares above certain 
age thresholds, find some of them to be statistically significant, these findings are not 
very robust to varying the testing methodology or the sample of countries or years 
covered.1 Furthermore, the choice of explanatory variables has been largely ad hoc (cf. 
WILSON 1999: 160). Reviewing the achievements in this field of research for the 
Handbook of Health Economics,  GERDTHAM/JÖNSSON (2000: 48) conclude that “(w)e need 
more theory of the macroeconomics of health expenditure, at least relative to the 
macroeconometrics of health expenditure”. 

Yet, a well-known model exists that could offer a theoretical explanation for the 
constant rise in the share of health expenditure in GDP – Baumol’s model of 
‘unbalanced growth’. Although Baumol’s (1967) paper introducing this model is widely 
regarded as a seminal contribution, health economists have been reluctant to embrace 
his approach. HARTWIG (2006), in his meta-analysis of research on the determinants of 
HCE that focuses in the main on English-language top journals, finds only one paper to 
mention Baumol’s model (KARATZAS 2000) and none to test it.2 

                                                        

1 Cf. GERDTHAM/JÖNSSON (2000) for a review of the literature up to the late nineties and OKUNADE ET AL. 

(2004) for a recent contribution. 
2 Recently, the OECD (2006) as well as NIXON/ULMANN (2006) have considered Baumol’s  approach, but, 

again, without testing it.  
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In a nutshell,3 Baumol’s model states that expenditure shares shift towards the 
services sector – of which the health care sector forms a part – because of divergent 
productivity growth between the secondary and the tertiary sectors of the economy. 
Baumol assumes that productivity growth is the result of technological innovation 
which manifests itself in new capital goods. It follows that productivity growth is 
largely confined to the manufacturing industries since, in most service industries, 
physical capital cannot be employed on a large scale. Furthermore, Baumol assumes 
that wages in both the ‘progressive’ and the ‘nonprogressive’ sectors grow at the same 
rate so that unit labor costs in the tertiary sector rise relative to those in the secondary 
sector. If prices are a mark-up on costs they will grow faster in sector 3 than in sector 2. 
What will then happen is a question of the relevant price elasticities of demand. If the 
price elasticity is high, then the activity will vanish. Baumol (1967: 421) invokes 
craftsmanship, fine restaurants, and theaters as examples of establishments that have 
either disappeared or retreated to luxury niches as a consequence of customers’ 
unwillingness to tolerate the price increases that would have been necessary to cover 
rising costs. The other possibility is that the sector produces necessities for which the 
price elasticity is low – as the health care sector does. To show what happens in these 
industries as a consequence of unbalanced growth, Baumol assumes that the relation 
of real output of the two sectors remains unchanged. Then, an ever larger share of the 
labor force must move to the tertiary sector (or into unemployment). And because of 
the divergent growth in unit labor costs combined with mark-up pricing, an ever larger 
share of nominal GDP will be allotted to the tertiary sector, even though the relation of 
real output of the two sectors is assumed to remain the same. This shift of 
expenditures into activities largely financed out of tax money, such as education and 
health care, has been termed ‘Baumol’s (cost) Disease’ (cf. BAUMOL/TOWSE 1997). 

1 Are Baumol’s assumptions warranted for the health sector? 
It is sometimes argued that Baumol’s assumptions are unwarranted for the health 
sector. Two lines of argument are put forward to support this view. First, it is disputed 
that the capital intensity of the health sector is low (as Baumol asserts). As is well 
known, more and more medical appliances are installed in hospitals, and technical 
progress is substantial in this field. Therefore, the production of health care services 
might be as capital-intensive as manufacturing activities – or even more so. 

                                                        

3 A technical discussion of Baumol’s model can be found in HARTWIG (2006). It need not be repeated here. 
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This argument misses the point, however. The utilization of medical appliances in 
hospitals differs fundamentally from the employment of capital in manufacturing. In 
manufacturing, capital is employed as a substitute for labor or in order to make labor 
more productive. Medical appliances, on the other hand, do not displace labor. They 
equip the staff with new instruments.4 Also, they are not primarily installed in order to 
raise labor productivity, but in order to allow for better diagnoses or treatments. If, for 
instance, a physical examination aided by medical technology takes the doctor more 
time than a tactile examination, measured labor productivity will decline (cf. also WÖLFL 
2005: 55-6). The quality of the examination might have risen, but since price indices 
used to deflate medical expenses in order to arrive at measures of real value added are 
normally not quality-adjusted, those quality improvements will not be recorded as an 
improvement in productivity. Of course, the depreciation allowances for expensive 
medical appliances raise health care costs further. This is an aspect that Baumol’s 
model does not include; but the model as such is not compromised by the fact that we 
witness investments in medical appliances. 

A second and closely related objection against applying Baumol’s model to analyze 
the health care sector concerns the measurement of prices and productivity. Already 
the Boskin Commission (BOSKIN ET AL. 1996) suspected the medical care price index in the 
U.S. to be upward-biased substantially due to a failure to account for quality 
improvements in treatments, for example the reduction of pain thanks to minimum 
invasive surgery. In line with earlier studies (e.g., TRIPLETT 1999, BERNDT ET AL. 2000), 
NEWHOUSE (2001: 52) suggests “a large constant upward bias” in medical prices, albeit 
without being able to present precise estimates. Each upward bias in a price index 
translates into a downward bias in the index of real value added that is calculated by 
deflating nominal expenditure with that price index. So, probably, productivity growth 
in health care only appears to be lower than in manufacturing due to mis-
measurement of price changes. If so, Baumol’s theory would be compromised. 

In 1997, the U.S. Bureau of Labor Statistics (BLS) introduced new indices for hospital 
services in its producer price index. Instead of reflecting the costs of a day in hospital 
(as before), the new indices track the costs for treating certain conditions (cf. 
CATRON/MURPHY 1996).  The new indices present a picture of lower medical care price 
inflation than the old components of the Consumer Price Index (CPI). The BLS 

                                                        

4 Baumol affirms this with respect to computers. He writes: “Despite the use of the computer in medicine 

…, there is no substitute for the personal attention of a physician…” (BAUMOL 1967: 423). 
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subsequently introduced a similar method into the CPI. Also, the Bureau of Economic 
Analysis (BEA), which is in charge with the U.S. National Accounts, uses the new PPI 
hospital care indices as deflators. The rate of labor productivity growth, which had been 
negative before (–0.5 percentage points per year over the period 1987-1995) turned 
positive (+0.9 PP p.a. over the period 1995-2001), partly because of the new deflators (cf. 
TRIPLETT/BOSWORTH 2004: 262-3). 

One might argue, though, that medical price indices are still upward biased since, for 
instance, nothing has been done to remove the quality change bias mentioned above. 
Obviously, it is very difficult if not impossible for statistical offices to measure certain 
quality changes in the provision of (health) services that come along with new 
technologies and procedures. If medical price indices as they exist today are probably 
not a proper reflection of true price developments – and may never be – the question 
arises how informative it is to test Baumol’s theory with them as has been done in 
previous studies. Let’s have a look at international developments in medical care prices. 

2 International developments in medical care prices 
Figure 2 shows the development of the price index of medical care in relation to the 
GDP deflator for 15 countries (for which data are available from the OECD Health 
Database 2005). The picture looks like a fan. In most of the countries, the relative price 
of medical care is rising – which supports Baumol’s theory. As was mentioned above, 
the model predicts that prices in the tertiary sector grow faster than in the secondary 
sector and that this results in both high expenditure growth for services and the ‘Cost 
Disease’. On the other hand, there are countries like Spain and Denmark where medical 
care prices have not increased faster than the overall price level since the mid-
seventies. In Australia and France, the relative price of medical care even tends to 
decrease. This is also the case for Italy since 1990. The oddest example is provided by 
Turkey. Here, medical care prices have risen almost 40 per cent faster than the overall 
price level between 1982 and 1990. Afterwards, the relative price index dropped by over 
90 per cent within only seven years. Three years later – there is a data gap of two years 
–, the relative price of medical care had doubled again. 
 

<Insert Figure 2 around here> 
 
How can patterns as divergent as these emerge? Firstly, they can result from 
differences in measurement methods between countries. AHMAD ET AL. (2003) present 
deflators for software investment as another example of fan-like price indices. Between 
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1995 and 2000, the price index for Australia fell by almost 30 per cent, while the price 
index for Sweden rose by approximately the same amount. Ahmad et al. comment: 
“This largely reflects the dearth of price information available in this area, and the wide 
range of alternative proxy deflators that are used to represent price trends for software 
investment” (2003: 20). This statement naturally carries over to medical care.  

Even more importantly, health care price trends differ between countries because, 
unlike the U.S., most OECD countries do not rely on market provision of health care. “In 
most OECD member countries, health care is provided largely by the government 
sector” (BERNDT ET AL. 2000: 171). In countries with a nationalized health system, prices 
are directly set by the government. In other countries where at least parts of the 
medical services are provided by the private sector, prices are often agreed upon 
between the providers’ associations and the financing body or bodies, for example 
associations of health insurances. The government may again exert influence on the 
price formation. National price trends in health care must thus be expected to be as 
diverse as national health systems. Most notably, price trends cannot be expected to 
reflect the true development of health care costs in every country as some 
governments deliberately subsidize certain health services in order to prevent medical 
care prices from rising in line with costs. In Switzerland, for instance, approximately 
half of the total expenditure on hospital services is paid for by the federal states 
(cantons). The rest is reimbursed by the sickness funds on a fee-for-service base. 
Obviously, prices for hospital services would be quite different without the public 
subsidies. In fact, the ‘Cost Disease’ can affect the health sector without any rise in 
medical care prices. In an environment of heavily regulated prices, there are ways to 
shift resources into this sector other than raising prices. 

3 Consequences for testing Baumol’s model 
NEWHOUSE (2001: 13) has argued that medical care prices are needed to test Baumol’s 
‘Cost Disease’ theory. The model implies that the relative price of services like health 
care rises, which will result in increases in health care costs. However, since health 
expenditure can increase without any rise in the price level, medical care price indices 
are probably not appropriate variables to test this theory. Therefore, in earlier work 
(HARTWIG 2006), I tested Baumol’s theory in a different way by checking the model’s 
implication that wage increases in excess of aggregate labor productivity growth raise 
health care expenditure in a directly proportional manner. However, other studies have 
used relative medical care prices as explanatory variables for aggregate health 
expenditure. As far as I see, L’HORTY ET AL. (1997) is the only one of these studies that 
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explicitly links the results to Baumol’s theory. L’Horty and colleagues try to explain 
French real per-capita health expenditure over the period 1970-95 in an error-correction 
framework. Their set of explanatory variables includes the relative price of medical care, 
which has a consistently negative, and statistically significant, coefficient in their 
estimations. Therefore, L’Horty et al. conclude that Baumol’s theory was not supported 
by the data. Of course, Figure 2 shows that France is one of the few countries where the 
relative price of medical care goes down due to rigorous price controls, as L’HORTY ET AL. 
(1997: 263) acknowledge themselves. 

The other studies mentioned which use the relative price of medical care as an 
explanatory variable for health expenditure can be regarded as implicitly testing 
Baumol’s model. The evidence produced by these studies is mixed, however. Recently, 
OKUNADE ET AL. (2004) found a significantly positive influence of the relative price of 
health care on real HCE growth in OECD data – thus lending support to Baumol’s 
theory. Four years earlier, and with another co-author, Okunade had still expressed the 
view that “the price variable – i.e., the relative health care price – is dubious, as its 
proxies are problematic and their associated measurement errors are severe. Thus the 
price variable is excluded from our proposed model” (MURTHY/OKUNADE 2000: 281). 
ROBERTS (1999) finds mixed evidence depending on which estimator is used to evaluate 
the impact of the relative price of health care on real health expenditure in OECD 
countries. The mean group estimator, in which separate time series regressions are 
estimated for each group first, and the coefficients are then averaged across groups 
yields a significantly positive coefficient in the static case, but an insignificant (positive) 
coefficient in the dynamic case. The same is true for pooled estimations. In a cross-
section regression using averages for 1960 to 1993, the coefficient turns out to be 
negative, but not statistically different from zero. Non-significant negative coefficients 
are also found by MURTHY/UKPOLO (1994) analyzing US time series data over the period 
1960-87 and GERDTHAM ET AL. (1992) in a cross-section of 19 OECD countries in 1987. 
GERDTHAM/JÖNSSON (1991) find a positive, but insignificant coefficient in a cross-section 
of 22 OECD countries in 1985. 

Overall, no clear picture has emerged so far from explicit and implicit tests of 
Baumol’s model of unbalanced growth on the basis of relative health care prices. 
Although I share the reservations expressed by Murthy & Okunade in the quote given 
above – in fact, I’ve argued throughout that medical care price indices are inappropriate 
variables to test Baumol’s theory, especially in an international setting –, I will perform 
such a test in the next section. My motivation is to check whether the – from the 
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model’s point of view – predominantly unfavorable empirical evidence persists when 
the test meets certain criteria for testing explanatory variables for HCE that have been 
proposed only relatively recently. 

4 Testing Baumol’s model of unbalanced growth using relative medical care prices 
In this section, the implication of Baumol’s model of unbalanced growth that the rise in 
relative medical care prices drives health expenditure will be tested empirically. 
Basically, I will revisit the approach of GERDTHAM/JÖNSSON (1991) who regress the log of 
per-capita health care expenditure on the log of per-capita GDP and the log of the 
relative price of health care. Per-capita GDP (or national income) is the only variable 
that has emerged from the literature of the last thirty years as a robust explanatory 
variable for per-capita HCE (cf. ROBERTS 1999: 459, GERDTHAM/JÖNSSON 2000: 45-6). The 
relative price of health care is introduced in order to test Baumol’s model. It is 
convenient to focus on these two explanatory variables. 

The GERDTHAM/JÖNSSON (1991) estimation approach will be modified here in several 
ways in order to consider certain propositions that have been made more recently on 
how to improve the modeling of health expenditure. First, instead of a cross-section, a 
panel of OECD data is tested. An important advantage of working with pooled data is 
that it allows for richer specifications including country and time-specific effects. 
Secondly, I concentrate on the ‘total current expenditure on health’ rather than on the 
‘total expenditure on health’ as such. Total investment in medical facilities constitutes 
the difference between the two, but this is a magnitude Baumol’s model has not much 
to say about. Unfortunately, this choice – motivated by the desire to establish the best 
possible coherence between theory and data – results in a loss of observations since 
some countries do not disaggregate their ‘total expenditure on health’ into the two 
sub-categories. Time series for both current expenditure on health and relative medical 
care prices that start 1980 or earlier are available for nine countries from die OECD 
Health Database 2005. These are Australia, Canada, Denmark, Finland, Iceland, Ireland, 
Spain, Switzerland, and the U.S. The HCE time series for Italy and France start in 1988 
and 1990, respectively. Inclusion of these two countries would add 31 HCE observations, 
yet the sample would become quite unbalanced. Therefore, I will preliminarily abstain 
from adding them. The nine-country sample consists of 332 observations for HCE and 
295 observations for the relative price of medical care. 

A third difference between the approach of GERDTHAM/JÖNSSON (1991) and that of the 
present paper is that all variables are here modeled in log differences (growth rates) 
instead of log levels. In doing so, I follow the recommendation of GERDTHAM/JÖNSSON 
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(2000: 48) in their important contribution for the Handbook of Health Economics. 
Modeling growth rates instead of levels has the major advantage that it avoids the 
cumbersome and so far unresolved issue of the degree of integration of the various 
variables. MCCOSKEY/SELDEN (1998), for instance, reject the null hypothesis of unit roots 
for HCE and GDP while ROBERTS (1999) finds both variables to be non-stationary. Based 
on country-by-country as well as panel cointegration tests, GERDTHAM/LÖTHGREN (2000) 
confirm that both health expenditure and GDP have a unit root and that they are 
cointegrated. Yet, as the latest twist in this debate come the contributions by JEWELL ET 

AL. (2003) and CARRION-I-SILVESTRE (2005) who, for the first time in this body of literature, 
consider the possibility of structural breaks in the time series. Using data from 20 OECD 
countries, they find both HCE and GDP to be stationary around one or two structural 
breaks. The upshot of this debate is that we can’t be sure about the degree of 
integration of health expenditure variables. By specifying the regression in growth 
rates, we are unlikely to produce spurious results since no-one has proposed that HCE 
are I(2).5  

As has been mentioned, working with pooled data allows for richer specifications 
including country and time-specific effects. These effects can be captured by 
introducing either country dummy variables (cross-section fixed-effects) or period 
dummy variables (period fixed-effects) or both. If, however, the country or period-
specific effect is itself a random variable, it would be appropriate to estimate a random-
effects model. The standard way of choosing between fixed and random-effects 
models is to run a Hausman test. In our case – contrary to the finding of GERDTHAM 
(1992) – this test does not reject the null hypothesis that the random effects are 
uncorrelated with the explanatory variables so that the random-effects estimator is to 
be preferred. This probably reflects the fact that our sample of 9 countries is drawn 
somewhat randomly from the group of OECD countries according to data availability. 
We will present results of cross-section fixed-effects estimations along with the 
random-effects estimations, though. The estimation period covers the years from 1971 
to 2003. 

Table 1 summarizes the estimation results. The coefficient of the relative price 
variable is positive and significantly different from zero at the 1 per cent level in all 

                                                        

5 OKUNADE/KARAKUS (2001) find HCE to be I(2) for some countries, but this is probably due to the non-

inclusion of a deterministic time trend in their ADF regressions. HANSEN/KING (1998) advocate the inclusion 

of a time trend since HCE are clearly trended. 
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specifications, and GDP growth is significant with coefficient values of about 1. To 
check whether the correlation between HCE and GDP growth is not just picking up 
purely monetary changes, I deflate both per-capita HCE and GDP by the GDP deflator. 
Table 2 shows that the coefficient of the GDP growth variable drops markedly 
compared to the nominal case, and it becomes more unstable across specifications. 
Nevertheless, real per-capita GDP growth remains a statistically significant explanatory 
variable for the deflated per-capita HCE growth. The coefficient of the relative price 
variable remains positive and statistically significant. Compared to the nominal case, it 
becomes more stable across specifications, and the t-values even rise a little. The 
adjusted R2 drops markedly, though, indicating that general price fluctuations that 
affect both GDP and HCE contribute a lot to the explanatory power of the nominal 
specification. Overall, the results corroborate the recent finding by OKUNADE ET AL. (2004) 
as well as, of course, Baumol’s model.  

 
<Insert Tables 1 and 2 around here> 

5 Robustness analysis 
I now turn to the question how robust the results are to variations in the modeling 
framework. I concentrate on the nominal models since Baumol’s theory of unbalanced 
growth is formulated thoroughly in nominal terms. Also, we have seen that the results 
concerning the relative price variable are not much affected by the deflation procedure. 
In testing parameter stability over time, I follow GERDTHAM (1992) by splitting the period 
of observation into three arbitrary sub-periods, namely 1971-1981, 1982-1992, and 1993-
2003. Tables 3a and 3b show that the growth rate of the relative price of health care 
loses its statistical significance as an explanatory variable for HCE growth in the second 
sub-period both in the random-effects and fixed-effects models. The estimated 
coefficient retains a positive sign, though. In the other two periods, the relative price 
variable remains significant (except in the first period in model 20). If significant, the 
coefficients are noticeably higher than in the estimation covering the whole 
observation period.  

 
<Insert Tables 3a and 3b around here> 

 
Per-capita GDP growth is statistically significant mostly at the 1 per cent level. There are 
somewhat greater differences in the magnitude of the coefficients between the 
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random-effects and the fixed-effects estimations than for the whole period. Also, the 
explanatory power of the model varies, being lowest for the most recent sub-period. 

The second parameter stability test proposed by GERDTHAM (1992) involves varying 
the sample of countries. To reproduce this test, I re-estimate the model dropping each 
of the nine countries in turn. This exercise also offers the opportunity to include the 
Italian and French data that have not been considered so far. Table 3 reveals some 
instability of the estimated parameters. In the cross-section random-effects estimation, 
for instance, the coefficient of the relative price variable varies between 0.425 (when 
Finland is excluded) and 0.625 (when Ireland is dropped). The instability is less marked 
than in the former test of inter-temporal stability, however, which is not surprising 
since the former test was more restrictive – it left out up to three fourths of the 
complete sample. The exclusion of Iceland (being a high inflation country for most of 
the estimation period) has the largest impact on the coefficients as well as on the 
explanatory power of the specification. (This has already been reported by GERDTHAM 
1992.) Most notably, the income elasticity of health care expenditure falls below one 
when Iceland is not part of the sample. The coefficient of the relative price variable is 
hardly affected, though. No matter which country is dropped, or whether France and 
Italy are included, the coefficient of relative price growth is positive and significantly 
different from zero at least at the five per cent level. 

 
<Insert Tables 4a and 4b around here> 

6 Summary and conclusion 
In their important contribution for the Handbook of Health Economics, GERDTHAM/ 

JÖNSSON (2000: 48) call for “more theory of the macroeconomics of health expenditure”. 
In previous work I argued that Baumol’s (1967) model of unbalanced growth offers a 
ready explanation for the observed secular rise in health care expenditure (HCE) in rich 
countries. This model can be tested empirically in various ways. In HARTWIG (2006) I 
tested the model’s implication that HCE is driven by wage increases in excess of 
productivity growth using data from a panel of 19 OECD countries. I found robust 
evidence in favor of Baumol’s theory. Another implication of Baumol’s model is that 
variations in the relative price of medical care contribute significantly to explaining 
variations in health expenditure in the same direction. Earlier studies have sometimes 
included the relative price of medical care in the list of explanatory variables for HCE, 
although usually not in an explicit attempt to test Baumol’s theory. The empirical 
evidence from these studies is mixed. Sometimes the coefficient for the relative price 
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variable is found to be positive and statistically significant – which would support 
Baumol’s theory –, in other studies the coefficient turns out to be either insignificant or 
even negative, which would speak against Baumol’s model.  

Despite severe reservations against using medical care price indices at all in 
statistical analyses because of their poor data quality, I re-perform a pooled regression 
of HCE on (GDP and) relative medical care prices using data for 9 OECD countries for 
which data on both current HCE and medical care prices are available over a 
considerable period of time. I specify the regression in growth rates, following an advice 
given by GERDTHAM/JÖNSSON (2000). I find the growth rate of relative medical care prices 
to contribute positively, and significantly, to HCE growth. This finding, which 
corroborates recent results by OKUNADE ET AL. (2004), is reasonably robust to varying the 
country sample or the sample period, although the relative medical care price variable 
temporarily loses statistical significance during the eighties. Overall, the empirical 
evidence in favor of Baumol’s model of unbalanced growth seems to be growing. 
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Table 1: Results for growth rate equations  

Log difference of health care expenditure per capita 

 (1) (2) (3) (4) (5) 

 OLS Cross-section 
R.E. 

Time period 
R.E. 

Cross-section 
F.E. 

Time period 
F.E. 

dlog(GDPPC) 1.014* 
(17.515) 

1.026* 
(15.645) 

1.013* 
(18.181) 

1.031* 
(14.785) 

1.012* 
(16.307) 

dlog(RELPR) 0.445* 
   (2.834) 

0.489* 
    (2.814) 

0.405* 
     (3.038) 

0.512* 
     (2.794) 

0.381* 
      (2.759) 

Number of obs. 257 257 257 257 257 
R2 (adj.) 0.780 0.766 0.793 0.791 0.839 
Stand. err. of regr. 0.035 0.034 0.030 0.034 0.030 
D-W 1.414 1.508 1.405 1.560 1.410 

dlog(GDPPC) = log difference of nominal per-capita GDP, dlog(RELPR) = log difference of the price of health 
care relative to the GDP deflator.  
The values shown in parenthesis are t-ratios, based on White’s robust S.E.s. The Swamy-Arora GLS estimator 
was used to estimate the random effects models, and weighted diagnostic statistics are reported. An asterisk 
denotes significance at the 1% level. Estimates for constant terms not shown. 
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Table 2: Results for growth rate equations  

Log difference of health care expenditure per capita, deflated by the GDP deflator 

 (6) (7) (8) (9) (10) 

 OLS Cross-section 
R.E. 

Time period 
R.E. 

Cross-section 
F.E. 

Time period 
F.E. 

dlog(GDPRPC) 0.266* 
   (2.953) 

0.270* 
(2.867) 

0.337* 
     (4.145) 

0.276* 
     (2.701) 

0.441* 
(4.860) 

dlog(RELPR) 0.428* 
   (3.615) 

0.437* 
    (3.465) 

0.430* 
     (3.550) 

0.445* 
     (3.313) 

0.413* 
      (3.059) 

Number of obs. 257 257 257 257 257 
R2 (adj.) 0.137 0.132 0.180 0.152 0.270 
Stand. err. of regr. 0.030 0.029 0.028 0.029 0.027 
D-W 1.211 1.242 1.225 1.279 1.262 

dlog(GDPRPC) = log difference of real per-capita GDP, dlog(RELPR) = log difference of the price of health 
care relative to the GDP deflator.  
The values shown in parenthesis are t-ratios, based on White’s robust S.E.s. The Swamy-Arora GLS estimator 
was used to estimate the random effects models, and weighted diagnostic statistics are reported. An asterisk 
denotes significance at the 1% level. Estimates for constant terms not shown. 
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Table 3a: Robustness test I – Inter-temporal parameter stability 

Log difference of health care expenditure per capita 

 Cross-section R.E. Time period R.E. 

 (11) (12) (13) (14) (15) (16) 

 1971–1981 1982–1992 1993–2003 1971–1981 1982–1992 1993–2003

dlog(GDPPC) 0.916** 
 (17.802) 

0.984** 
  (9.095) 

0.679** 
  (7.127) 

0. 917** 
 (18.092) 

1.038** 
  (14.402) 

   0.773** 
  (11.744) 

dlog(RELPR) 0.606** 
  (2.884) 

   0.234 
  (1.131) 

0.792** 
  (4.718) 

0.594** 
  (2.876) 

   0.261 
  (1.420) 

   0.858** 
  (4.908) 

Number of obs. 66 99 92 66 99 92 
R2 (adj.) 0.692 0.758 0.295 0.695 0.834 0.524 
Stand. err. of regr. 0.035 0.036 0.026 0.034 0.034 0.022 
D-W 1.637 1.696 1.001 1.633 1.441 1.097 

dlog(GDPPC) = log difference of nominal per-capita GDP, dlog(RELPR) = log difference of the price of health 
care relative to the GDP deflator.  
The values shown in parenthesis are t-ratios, based on White’s robust S.E.s. The Swamy-Arora GLS estimator 
was used to estimate the random effects models, and weighted diagnostic statistics are reported. * and ** denote 
significance at the 5 and 1 per cent level, respectively Estimates for constant terms not shown. 
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Table 3b: Robustness test I – Inter-temporal parameter stability 

Log difference of health care expenditure per capita 

 Cross-section F.E. Time period F.E. 

 (17) (18) (19) (20) (21) (22) 

 1971–1981 1982–1992 1993–2003 1971–1981 1982–1992 1993–2003

dlog(GDPPC) 0.677** 
  (3.720) 

0.966** 
  (8.323) 

   0.559* 
  (2.557) 

0.943** 
  (20.214) 

1.060** 
  (14.720) 

   0.784** 
  (10.813) 

dlog(RELPR) 0.893** 
  (4.242) 

   0.235 
  (1.050) 

   0.710** 
  (3.271) 

0.400 
   (1.936) 

   0.281 
  (1.481) 

   0.853** 
  (4.239) 

Number of obs. 66 99 92 66 99 92 
R2 (adj.) 0.729 0.833 0.471 0.774 0.851 0.607 
Stand. err. of regr. 0.033 0.036 0.026 0.030 0.034 0.022 
D-W 1.992 1.822 1.017 1.580 1.411 1.167 

dlog(GDPPC) = log difference of nominal per-capita GDP, dlog(RELPR) = log difference of the price of health 
care relative to the GDP deflator.  
The values shown in parenthesis are t-ratios, based on White’s robust S.E.s. The Swamy-Arora GLS estimator 
was used to estimate the random effects models, and weighted diagnostic statistics are reported. * and ** denote 
significance at the 5 and 1 per cent level, respectively Estimates for constant terms not shown. 
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