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Abstract

Against the backdrop of Baumol's model of ‘unbakehgrowth’, a recent strand of literature

has presented models that manage to reconcildwtalichange with Kaldor’s ‘stylized fact’

of the relative constancy of per-capita GDP growithother strand of literature goes beyond

this, arguing that the expenditure shifts towardiBal’s ‘stagnant’ sector stimulate rather

than dampen long-term economic growth becauseeohtiman capital-accumulating nature

of major ‘stagnant’ services (like health care addcation). This paper tests the relationship

between structural change and economic growth érapyr by means of a Granger-causality

analysis of a panel of 18 OECD countries.



1. Introduction

William J. Baumol’'s (1967) article Macroeconomics of unbalanced growth’ is widely
regarded as a major contribution to the literatonestructural change. Whereas the first
champions of the ‘tertiarization hypothesis’, All&sher (1935) and Colin Clark (1940),
traced back the gradual shift in production frora #gricultural to the manufacturing sector
and onwards to the services sector mainly to chmmgdemand, Baumol offers a supply-side
explanatiort. In a nutshell — a more thorough discussion willofw in the next section — the
model’s story goes like this. Productivity growth higher in the ‘progressive’ (secondary)
than in the ‘nonprogressive’ — or ‘stagnant’ —t{tal) sector, but wages grow more or less
the same in both sectors. Therefore, unit costsadsalprices rise much faster in the tertiary
sector than in the secondary. Demand for certawvicas, like health care and education for
instance, is hardly price-elastic, hence consunages willing to pay the higher prices.
Therefore, even if the two sectors keep their priopo in terms of ‘real’ production, an ever
higher share of total expenditures will be chanthého the services sector. This is called the
‘cost disease’ (or sometimes also ‘Baumol’s dis@agdso, since aggregate productivity
growth is a weighted average of the sectoral priddtic growth rates with the weights
provided by the nominal value added shares, theeggte productivity growth rate will
decline over time as the sector with the low prdigitg growth receives an ever-increasing
weight. Thus, Baumol's model of unbalanced growgdprts a tendency for per-capita output
in mature economies to stagnate, even though temhpiogress (or exogenous productivity
growth, respectively) is admitted for the ‘progiesssector.

The model's prediction of a decline in per-capitavgh contradicts one of Kaldor’'s
‘stylized facts’, however. As is well known, Kaldqd957) enumerates a number of
“remarkable historical constancies revealed bymeeepirical investigations” (Kaldor, 1957,
p. 591), one of which is the rough constancy ofqamita output growth.A recent literature
aims at reconciling structural change — defined,ifistance, in terms of employment shifts
toward the ‘stagnant sector’ — with balanced (arstant) aggregate growth. The bulk of this
literature, which includes Echevarria (1997), Lait{2000), Caselli and Coleman (2001),
Kongsamut et al. (2001), Meckl (2002), Foellmi angeimiller (2008), and Bonatti and

Felice (2008) has relied on a demand-side explamédir structural change — namely on non-

! For a survey of the different ‘tertiarization’ trées, cf. Schettkat and Yocarini (2006).

2 The other ‘stylized facts’ are that the capitalckt per-capita grows at roughly the same rate asaygita
output, that the wage and profit shares in natiomeabme are nearly constant, and that the ratectofrm to
capital is constant. These ‘facts’ imply that thapital/output ratio remains constant over time, nehe real

wages will grow.



homothetic (hierarchical) utility functions congst with Engel’s law — to derive this result.
Ngai and Pissarides (2007), and Acemoglu and Gare(2008), however, follow Baumol in
tracing back structural change to the supply dkf|gi and Pissarides (2007) show that when
capital is added to Baumol’'s model as an additidaeior of production, the economy can
reach a balanced growth path in the aggregate uoeeain circumstances while still
exhibiting supply-side driven structural change tluelifferences in (exogenous) total factor
productivity growth across sectors and a low (betm&) elasticity of substitution across final
goods. In this case, a necessary and sufficierditton for balanced growth in the aggregate
is a logarithmic intertemporal utility function, other words, a unit intertemporal elasticity of
substitution. Acemoglu and Guerrieri (2008) introeuifferences in factor proportions and
capital deepening in a Baumol-style two-sector maae show that capital deepening can
cause structural change and unbalanced growth betthe two sectors and at the same time
constant consumption growth in the aggregate.

While these papers aim at reconciling Baumol's neder at least structural change —
with Kaldor’s ‘fact’ of balanced aggregate GDP gtbya second strand of the literature goes
a step further, arguing that the shift of expenéguand employment to the ‘stagnant’ services
in fact stimulates long-term economic growth instead of dampenin@iis argument builds
on the Uzawa-Lucas model of endogenous economwthrdaJzawa (1965) and Lucas (1988)
present models in which both physical capital ansnén capital enter the production
function. Workers use only a fraction of their humaapital in the production process and
allocate the rest to an increase in human capgitalugh education. The growth of human
capital in the economy depends on the share of tote spent on education and a
productivity parameter which measures the effiggeint education in increasing human
capital. Long-term per-capita GDP growth does nepethd on exogenous technological
progress as in the Solow (1956, 1957) model of econ growth. Rather, growth is
endogenous and depends on the fraction of humatalcdevoted to education.

Against the backdrop of Baumol's model, Pugno (308fjues that the sectors that
contribute most to human capital formation are gydaumol’s ‘stagnant services’, namely

education and health caté®ugno develops a ‘health augmented’ Uzawa-Lucagetmand

% Pioneering studies focused on the educational miine of human capital, yet it has been known doigl that
human capital can also be accumulated by improttieghealth status of the population (cf. Schul@61,
Mushkin, 1962).



combines it with Baumol’s model of unbalanced pmitlity growth? In the resulting
synthetic model, the supply-side shift to the ‘s&@g’ — yet human capital accumulating —
services endogenizes productivity growth. Altholgs model is able to perform different
dynamics (depending on parameter constellationsyn® (2006, p. 112) conjectures that
“despite the possible adverse composition effatig, overall effect of structural change on
aggregate productivity growth is likely to be pogt van Zon and Muysken (2005) follow a
similar approach. They also augment the Uzawa-Lmeadel with health and combine the
resulting endogenous growth model with what thdl/‘Baumol’s law’, according to which
employment shifts to the ‘stagnant sectors’. Inrthedel also, steady-state GDP growth may
benefit from an increased employment in the edanasind health care sectors — i.e. from
structural change — depending on the combinatiothefmodel’s structural parameters. A
noteworthy difference between the two models i$ wizle Pugno remains true to Baumol’'s
production function with factor labor only, van Zamd Muysken — more in line with the
Uzawa-Lucas model — include physical capital also.

The articles discussed so far are theoretical uraa Peneder (2003), Maudos et al.
(2008), and Maroto-Sanchez and Cuadrado-Roura 2082 attempted to determine the
impact of tertiarization on economic growth emgifig using ‘shift-share analysis’ as main
tool. Shift-share analysis is an accounting teamaiegyhich disaggregates productivity growth
over a period of time into a ‘within effect’ (prochivity growth within each industry), a
‘static shift effect’ (productivity growth due torgloyment shifts toward more productive
industries), and a ‘dynamic shift effect’ (prodwdly growth due to employment shifts toward
industries with higher productivity growth rateg)lthough not totally unambiguous, the
results from this line of research tend to supf@atimol’s prediction that employment is
shifting toward the stagnant sectors, thereby damnpgeoverall productivity growth.

My aim in this paper it is to introduce an alteivattest for the relationship between
structural change and economic growth: the panen@er-causality framework. As the
articles discussed so far as well as internatioiagh compilations like the OECD’s Health
database amply document the perpetual shift of @mpént and expenditures into ‘stagnant’
sectors like health care and education, structivahge as such will be taken for granted here.
The question this paper will explore is whethert gasictural change had a negative effect on
overall economic growth (as Baumol's model of uabakd growth predicts), a positive

* Pugno also assumes a hierarchical utility functioim other words a shift of demand to servicesnasme

increases —, but his results do not hinge on gssm@mption.



effect — as Pugno (2006) and van Zon and Muysk@@5Rconjecture — or no effect at all as
the aforementioned balanced growth models of stratthange would imply.

The paper is organized as follows. The next sedbomally introduces Baumol’'s model
of unbalanced growth which is the starting pointtleé debate over the growth effects of
structural change. As Baumol's model predicts ltgrga stagnation, and human capital
formation through education and health care has pegposed as an antidote for stagnation,
section 3 briefly discusses the state of the ewglititerature on the impact of human capital
n formation on economic growth. Section 4 opensthg empirical part of the paper,
introducing the data and methods to be used ieshimations, especially the methodology of
(dynamic) panel Granger-causality tests. Sectioprésents the results of the causality
analysis of a panel of 18 OECD countries, includiesults of robustness checks, and section

6 concludes.

2. Structural change as a cause of stagnation: Bawts model of unbalanced
growth revisited

Baumol presents a model in which the economy isddd/ into a ‘progressive’ and a

‘nonprogressive’ — or ‘stagnant’ — sector. His fameental assumption then is that ‘regular’

growth in labor productivity can occur only in tipgogressive’ sector.

It is important to understand what the term ‘reguieere means. For Baumalegular
productivity growth is the result of technologigahovation which manifests itself in new
capital goods. Capital goods are also responsiinledonomies of scale, being another source
of productivity growth.Regular productivity growth is thus defined to depend artain
physico-technological requirements. In the servitdustries, Baumol argues, and also in
agriculture and construction, physical capital carive used as a substitute for labor on the
same scale as in manufacturing. These industriethérefore relegates to the ‘stagnant’
sector. Baumol does not claim that increases irlayoductivity are impossible in the
‘stagnant’ sector, only that this sector comprisesivities which, by their very nature, permit
only sporadic increases in productivity” (BaumoB6X, p. 416). In his model, Baumol
abstracts from productivity increases in the ‘staghsector for simplicity.

Next, Baumol assumes that nominal wages in bottoseare related in the long run. He
simplifies further and assumes that they are edilialfinal assumption is that nominal wages
(in both sectors) rise to the same extent as |pbmuctivity in the ‘progressive’ sector. This
implies that the price level in the ‘progressivet®r stays constant, whereas it rises in the

‘stagnant’ sector in order to keep the level ofl kgages in line with the productivity level.



The workers, regardless in which sector they wbtk; goods and services from both sectors
so that their respective real wages converge.

Equations (1) and (2) describe the production fonest of the two sectors. Labor is the
only factor of production. Labor productivity indh'stagnant’ sector (1) stays constant,
whereas it grows in the ‘progressive’ sector (2)hatconstant rate Thus, output in the two
sectors Y1 andY>) at timet is given by:

Y, =alL, (1)

Y, =bL,€" 2
with L; andL, as quantities of labor employed in the two secamda andb as constants.

According to the aforementioned assumption, theinahwage (in both sectors) is given
by:

W, =We" 3)
with W as an arbitrary starting value.

Equation (3) completes the model of unbalanced tiraliready. This simple model has a
couple of interesting implications which Baumol wsa out. First, the ‘Cost Disease’
equations (4) and (5) show that costs per unitubput in the ‘stagnant’ sector tend toward
infinity while they stay constant in the ‘progressisector.

C,=WL,/Y, =We"L,/aL, =We"/a (4)

C,=WL, /Y, =We"L, /bL,e" =W/b (5)

Relative costs also tend toward infini.(C, = be'/a). Under ‘normal’ circumstances — that
is when prices rise in proportion to costs and wiemand is price-elastic — the ‘stagnant’
sector will vanish. Baumol (1967, p. 421) mentiaraftsmanship, fine restaurants, and
theatres as examples of establishments that haver elisappeared or retreated to luxury
niches as a consequence of customers’ unwillingroetsderate the price increases that would
have been necessary to cover rising costs.

Yet, parts of the ‘stagnant’ sector produce netessior which the price elasticity is very
low. Baumol calls attention to education and heatire as prime examples. To show what
happens in these industries as a consequence allancbd growth, Baumol assumes that the
relation of real output of the two sectors remainshanged as in (6):

(b/a) Y, /Y, =L /Lg" = (6),
with K = const. If L (= Ly + Ly) is the labor force, it follows:

L=(L-L)Ke" < L =LKe"/(1+Ke") (7)



and L,=L-L =L/1+Ke") (8).
From (7) and (8) we learn that, over the years (), L; tends toward., andL, tends toward
zero. The model thus predicts structural changdeims of a perpetual shift of both
expenditures and employment toward the ‘stagnamicss’ sector.

Finally, it can be shown what happens to the GORvtr rate under these conditions. Let
be an index for real GDP which is calculated as@hted average of the value added of the

two sectors:

| =BY,+B)Y,=BalL,+BpLg" (9).
Then, if we insert (7) and (8) into (9) we get:

| =L(KBa+B,b)e" /(1+Ke")=Re" /(1+ Ke") (10),
with  R=L(KBa+B,b) (11).

Applying the quotient rule leads to:
dl /dt = R[re"(1+ Ke") - Kre™]/(1+ Ke™)?
=rRe" /(1+ Ke")?
We can calculate the growth rate of real GDP as:
(dl /dt)/1I =r/(1+Ke") (13).
It follows that over timet(— ), the GDP growth rate drops asymptotically to zesteris

(12).

paribus.”

3. Human capital formation as an antidote? A briefreview of the literature

Authors such as van Zon and Muysken (2005) and ®{8806), who argue that human
capital formation could act as an antidote agdimststagnationist consequences of structural
change identified by Baumol's model, draw on Uza#865) and Lucas (1988). In the
Uzawa-Lucas model, endogenous human capital foomati the form of education replaces
exogenous technological progress as driver of tengr per-capita growth. Against the
backdrop of this model, however, Mankiw et al. (2P9indicated exogenous growth, arguing
that education is similar to investment in physicapital in that it can increase growth
temporarily during the convergence phase towaradststate, but not thereaffeSubsequent
empirical studies by Benhabib and Spiegel (1994l Bnd Klenow (2000), and Pritchett
(2001) further put into perspective the importarafe education for economic growth.

® Ceteris paribus here especially means thatemains constant. If grows at the rata, thenn must be added at
the right hand side of (13). Long-run stagnaticentioccurs for per-capita GDP.

® Bernanke and Girkaynak (2001, p. 12) point outyehe@r, that Mankiw et al.’s (1992) “basic estimatio
framework is broadly consistent witimy growth model that admits a balanced growth patt’ that it therefore

cannot discriminate between theories of endogeandsexogenous growth.



However, the reason why these studies find insicamt or even negative coefficients for the
education variable in growth regressions may bettte@Barro and Lee (1993, 2001) dataset
they use for educational attainment is on the cmedhnot completely satisfactory from a
theoretical perspective (as it does not take adcotinlifferences in schooling quality, for
instance) and is on the other hand vitiated by datanalies (cf. Krueger and Lindahl, 2001,
De la Fuente and Domenech, 2006). Cohen and S00Y)Zonstruct a new dataset for years
of schooling which performs somewhat ‘better’ imme of producing significantly positive
coefficients. Their effort reduces rather than élimes measurement errors, however, as
Cohen and Soto admit.

More recently, growth models have been ‘augmenigdthe health dimension of human
capital. Whereas doubts have emerged concerningrtheth-enhancing role of education,
the existing empirical evidence is quite favoralard the idea of a growth-stimulating role
of health capital formation. Macroeconomic growthdses with a focus on health such as
Knowles and Owen (1995, 1997), Rivera and CurrB@®9a, 1999b, 2003, 2004), Bhargava
et al. (2001), Heshmati (2001), McDonald and Ra&b&002), Bloom et al. (2004), Jamison
et al. (2005), and Weil (2007) have found a sigatfitly positive influence of health capital
formation on economic growthHowever, health’s positive effect on GDP seems¢o
strongest among poor countries. For rich countries, existing empirical evidence on
whether health capital formation stimulates GDPwghois mixed. While Heshmati (2001)
and Rivera and Currais (1999a, 1999b, 2003, 20@#) & positive effect of health
expenditure growth on productivity growth for OECE&buntries (or Spanish regions,
respectively), Knowles and Owen (1995, 1997) ad welMcDonald and Roberts (2002)
reject the hypothesis that life expectancy is #stieally significant explanatory variable for
productivity growth in high-income countries. Bhavg et al. (2001) even estimate a negative
effect of the adult survival rate on per-capita GQPwth for several rich countries.
Acemoglu and Johnson (2007) reach a similar corarius

The empirical evidence on the growth effects of honsapital formation is mixed; and
even if it wasn'’t, the studies discussed in thistisea would probably not be helpful in
evaluating the growth effects afructural change. The reason is that all these studies model
and estimate human capital-augmented aggregateugiiod functions. In the estimation
framework of an aggregate production function,dffects highlighted by Baumol’'s model of

" In these studies, health capital formation is @oxeither by health care expenditure (growth) prthe
increases in life expectancy and the adult surviatd (which measures the probability that a 15-pdc will

reach the age of 60).



unbalanced growth — namely that the process oingaisertain input levels (such as health
and education) can imply structural change thanfavorable for overall economic growth —
might vanish in the estimates of total factor pretdity growth. For example, if Baumol is
right, then even if the health variable (e.g. 8fgectancy) has a positive sign in an estimated
production function, a positive shock to health enghture, even if it improves life
expectancy, could lower total factor productivigowth to an extent that overcompensates
the effect of the rise in health status on growtie positive coefficient of the health variable
would then be misleading. For such reasons, Tei@d§i89, p. 150) notes that “(t)he mention
of structural change leads naturally to questiorimg relevance of aggregate production
functions”. Another modeling framework is therefaeqjuired. The next section will apply
the concept of Granger-causality to test the mhstiip between structural change and

economic growth in a panel of OECD countries.

4. Methodology and data

Baumol’'s model of unbalanced growth predicts thatcsural change — defined as the shift of
employment and expenditures toward ‘stagnant’ sedike health care and education — will
cause per-capita GDP growth to decfinderiods in which employment in and/or
expenditures on health care and education incitesegly should therefore precede episodes
with lower GDP growth. Otherwise, if van Zon and ydken (2005) and Pugno (2006) were
right, periods in which activity in health care agducation rises are periods in which human
capital is accumulated at a strong pace. Lateo@srshould then show higher per-capita GDP
growth. Finally, in models like those by Ngai angdarides (2007) and Acemoglu and
Guerrieri (2008), structural change is compatiblghvbalanced economic growth in the
aggregate. Therefore, there should be no signifivapact of structural change on per-capita
GDP growth in later periods.

In order to test which of these hypotheses has rapirigal grounding, we need a
methodology that keeps track of the time-lags imedland that ascertains that causes, if we
can identify them, precede effects. Both these d@smiggest choosing the methodology of
Granger-causality testing for the empirical parttbis paper. Granger's (1969) testable

definition of causality has in the meantime becoastandard analytical tool in applied

8 Baumol models unbalanced productivity — i.e. GO# lpour or per worker — growth. | follow Kruegerdan
Lindahl (2001, p. 1118) in concentrating on GDP-gegita instead “because it reflects labor forceigpation
decisions and because it has been the focus of wifuitie previous literature”. Data availability ciderations

also play a role (see below).



econometrics. According to this definition, a siafiry time series (Yis said to ‘cause’
another stationary time series X — under the assumption that all other inforratis
irrelevant — the inclusion of past values of Mgnificantly reduces the predictive error
variance of X In econometric practice, whethef @ranger-causesXs typically tested by
regressing Xon its own lags and on lags of. Yf the lags of Y are found to be significantly
different from zero, then the hypothesis thaGGr¥anger-causes;Xannot be rejected.

More recently, the notion of Granger-causality faasd its way into panel econometrics.
Around a dozen macroeconomic panel Granger-caysalities — mostly inquiring the causal
nexus between certain variables and economic grewthve appeared in the literature since
the beginning of the new millennium. These pap&sadt implement the methodology of
panel Granger-causality testing identically, howeueor instance, some do impose the
restriction that the coefficients of the laggedaxd Y; variables must the same for all cross-
section members while others don’t. Another diffee is that some papers use data in (log)
levels while others use growth rates. This evidentt&at a thoroughly accepted way of
implementing panel Granger-causality analysis ldyet emerged. Therefore, | will describe
precisely how the method will be implemented h&eforehand, it is apposite to take a look
at the data, though.

Since this paper aims at testing the growth effet&ructural change, and tertiarization is
predominantly a rich-country phenomenon, | will centrate on OECD economies. Data on
the dependent variable, which is real per-capitdPGére readily available from the OECD’s
National Accounts website back to 1978tructural change can be measured either in terms
of employment shifts or in terms of expendituretshioward the ‘stagnant’ services sectors —
or human-capital accumulating services sectorsgmdipg on the perspective — education and
health care.

Employment data for the two-digit level of thieternational Standard Industrial
Classification (ISIC) can be retrieved from the OECD’s Structurahalysis (STAN)
database? Unfortunately, only five out of 26 OECD countrifes which there are data in the
2008 edition of the STAN database report employndatha for the two-digit industries
‘education’ (ISIC 80) and ‘health and social wo(kSIC 85) that go back to 1970. For 12
countries on the other hand, the time series et than 1990. Since it is standard in
empirical growth studies to transform annual data five-year average growth rates in order

to eliminate the cyclical component, and sincedpplication of the panel Granger-causality

° Cf. http://lwww.oecd.org/std/national-accounts attg://stats.oecd.org/wbos/index.aspx.
10 Cf. http://www.oecd.org/sti/stan and http://staésd.org/wbos/index.aspx.
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method involves estimating models with lags, a loE®bservations from the 1970s and
1980s cannot be accepted. Therefore, measuringgtalichange on the basis of employment
data is not an option for the purpose of this papeill resort to expenditure data instead.

Most research involving health care expenditureadatbased on the OECD’s Health
database (OECD, 2007). This source will be usedHerpresent study also. Data on public
expenditure on education are available from theldVBank’s educational statistics database
(EdStats)* This database contains time series for the stavehdic education expenditure in
GDP which, for most OECD countries, cover the perd®70 to 2005. By multiplying these
shares with nominal GDP, time series for nominabligueducation expenditures can be
obtained. Unfortunately, data on private educaé®penditure back to 1970 (in levels or as a
share of GDP) are not available from the EdStatisbdease. This is probably not very harmful,
however. The OECD (2008) has recently published gbi@ between public and private
education expenditure for its member states in 2Z0@D2005. Table B3.1 of the OECD study
shows that next to all continental European OECDnttes had public shares in total
education expenditure above 90 percent both in 2800 in 2005. All non-European
countries and the U.K., on the other hand, had nowmier shares — with South Korea at the
bottom end (58.9 percent in 2005). However, ifspkt between public and private education
expenditure remains stable over time, then pubtigeediture growth can still serve as a
proxy for total expenditure growth in dynamic arsady Low but stable public expenditure
shares can be observed in South Korea and in tBe(ln. the U.S., the share has remained at
67.3 percent between 2000 and 2005.) There arectwatries, however, where a marked
shift from public toward private education expendit has occurred between 2000 and 2005
(and probably already earlier). These two countailesthe U.K., where the public share fell
by 5.2 percentage points (PP) to 80.0 percent @ 28nd Canada, with a 4.4 PP drop to 75.5
percent:? For these two countries at least, public educagiquenditure growth will probably
understate the true human capital formation. | wdhtrol for a possible bias due to the
inclusion of the U.K. and Canada in a jackknifingercise which is part of the robustness
analysis to be presented in the next section.

Data on public education expenditure with a freqyeorf at least five years and a starting
point in 1970 are available for 20 OECD countriesf the World Bank database. Health
expenditure data for the same period are avail@bl@1 countries from the OECD’s Health

database. The data overlap for 18 countries whidhhwerefore be included in the empirical

11 Cf. http://www.worldbank.org/education/edstats.

2 The public education expenditure share also dedlin Japan (by 2.2 PP) and Australia (by 1.9 PP).
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analysis of this paper. These countries Awetralia, Austria, Canada, Denmark, Finland,
France, Iceland, Ireland, Japan, Luxembourg, Netherlands, New Zealand, Norway, Spain,
Sweden, Switzerland, the United Kingdom, and theUnited States. All nominal data will be
deflated by the GDP deflator in order to elimintte upward trend in the time series that is
due to purely monetary factors, or general inflaticespectively. Afterwards, real
expenditures will be divided by population numbtrsbtain per-capita values. Finally, all
level data will be transformed into five-year avggannual growth rates (geometrical means)
in order to eliminate the cyclical componéhfrom the data covering the period 1970-2005
it is possible to construct a balanced panel wBhcfoss-sections and a time dimension of
seven five-year-average growth rates. The pand domsists of 126 observations for each
variablé* (which is a clear improvement over the earlier vl literature)

As the Granger-causality tests require the datzetstationary, the resulting time series of
growth rates will be tested for the presence of toots, applying a battery of now standard
panel unit root tests. When these tests fail teatatnit roots, the panel estimation models can
be set up, for which the restriction of identicalefficients of the lagged X Yi; and %
variables will be imposed. Thus, | will estimatdirme-stationary VAR model adapted to a

panel context (as in Holtz-Eakin et al., 1988)ha form:
xit =4a, +Zalxit—l +Z:5|Yit—| +Z)(Izit—l Tt (1)
1=1 1=1 1=1

Xit denotes the five-year averages of the growth @tper-capita GDP, and;Ystands for the
five-year averages of the growth rates of per-eapivestment in human capital (education
and health care expenditures taken together). @gntto Pugno (2006), van Zon and
Muysken (2005) also include investment in physazgdital in their model. This variable will

13 An alternative to using five-year-average realvgto rates would be to use the change in the share o
expenditures on health and education in GDP ower fears. But if we want to explain GDP growth wiitis
variable, the fact that GDP appears as the dendomnired the share will introduce a negative biasthe
estimated coefficients (cf. also Cohen and Sot6720Therefore, | opt for the five-year-averagevgiorates.

* There are no data on public education expendfar€anada and Luxembourg for the most recent yizer
interval, so we lose two observations for this ableé.

!> Most of the studies discussed in section 3 usesesectional data. Some, however, also use patel da
Heshmati's (2001) data, for instance, cover théopet970-1992. He calculates four five-year avesaayed one
three-year average, and he has 22 OECD countrieis ipanel. His database thus consists of 110 ohsens.
Rivera and Currais (2004) also use a panel appradhblfive five-year averages over the period 198®3. For

the 17 Spanish regions they look at, this yield®B&ervations.
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be tested also and included ag.'Z As a robustness test, education and health care
expenditures will also be tested separately; is thise ¥ stands for the former and Zor the
latter variable. N countries (indexed by i) areated over T periods (indexed by t). | allow
for country-specific effectsy. The disturbancess; are assumed to be independently
distributed across countries with a zero mean. Tin@y display heteroscedasticity across
time and countries, though.

Estimating equation (1) with pooled OLS presentseadogeneity problem since if the
dummy variables (country-specific effects) affe@®growth in one period they presumably
affected them in the previous period also (cf. MIEkL981). The first step in the direction of
correcting this endogeneity problem in dynamic pane to take the first difference of all
variables and to thereby eliminate the individuffeas. Still, if health and education
expenditure rise and decline with GDP (which ishaitlé ), the explanatory variables are not
exogenous to GDP, which will result in a correlativetween the right hand side variables
and the error term. Arellano and Bond (1991) havews that the best way around this
problem is to use lags of the dependent variallea fat least two periods earlier (in levels) as
well as lags of the right-hand side variables adrimments in a Generalized Method of
Moments (GMM) estimator. Arellano and Bover (19%4)d Blundell and Bond (1998)
suggest to difference the instruments instead ef rfgressors in order to make them
exogenous to the fixed effects. This leads from‘diféerence’ GMM to the ‘system’” GMM
estimator, which is a joint estimation of the edguratin levels and in first differences (cf.
Roodman, 2009). The next section will present tesusing the OLS, the one-step system
GMM, and the two-step system GMM estimators. Basedhese results, a conclusion on
causality will be reached by running Wald testgtmn coefficients of the lagged’¥ and Z's
to check whether they are jointly statisticallyfeiient from zerd® A number of robustness

tests will consolidate the empirical analysis.

5. Empirical results
A reasonable first step in empirical analysis igsaal inspection of the data. Figures 1 and 2

show the histograms of the five-year average grawatbs of real per-capita GDP and real

'8 The data source for real per-capita gross fixgutakformation is the same as for real per-ca@iEP, namely

the OECD'’s National Accounts website.

' For instance, Hartwig (2008) reviews the literatum health care expenditure (HCE) determinants and
concludes that GDP — or national income, respdgtivés the only robust explanatory variable for HCE that this
literature has been able to uncover.

18 podrecca and Carmeci (2001) follow a similar apphoto estimation and causality testing.
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per-capita expenditure on health and educationnigr sample of 18 OECD countri&s.
Obviously, health and education expenditure hagrouin GDP. The median growth rate of
real per-capita expenditure on ‘stagnant servite8.0 percent, whereas the median growth
rate of real per-capita GDP is only 2.1 percent.

Both variables exhibit large outliers. Ireland’srqoapita real GDP grew by an amazing
8% percent per year on average over the period-2008. On the other hand, Luxembourg’s
per-capita real expenditure on health and educatiwank each year by almost 5 percent on
average over the period 1980-85. Ouitliers like éhgtsengthen the case for carrying out the

jackknifing exercise proposed in the previous sects a robustness test.
< Insert Figures 1 and 2 around here >

As was also mentioned in previous section, Grawgesality tests require stationary time
series. Unfortunately, the available panel unit tests are mainly designed for panels where
both the time dimension and the cross section déinarare relatively larg€. In panels such
as mine with a time dimension of only 7 observaijadie analysis can proceed only under
restrictive assumptions like, for instance, dynahwenogeneity. This has to be kept in mind
when interpreting the results of panel unit rostseeported in Table.As the table shows,
the tests reject the null hypothesis of non-statiity for both variables. For what they are

worth, these test results at least do not speakstgaroceeding to the Granger-causality tests.
< Insert Table 1 around here >

Since Granger-causality test results are senditivilie choice of lag lengtim in the time-

stationary VAR model given by equation (1), it mportant to specify the lag structure
appropriately. In a first step, | follow Miyakosand Tsukuda (2004) and Atukeren (2007) in
estimating equation (1) with OLS and basing theiahmf the optimal lag length on the
Schwarz Information Criterion (SIC). Table 2 shothat — based on this criterion — the

optimal lag length is one.

% Figure 2 shows growth rates for the sum of tothlth care expenditure (HCE) and public education
expenditure (PEE) (deflated by the GDP deflator din@led by population numbers).

% For a detailed account of panel unit root testBreitung and Pesaran (2008).

2L Table 1 reports results for the panel unit rostseavailable in EViews. The estimations for thigo@r were
done either with EViews (v. 6) or with Stata (v. 9)
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< |Insert Table 2 around here >

Table 3 shows the results for estimating the VARdelq1) with OLS, with the one-step
system GMM estimator and with the two-step systeMG estimator’> The OLS
specification includes country-specific fixed eteqrandom effects were rejected by the
Hausman test for correlated random effects). TheM=yecifications include period-specific
effects. Lags of the dependent variable from atleao periods earlier as well as lags of the
per-capita health and education expenditure growtriable serve as GMM-style
instrument$® For the two-step estimator, the small sample ctioe proposed by
Windmeijer (2005) is implemented.

< Insert Table 3 around here >

The bottom of the table reports specification tesstults for the GMM estimations. The
Sargan test is a test on whether the instrumeatsararorrelated with the error tewm (which
they must be in order to be valid instruments). [&@a shows that the null hypothesis is
accepted (models (2) and (4)). While in the stathdastrument matrix each instrumenting
variable generates one column for each time peaindi lag available to that time period,
Roodman (2009) proposes to ‘collapse’ the instrunsen into a single column to limit the
instrument count. This option is available in St&a 9) and has been used here as a
robustness check (models (3) and (5)). Collapsiegset of instruments raises the probability
level for the Sargan test. For the two-step estonatanother test — the Hansen test — is
available®® This test also accepts the over-identifying restms.

The Arellano-Bond test, however, rejects the nufpdihesis of no second-order
autocorrelation in the disturbances of the firdfedenced equation in three out of four
estimations at the 10 percent level. This is unfoate since second-order autocorrelation in
the differenced residuals is in conflict with thstimator’'s consistency requirements (cf.

Arellano and Bond, 1991). To solve this problemmd also to scrutinize the robustness of the

2 The one-step estimator uses the identity matrix ageighting matrix. The two-step estimator weighe
instruments asymptotically efficient using one-stsfimates.

% Roodman'’s ‘xtabond2’ command was used in Stat®)¥or the GMM estimations; and Roodman’s (2009)
examples geared my handling of the syntax.

4 The Sargan statistic, which is the minimized vadfiehe one-step GMM criterion function, is not usb to
heteroskedasticity or autocorrelation. The Hangatistic (which is the minimized value of the twes GMM

criterion function) is robust.
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results — another lag of the explanatory variallgsbe added. Table 4 shows that all tests
now accept the specification. Therefore — and degpe test results reported in Table 2 —, |

will use two lags of the right-hand side varialdi@sn now on.

< |Insert Table 4 around here >

In all estimations except model (4), the coeffitseof the health and public education
expenditure growth variable are negative. Mostheftime, however, the coefficients are not
statistically different from zero both individualand jointly. Only in model (8), the Wald test
rejects the null hypothesis that the coefficierftthe lagged expenditure growth variables are
jointly equal to zero at the 10 percent level.His tcase we might conclude that real per-capita
expenditure growth on health and education Grangases real per-capita GDP growth with
a negative sign. Otherwise, the estimations yiel@vidence in favor of Granger-causality.

How do these results relate to the controversy dkier growth effects of structural
change? According to Baumol's model, structural ngjea leads to employment and
expenditure shifts toward ‘stagnant services’ Ilil@alth care and education, which in turn
reduces per-capita GDP growth. Although the exparalishifts predicted by Baumol's
model have indeed occurred — adequate employmeatislaunfortunately lacking for the
majority of OECD countries — the foreseen effect emonomic growth is dubious. Only
model (8) — the one-step system GMM estimation wittollapsed set of instruments and two
lags of the explanatory variables — yields someleawie in favor of the stagnationist view.
The other estimations find no Granger-causalitynmig from real per-capita expenditure
growth on health and education toward real pertaa@DP growth, which is more in line
with models a la Ngai and Pissarides (2007) andmiggu and Guerrieri (2008) in which
structural change is compatible with balanced ecoagrowth in the aggregate. van Zon and
Muysken’s (2005) and Pugno’s (2006) conjecture tio other hand, that the expenditure
shift toward ‘stagnant services’ fosters human tedpormation and thereby raises economic
growth endogenously finds no support in the datas Tonjecture can be translated into a
requirement of significantly positive Granger-cditgaunning from the expenditure variable
to GDP growth. No evidence for positive Grangerszdity was found.

In order to strengthen confidence in the resultsjumber of robustness tests will be
carried out. First, the expenditure variable wik Bplit into growth in real per-capita
expenditure on health and on education, respegtiVdlese two expenditure categories have

been summed so far because Baumol's model sugbeasthiey are highly collinear (in which
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case insignificant coefficients would have ensu&t)s can now be tested. In the remainder, |
will rely on models with two lags and a collapsest sf instruments because these have
performed best in previous tests.

Table 5 does not yield evidence for strong colliitgdbetween the expenditure variables
since in the one-step estimation the coefficieatshkalth expenditure growth are statistically
significant. In all estimations, the health expémd growth coefficients have negative signs,
which is incompatible with the predictions of thealth capital augmented endogenous
growth model. The coefficients for public educatierpenditure growth are thoroughly
insignificant, as are the coefficients for the tealariable in the case of the two-step
estimation. These results bolster balanced growtkdets of structural change. Overall, the

robustness test corroborates the results repart€dble 4.

< |Insert Table 5 around here >

As a second robustness test, | will add physicpitakto models (8) and (10). Although
physical capital is absent from both Baumol’'s (19&7d Pugno’s (2006) models, it is present
in the Uzawa-Lucas model of endogenous growth ds agein van Zon and Muysken’s
(2005) health capital augmented version of it. @irse, physical capital is also present in the
balanced growth models of structural change by Ngai Pissarides (2007) and Acemoglu
and Guerrieri (2008).

Adding physical capital as an explanatory variablalso apposite in order to meet one of
the assumptions behind the Granger-causality metbgy which some might regard as
problematic, namely the assumption that all infdroranot included in the stationary VAR
model is irrelevant. Since investment in physiagital is usually recognized as an important
driver of economic growth, its inclusion among tiet of explanatory variables helps to
justify this assumptioi> Cohen and Soto (2007) also use physical capitahdtion as a
control variable in order to test the robustnestheir findings on the effects of human capital
formation on economic growth.

Table 6 shows that when real per-capita gross firgdstment growth is added as an
explanatory variable, the lags of real per-capigalth and public education expenditure
growth lose their joint significance even in theeestep estimation. They keep their negative

% |n fact, Sturm and de Haan (2005) find that whatsust estimation techniques are used, only physagaital
formation and a couple of regional dummies (nag¢vaht for my sample of OECD countries) remain digaint

out of a long list of possible determinants of emoit growth.

17



sign, though, in most of the cases. Real per-capitas fixed investment growth Granger-
causes real per-capita GDP growth with a negatige $1 the (OLS and) one-step
estimation(s¥® It does not do so in the two-step estimation, Wiieems suspicious, though.
Collapsing the set of instruments produced a naitipe definite weighting matrix; therefore
the full set of instruments was used. Still, thegda and Hansen test results look strange.
Hence, not too much emphasis will be put on thisnedion here.

< Insert Table 6 around here >

Overall, the estimation results do not yield mugldence in favor of either the endogenous
growth view or the stagnationist view of the growdffects of structural change. The
expenditure shift toward ‘stagnant services’ thatwe withessed over the last 40 years has
neither Granger-caused economic growth to risetmalecline — at least not if the impact of
physical capital formation is accounted for. Thigling supports the idea recently formalized
by Ngai and Pissarides (2007) and Acemoglu and ri&uie(2008) that structural change is
compatible with balanced economic growth in theraggte.

Still, there is the possibility that the resulte alriven by outliers. To check this, | will
perform a jackknifing exercise which consists irestimating model (15) dropping each of
the 18 countries in turn. Table 7 shows that therendeed one outlier which has a large
impact on the overall result. This outlier is Japd@dapan is dropped from the sample, then
the lags of real per-capita health and public etloicaexpenditure growth re-emerge as
statistically significant explanatory variables fagal per-capita GDP growth even in the
presence of real per-capita gross fixed investrgemwth. The coefficients for both lags are
negative and significant (both jointly and indivadly) at the 5 percent level.

Of particular interest in this context is the sfgraince of the second lag. It can be argued
that in the medium run — for instance, over a fpeer period — the finding of negative
Granger-causality running from investment in phgbior human capital to GDP is
compatible with the augmented Solow model of ecanggmowth. In that model, a positive
(negative) shock to investment leads to an instettas rise (drop) in economic growth
followed by declining (rising) GDP growth rates ov&ubsequent years as the economy
moves back to steady state. Significantly negatiwefficients for the first lags of the

investment variables within a Granger-causalityingsframework are therefore in line with

% The negative sign can be interpreted as yieldivigemce in favor of exogenous rather than endogenou

growth theories (see below).
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standard exogenous growth theory (cf. Hartwig, 2@0®l already Vanhoudt, 1998). Over a
longer-term horizon (ten years), however, the figdof negative Granger-causality is not
compatible with the augmented Solow model becagserding to that model, changes in
investment rates in physical or human capital cavemo growth effects whatsoever in the
long run. Therefore, if we disregard Japan, the isosh evidence is more favorable toward
the idea behind Baumol's model of unbalanced groth#t structural change causes long-
term economic growth to decline. — What makes Japadifferent in this respect seems to be

an interesting question for further research.

< |Insert Table 7 around here >

6. Conclusion

The impact of structural change on economic growthontested in the literature. Baumol
(1967) famously introduced a model in which strugtichange — defined as the shift of
employment and expenditures toward ‘stagnant sesvilike health care and education —
leads to a decline in per-capita GDP growth anchesdly to stagnation. This, however,
contradicts one of Kaldor’s ‘stylized facts’ accmgl to which the growth rate of per-capita
GDP is relatively stable over time. Therefore, angt of recent literature has aimed at
reconciling structural change with balanced ecowomiowth in the aggregate. Two
approaches can be distinguished in this literatardemand-side approach relying on non-
homothetic utility functions (Echevarria, 1997, trear, 2000, Caselli and Coleman, 2001,
Kongsamut et al., 2001, Foellmi and Zweimduller, @0@Gnd — arguably more in line with
Baumol's contribution — a supply-side approach Wwhaverrides Baumol's stagnationist
outlook by introducing physical capital to the mb@égai and Pissarides, 2007, Acemoglu
and Guerrieri, 2008). Another line of literaturensi Baumol's approach, so to speak, upside
down, arguing that the expenditure shift towarchgstant services’ stimulates rather than
dampens long-term economic growth because of timeahucapital-accumulating nature of
major ‘stagnant services’ like health care and atian (van Zon and Muysken, 2005, Pugno,
2006).

So far, this literature has been mostly theoretitale present paper follows Acemoglu
and Guerrieri’'s (2008) call to estimate structwwhbnge models, applying a relatively new
empirical methodology — the method of panel Grargersality testing — to OECD data. The
findings can be summarized as follows. First, nm@&@we was found in support of van Zon

and Muysken’s (2005) and Pugno’s (2006) conjecthet the shift toward ‘stagnant’ — yet
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human capital-accumulating — services like headite @and education raises economic growth
endogenously. Whether structural change is compatilth balanced economic growth in the
aggregate or whether it leads to long-term stagnas less evident from the data at hand. At
first sight it appears that the shift in real exgiiture toward health care and education that has
occurred in OECD countries since the beginnindhef1970s had no significant effect on — in
other words, did not Granger-cause — real GDP drawten physical capital growth is used
as a control variable. At a second glance, howeat/éurns out that this bottom line is highly
dependent upon the inclusion of Japan in the saofpteuntries. If Japan is excluded, there
Is a statistically significant and long-lasting aége impact of this expenditure shift (or of
structural change, respectively) on economic growts finding is more in line with the
predictions of Baumol’s model of unbalanced grotitéin with models of balanced economic
growth in the aggregate. What makes Japan so $pecithis respect seems to be an

interesting question for further research.
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Figure 1: Histogram of real per-capita GDP growth ~ Figure 2: Histogram of real per-capita health and

rates of 18 OECD countries (five-year averages, 1970- public education expenditure growth rates of 18
2005) OECD countries (five-year averages, 1970-2005)
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Table 1 Panel unit root test results (18 OECD countrl€g,0-2005)

GDPRPC HCPEERPC
Ho: Unit root in level Stat. Prob. Obs. Stat. Prob. Obs.
Levin, Lin & Chu t* -12.223 0.000 108 -14.066 0.000 106

Im, Pesaran & Shin W-stat-4.583 0.000 108 -4.637 0.000 106
ADF — Fisher Chi-square 93.910 0.000 108 92918 0.000 106
PP — Fisher Chi-square  109.230 0.000 108 126.493 0.000 106

GDPRPC = real per-capita GDP growth rates (fiverge@rages), HCPEERPC = real per-capita healthplase
public education expenditure growth rates (fiveryamzerages)

Note: Individual intercepts are included as exogenous variables in the test equations. For the first three tests
listed in the table, maximum lags are automatically selected based on the Schwarz Information Criterion. The
remaining test uses the Bartlett kernel for the Newey-West bandwidth selection. The probabilities for the Fisher
tests are computed using an asymptotic Chi-square distribution. The other tests assume asymptotic normality.
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Table 2 Optimal lag length for equation (1)

Lag 1 2 3
SIC 4.014 4.076 4.186

S C = Schwarz Information Criterion
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Table 3 Estimation results for equation (1), one lag

1) 2 3) 4 ®)
OLS One-step Two-step
system GMM system GMM

Full set of Collapsed set Full set of Collapsed set
instruments of instruments instruments of instruments

GDPRPC(-1)  -0.222**  0.298*** 0.142 0.330* 0.114
(0.104) (0.101) (0.120) (0.180) (0.239)

HCPEERPE-1) -0.043 —-0.048 —-0.081 0.026 —-0.060
(0.055) (0.063) (0.061) (0.092) (0.069)

Number of obs. 108 108 108 108 108

Sargan test - 0.313 0.757 0.313 0.757

(p-level)

Hansen test - - - 0.999 0.443

(p-level)

AB test - 0.036 0.049 0.089 0.125

(p-level)

GDPRPC = real per-capita GDP growth rates (fiverge@rages), HCPEERPC = real per-capita healthplase
public education expenditure growth rates (fiveryazerages)
Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5 and 1 percentdevel

respectively. Estimates for constant terms not sha\B test = Arellano-Bond test for AR(2) in firdifferences.
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Table 4 Estimation results for equation (1), two lags

(6) (") (8) ) (10)
OLS One-step Two-step
system GMM system GMM
Full set of Collapsed set Full setof Collapsed set

instruments of instruments instruments of instruments

GDPRPC(-1) -0.311**  0.261*** 0.341*** 0.436 0.383***
(0.117) (0.101) (0.132) (0.326) (0.116)
GDPRPC(-2) 0.140 0.268** 0.383*** 0.468 0.379
(0.125) (0.114) (0.149) (0.462) (0.496)
HCPEERPE-1) —-0.095 -0.116* —0.183** -0.229 -0.210*
(0.073) (0.069) (0.081) (0.150) (0.118)
HCPEERPG-2) —0.052 -0.025 —0.069 -0.134 —0.038
(0.056) (0.060) (0.069) (0.104) (0.109)
Number of obs. 90 90 90 90 90
Wald test 0.332 0.243 0.076 0.330 0.191
(p-level)
Sargan test - 0.196 0.847 0.196 0.847
(p-level)
Hansen test - - - 0.999 0.432
(p-level)
AB test - 0.233 0.317 0.718 0.700
(p-level)

GDPRPC = real per-capita GDP growth rates (fiverge@rages), HCPEERPC = real per-capita healthplase

public education expenditure growth rates (fiveryazerages)

Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5 and 1 percentsevel

respectively. Estimates for constant terms not sha\B test = Arellano-Bond test for AR(2) in firdifferences.
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Table 5 Robustness test — Splitting the expenditure bégia

(11) (12) (13)
OLS One-step system  Two-step system
GMM GMM
GDPRPC(-1) -0.318** 0.362*** 0.480**
(0.124) (0.133) (0.208)
GDPRPC(-2) 0.207 0.480*** 0.730
(0.131) (0.154) (0.466)
HCERPG-1) —0.038 —0.164* -0.141
(0.084) (0.086) (0.123)
HCERP(-2) —0.140** -0.176** -0.197
(0.068) (0.078) (0.206)
PEERPC(-1) —0.032 -0.024 -0.107
(0.052) (0.053) (0.112)
PEERPC(-2) 0.060 0.053 0.030
(0.048) (0.051) (0.078)
Number of obs. 90 90 90
Wald test HCERPC 0.122 0.031 0.520
(p-level)
Wald test PEERPC 0.308 0.370 0.275
(p-level)
Sargan test - 0.839 0.839
(p-level)
Hansen test - - 0.783
(p-level)
AB test - 0.451 0.895
(p-level)

GDPRPC = real per-capita GDP growth rates (fiverge@rages), HCERPC = real per-capita health care
expenditure growth rates (five-year averages), FEER real per-capita public education expendituosvth
rates (five-year averages)

Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5 and 1 percentsevel

respectively. Estimates for constant terms not sha\B test = Arellano-Bond test for AR(2) in firdifferences.
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Table 6. Robustness test — Adding physical capital

(14) (15) (16)
OLS One-step system  Two-step system
GMM GMM
GDPRPC(-1) 0.143 0.669*** 0.759*
(0.195) (0.180) (0.390)
GDPRPC(-2) 0.003 0.104 —-0.242
(0.186) (0.190) (0.466)
HCPEERPG-1) -0.031 -0.098 0.034
(0.075) (0.074) (0.115)
HCPEERP-2) -0.064 -0.062 —-0.013
(0.055) (0.061) (0.151)
GFIRPC(-1) —0.197*** —0.159** -0.238
(0.071) (0.066) (0.176)
GFIRPC(-2) -0.022 0.019 0.059
(0.048) (0.056) (0.191)
Number of obs. 90 90 90
Wald test HCPEERPC  0.494 0.329 0.923
(p-level)
Wald test GFIRPC 0.022 0.016 0.166
(p-level)
Sargan test - 0.163 0.000
(p-level)
Hansen test - - 0.999
(p-level)
AB test - 0.299 0.501
(p-level)

GDPRPC = real per-capita GDP growth rates (fiverge@rages), HCPEERPC = real per-capita healthplase

public education expenditure growth rates (fiverymzerages), GFIRPC = real per-capita gross firgdstment

growth rates (five-year averages)

Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5 and 1 percentdevel

respectively. Estimates for constant terms not sha\B test = Arellano-Bond test for AR(2) in first

differences.
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Table 7: Robustness test — Cross-national stability of patars, One-step system GMM estimator: excludedtci@sn

GDPRPC
Australia Austria Canada Denmark  Finland France elald Ireland Japan
GDPRPC{1) 0.681*** 0.690*** 0.692*%** 0.687*** 0.628** 0.660**  0,958*** 0.300*  0.589***
(0.182) (0.184) (0.185) (0.186) (0.180) (0.185) (0.188) (0.179) (0.175)
GDPRPC(-2) 0.092 0.126 0.111 0.093 0.070 0.101 0.125 -0.181 0.197
(0.192) (0.196) (0.195) (0.192) (0.188) (0.194) (0.203) (0.165) (0.182)
HCPEERPC(-1) -0.087 -0.100 -0.089 -0.084 -0.101 -0.102 -0.021 -0.078 -0.179**
(0.075) (0.077) (0.077) (0.075) (0.075) (0.077) (0.074) (0.064) (0.075)
HCPEERPC(-2) -0.084 -0.057 -0.076 -0.068 -0.040 -0.068 -0.021 -0.024 -0.124**
(O. 063) (0.064) (0.066) (0.061) (0.062) (0.063) (0.058) (0.057) (O. 062)
GFIRPC(1) -0.163** -0.165** -0.169** -0.156* -0.125* -0.157* -0.301*** -0.106* -0.11
(0.067) (0.067) (0.067) (0.068) (0.065) (0.067) (0 067) (0.064) (0.065)
GFIRPC(2) 0.023 0.012 0.017 0.022 0.044 0.020 . 0.067 0.040
(0.057) (0.057) (0.057) (0.056) (0.055) (0.057) (0.060) (0.050) (0.055)
Number of obs. 85 85 85 85 85 85 85 85 85
\(Nallld tel)st HCPEERPC 0.279 0.370 0.362 0.370 0.388 0.311 0.920 0.472 240.0
p-leve
\(Nallld tel)st GFIRPC 0.013 0.018 0.013 0.020 0.030 0.020 0.000 0.016 490.0
p-leve
Luxembourg Netherlands New Zealand Norway Spain  ed&m  Switzerland U.K. u.S.
GDPRPC{1) 0.471* 0.682*** 0.620*** 0.735** (0.692** 0.676**  0.667**  0.687*** 0,709***
(0.198) (0.184) (0.177) (0.185) (0.178) (0.188) (0.182) (0.184) (0.185)
GDPRPC(-2) 0.076 0.130 0.033 0.186 0.230 0.057 0.089 0.103 0.086
(0.208) (0.196) (0.188) (0.202) (0.200) (0.196) (0.190) (0.195) (0.193)
HCPEERPC(-1) —0.048 —-0.083 -0.120 -0.132* -0.130* -0.119 -0.099 -0.090 -0.082
(0.077) (0.075) (0.084) (0.076) (0.077) (0.078) (0.075) (0.077) (0.076)
HCPEERPC(-2) -0.084 -0.063 -0.070 -0.045 -0.076 -0.058 —-0.058 -0.061 -0.056
(0.065) (0.061) (0.068) (0.061) (0.062) (0.064) (0.062) (0.063) (0.063)
GFIRPC(1) -0.128* —0.177%** -0.121* -0.152* -0.158* -0.161* -0.160** -0.165** —0.184***
(0.070) (0.067) (0.068) (0.066) (0.066) (0.070) (0.068) (0.068) (0.068)
GFIRPC(2) 0.008 —-0.003 0.008 0.006 0.007 0.030 0.022 0.019 0.014
(0.059) (0.058) (0.058) (0.056) (0.056) (0.059) (0.057) (0.058) (0.058)
Number of obs. 85 85 85 85 85 85 85 85 85
\(Nallld tel)st HCPEERPC 0.419 0.404 0.293 0.212 0.175 0.260 0.352 0.405 680.4
p-leve
\(/Vallld t(la)st GFIRPC 0.103 0.013 0.148 0.040 0.024 0.014 0.016 0.015 070.0
p-leve

GDPRPC = real per-capita GDP growth rates (five-pe@rages), HCPEERPC = real per-capita healthptasepublic education expenditure growth ratese(fyear averages),
GFIRPC = real per- capita gross fixed investmentjicates (f|ve year averages)
Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5 and 1 percent Jegspectively. Estimates for constant terms notsh

32



