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Part 1: A case against ECB FX market interventions
We argue against ECB FX market interventions. Our most important considerations are: (1) To support the US dollar against the euro, the ECB would have to pursue an expansionary policy, thereby causing inflation to rise in the future. (2) Empirical evidence shows that appreciations of the euro exchange rate do not cause the negative effects on (German) exports that are widely put forward as an argument for an ECB intervention. (3) Assuming forward-looking market agents, monetary policy cannot influence the real exchange rate – which is the relevant variable for exports – at will and on a systematic basis. (4) FX market interventions run the risk of becoming destabilising. (5) Reducing economic incentives to bring about structural reforms and process and product innovations, thereby damages growth and thus employment in the euro area.

Part 2: “Price gaps” and US inflation
Empirical analyses on the relationship between money and inflation in the US suggest that the so-called “price gap” – that is the stock of money which has not yet been absorbed by increases in output and prices – has considerably power for explaining US consumer price inflation; “money matters,” even in the US. However, the income velocities of monetary aggregates do not show a “deterministic trend stationarity”. As a result, the US Federal Reserve (Fed) cannot – like, for instance, the ECB – make its interest rate decisions solely dependent on money growth. A careful interpretation of the current US monetary developments suggests that inflation is going to accelerate (slightly) going forward; deflationary tendencies are not discernible from the point of view of monetary conditions.

Part 3: “Price gaps” and euro area inflation
In the euro area, the price gap on the basis of M3 is an inflation indicator par excellence; it outperforms alternative indicators such as, for instance, the output gap, the exchange rate and unemployment. The price gap M3 is particularly useful when it is calculated on the basis of the trend path of M3. Alternative specifications such “Divisia” monetary aggregates are no better than M3 for inflation-forecasting exercises. Against this background it would be rational for the ECB to focus on the price gap M3 (“monetary analysis”) rather than other indicators (“economic analysis”) when setting rates. That said, the bank’s decision to downgrade the role of M3 in its policy, as happened in the last strategy revision, is hard to understand. The actual price gap M3 indicates considerable inflation potential: the liquidity built up would be sufficient to increase the euro area price level by around 7.0% on a persistent basis.

Part 4: ECB rate and euro inflation outlook
Money and credit supply in the euro area suggests a need for higher central bank interest rates to reduce (the increase in) the price gap M3; it is hard to see that currently prevailing real short-term interest rates will be compatible with low inflation. It is unlikely that the excess liquidity, which has been built up in the past, will be fully absorbed by higher production. On the basis of our forecast model, euro area inflation will start to rise, being, on average, 2.1% in 2004 and 2.2% in 2005. – In particular, we see the risk that excess liquidity in the US as well as in the euro area could cause, in a first wave, asset price inflation (on the stock, bond and housing markets) before driving up consumer prices. The inevitable correction of such a development could prove highly costly as far as output and employment are concerned, and thus warrants attention by monetary policy makers. This is why we conclude: “Too much money is chasing too few goods.”
Zusammenfassung

Teil 1: Argumente gegen EZB-Devisenmarktinterventionen

Teil 2: “Price gaps” und die US-Inflation

Teil 3: “Price gaps” und die Euroraum-Inflation

Teil 4: EZB-Geldpolitik und Inflationsausblick
Die Geld- und Kreditexpansion im Euroraum legt Zinsanhebungen nahe, um die Expansion der M3-Preislücke abzubremsen; eine Situation, in der der Realzins mehr oder weniger Null Prozent beträgt, kann nicht beibehalten werden, ohne letztlich die Inflation anzuheizen. Schon heute erscheint es unwahrscheinlich, dass der Geldüberschuss durch einen Anstieg der Produktion (vollständig) absorbiert wird. Auf Basis unseres Prognosemodells errechnen wir eine jahresdurchschnittliche Inflation in Höhe von 2,1 Prozent in 2004 und 2,2 Prozent in 2005. – Im aktuellen Umfeld besteht dies- und jenseits des Atlantiks die akute Gefahr, dass der Geldmengenüberschuss eine (weitere) „Asset Price Inflation“ auf den Vermögensmärkten (Aktien, Bonds, Häuser etc.) speisen wird, deren unausweichliche Korrektur mit beträchtlichen Output- und Beschäftigungsverlusten verbunden sein kann. Daher auch unsere Schlussfolgerung: „Too much money is chasing too few goods“. 
Introduction

There are obvious signs of an economic recovery in the major economies around the world. In the US, economic growth is likely to be well above the potential rate this year after an already above-potential expansion in 2003. In the euro area, expectations of economic expansion towards the potential rate of 2.0% in 2004 seem realistic. The Japanese economy seems set to expand at positive rates this year. Moreover, the majority of Asian countries appear to have embarked on a fairly robust growth path. However, there are challenges ahead that may have the potential to spoil the party.

Challenges ahead. – The question that has increasingly attracted attention is: Are there risks that a further strengthening of the euro exchange rate might derail the still fragile euro area economic recovery? And if so, shall a case be made for ECB FX market intervention to weaken the euro, e.g. prevent it from appreciating further vis-à-vis third currencies? Moreover, there is hardly any doubt about the fact that monetary policy has been immensely expansionary. In the US and the euro area, central banks have lowered (real) short-term rates to historic lows. This, in turn, has contributed to the high growth rates of monetary aggregates. At the same time, however, strong growth of money supply has been assigned relatively little attention by monetary policy makers. So, the second question is: What are the consequences of the monetary expansion seen in recent years for future inflation?

In this report we aim to address these two questions. In addition, we present, as always, our inflation forecast for the euro area for the coming 12 months.

Against FX market interventions. – In view of the unfolding discussion about the need for ECB FX market interventions, we put forward a number of strong arguments against any such policy. First, in view of the monetary overhang in the euro area that already exists, an FX market intervention to weaken the euro vis-à-vis the US dollar would require the ECB to increase the money supply even further, thereby increasing inflation. Second, there is no convincing evidence that the central bank will be able to influence the real exchange rate – the de facto relevant variable – according to its own design. And third, the consequences of the exchange rate moves seen so far certainly do not make a case for “market failure,” which could be used to argue for government intervention.

“Money matters”. – We analyse the role monetary expansion plays for inflation by the concept of “price gaps,” that is the supply of money which has built up in the past and has not yet been absorbed by either output gains and/or price increases. As far as the euro area is concerned, we find strong statistical evidence that the “M3 price gap” is a key driver for future inflation. That said, there is a strong rationale for the ECB to focus on M3 when setting interest rates. Even in the US we find that money price gaps play an important role in explaining inflation. In contrast to the euro area, however, the velocities of US monetary aggregates do not exhibit a deterministic trend path, which might limit the indication quality of monetary aggregates for monetary policy.

ECB will have to raise interest rates. – Looking at money and credit growth in the euro area, we conclude that a forward-looking monetary policy would require the ECB to raise interest rates to slow the growth of M3. It is unlikely that a build up in excess liquidity will be fully absorbed by output gains. That said, inflation is unlikely to slow down as is widely expected. In fact, our model suggests that under current conditions, inflation will be 2.1% in 2004 and rise to 2.2% in 2005. We see the biggest risk that excess liquidity in the US as well as in the euro area could cause, in a first wave, “asset price inflation” (on stock, bond and housing markets) before driving up consumer prices. The inevitable correction of such a development could prove highly costly as far as output and employment are concerned and thus warrants attention by monetary policy makers.
Part 1: A case against FX market intervention

CONTENT: 1.1 Weakening the euro exchange rate would increase inflation. 1.2 Further considerations. 1.3 Impact of euro exchange rate moves on euro area GDP and inflation.

SUMMARY: There are a number of strong arguments against ECB FX market intervention. First, in view of the already monetary overhang in the euro area, an FX market intervention to weaken the euro vis-à-vis the US dollar would require the ECB to increase the money supply even further, thereby increasing inflation. Second, there is no convincing evidence that the central bank will be able to influence the real exchange rate – the de facto relevant variable – according to its own design. And third, the consequences of the exchange rate moves so far do not make a case for “market failure” which could argue for government intervention.

1.1 Weakening the euro exchange rate would increase inflation

Low growth, low inflation and a seemingly relentless appreciation of the euro exchange rate: surely it is time for the European Central Bank (ECB) to cut rates? Declining borrowing costs, for instance, could support investment spending, induce positive wealth effects and, ultimately, increase output and employment. Lower rates might also reduce the euro area’s short-term interest rate differential vis-à-vis the US, thereby slowing – or even reversing – the single currency’s appreciation. The case for monetary policy easing seems to be compelling indeed. However, the effectiveness of monetary policy and, most importantly, monetary developments, argue in favour of the ECB refraining from cutting rates any further.

To start with, monetary policy can only impact output and employment if it produces “surprise” inflation; that is, it delivers inflation that is higher than originally expected. Only then will monetary policy exert an influence on real prices and thus output. However, adept market agents (that is those who form their expectations according to the model of “rational expectations”) will anticipate such a policy action and adjust prices accordingly. In doing so, the outcome of an expansionary policy would not only be ineffective but also sub-optimal: output and employment would remain unchanged while inflation would rise. Given that the ECB has a mandate to deliver stable and low inflation, inducing surprise inflation is not an option. And rightly so: the high costs of inflation argue against a monetary policy trading off inflationary concerns against the promise of growth benefits. With this in mind, it is interesting to note that in formulating monetary policy, little attention is currently paid to the growth rate of the money supply. Admittedly, the relationship between money growth and inflation from quarter to quarter and year to year is not easy to understand, yet this is the time frame within which policymakers generally operate. As such, money may not be a particularly useful guide for short-term policymaking. However, there is strong empirical evidence that over two or more years, broad money inflation may still be largely determined by the long-run growth rate of the money supply. This finding serves as a reminder that ignoring money growth for too long may be unwise.

In recent years, excess liquidity in the euro area – that is, the stock of money that has yet to be absorbed by output and inflation – has built to a level sufficient to push the price level up by more than 7%. Experience suggests that excess liquidity will ultimately show up in higher prices, be it at the consumer-price level or, as is more likely, in the current low-growth environment, in “asset price inflation”. Both types of inflation would be detrimental to the
creation of sustainable output and employment expansion. In fact, the overly generous liquidity provision is actually the key argument against any ECB FX market intervention in favour of the US dollar (see Box 1.1).

**Box. 1.1. – FX market intervention and the ensuing liquidity effect**

In this box we provide an example on how FX market interventions to support the euro vis-à-vis the US dollar would affect liquidity in the euro area. Let us assume the ECB has provided the euro area banking sector with a monetary base of €100. With the latter, the banking sector is in a position to increase the amount of money and credit to the non-bank sector via “multiple money creation”.

If the ECB would intervene in the FX market to weaken the euro versus the US dollar, the bank would have to buy US dollars – in our example, say to the amount of a euro equivalent of €10. The US dollar would be recorded on the asset side of the ECB’s balance sheet (1a). Such a transaction, however, would involve providing the money market with a euro monetary base (that is central bank money) for the same amount (1b), which would be recorded on the liability side of the bank’s balance sheet.

<table>
<thead>
<tr>
<th>Assets</th>
<th>Balance sheet of the ECB</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Securities</td>
<td>100</td>
<td>Banks’ minimum reserves 100</td>
</tr>
<tr>
<td>(1a) US dollar</td>
<td>+10</td>
<td>Free bank liquidity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1b) +10</td>
</tr>
</tbody>
</table>

As a result, the euro area banking sector’s free liquidity would increase which, in turn, increases its capacity to expand money and credit supply. A higher amount of money and credit, however, might run counter to the central bank’s intention to control liquidity to keep inflation at the envisaged path. A decline in money market rates, which can be expected to be associated with the increase in bank liquidity, may counteract upward pressure on the external value of the currency. With M3 growth running well above the envisaged path, however, liquidity in the euro area is already much higher than desired, which would render any such operation undesirable.

In a case where the ECB would try to “neutralise” the liquidity-enhancing intervention effect, it would have to take recourse to restrictive open market operations (or simply raise interest rates). Under such a policy, the bank would have to sell securities to the market, thereby reducing the monetary base. The reverse expansionary open market operation would very likely eliminate the preceding effect on the exchange rate, if there were any.

Such market intervention would require the ECB to pursue an expansionary policy – ie, increasing the already very high level of excess money: the ECB would have to buy US dollars against issuing euro, thus lowering rates further. Such a shift in policy emphasis towards the exchange rate would thus conflict with the bank’s primary objective, which is maintaining price stability. Moreover, it is highly questionable whether the ECB would be able to influence the exchange rate according to its own design.

Economic literature has often detected destabilising effects from intervention. Intervening within a narrow band of the equilibrium rate is likely to increase the chances of creating persistent instability. Unfortunately, the likelihood of meeting equilibrium is relatively remote. Experience shows that intervention increases the probability of stability only when the rate is clearly misaligned. An additional, and perhaps more striking argument against intervention, is that the factors driving the direction and intensity of exchange rate moves – that is, for instance, expected growth and capital returns – are beyond the reach of monetary policy: apart from the price level it is hard to see how monetary policy can have a systematic impact on the variables which are usually held responsible for exchange rate levels (see Box 1.2).

ECB monetary policy in the euro area is, by all measures, already highly expansionary, suggesting that it is questionable whether inflation will fall to below the ECB’s 2.0% ceiling on a consistent basis. As a result, the bank’s already loose monetary policy stance makes FX market intervention neither feasible nor compatible with the bank’s policy target – all the more so as empirical evidence shows that the trend of euro area inflation is driven by excess
liquidity, and that the impact of the exchange rate on inflation is largely temporary. As such, it is rational for monetary policy to look more closely at money growth trends rather than exchange rate fluctuations when setting rates. Lastly, it should be stressed that the onus is on national governments to improve the euro area’s growth perspectives by speeding up and intensifying the reform process – a factor that is no doubt at the heart of the euro area’s disappointing growth performance.

1.2 Exchange rate manipulation – an instrument to fight low growth?

In the last weeks, the euro rushed from one all time high to another. Since November 2003, the euro has re-valued in terms of the effective trade-weighted exchange rate in the midst of January by around five percent while the euro has appreciated by even ten percent in bilateral terms vis-à-vis the dollar since December 2003. This clear upward trend was interrupted only briefly when some members of the ECB council intervened verbally from January 12 on in favour of a lower euro (“brutal revaluation of the euro”). Except this brief episode, the ECB president Trichet has strictly stuck to his clear confession to refrain from FX interventions and interest rates cuts in order to weaken the strong euro. Although, for instance, the Federal Association of German Industry and some euro area politicians like the Belgian finance minister Didier Reynders already assess a euro exchange rate vis-à-vis the dollar of 1.20 to 1.30 as a threat and a bottom line for interventions, Trichet’s position deserves our support. A bulk of forceful arguments speak against interventions on the FX markets and/or against efforts to influence the euro-dollar exchange rate indirectly via euro interest rate cuts as the next step following pure rhetoric. We would like to base these arguments on the main insight that the recent strength of the euro cannot be attributed to a strong performance of the euro area economy but on the weak US dollar, i.e. the US twin deficit combined with currently extremely low interest rates.

Besides the fact that German politics and interest groups loudly complained also about an undervalued dollar exchange rate of the euro around two years ago, it should also be taken into account (1) that dollars have to be bought in a massive and continuous fashion even in order to keep the euro-dollar exchange rate on a constant lower level. This would fuel euro area inflation, (2) that the exchange rate of 1.18 dollar per euro which has already been called a bottom line and a threat for German exporters closely corresponds to the starting exchange rate at the birth date of European Economic and Monetary Union in 1999, and (3) that a high-valued euro implies significant terms-of-trade gains for the euro area. This essentially means that the imported raw materials and intermediate goods become cheaper for euro area residents. This effect partly compensates euro area firms like Lufthansa, Puma, Metro or Adidas (which import heavily from the US or from those Asian countries with a peg to the US dollar) for the price increase of their exports. Hence, a deterioration of the terms-of-trade in the wake of a devaluation of the euro results in a further reduced scope for wage policy in the euro area. In the following, we present ten most forceful arguments against the two possible options for the ECB in order to weaken the euro – FX Interventions or euro interest rate cuts.

3 On average, an appreciation of the euro vis-à-vis the dollar by ten percent on average tends to diminish the returns of a German DAX enterprise by five percent. This kind of calculation leads to the nowadays popular derivation of “bottom lines” for the euro exchange rate. In order to become more immune against the appreciation of the euro vis-à-vis the dollar, some firms like Volkswagen and EADS even consider a shift towards more purchases of intermediate goods in the dollar area. Also the German Telekom profits from the weak dollar because the interest burden on its dollar debt is shrinking.
**Point 1: From a transatlantic perspective: if at all, there is a need for upward instead of downward adjustment of the euro**

The recent pattern (if it) persists that the currencies of the UK, Asia and other emerging markets are effectively pegged to the dollar has mainly two implications: 1) Most of the counterpart for the future current account adjustment of the US would be forced on the euro area. 2) A further large move in the bilateral dollar/euro rate will be needed before the dollar can get even close to a level that would produce a sizeable adjustment in the US current account into the desired direction. In view of the risks which are connected with the U.S. twin deficit also for the euro area, an appreciation of the euro would be not only in the US but also in the euro area interest. Interventions on the FX market in order to weaken the euro and to strengthen the dollar at the same time do not make any sense from this point of view.

**Point 2: An appreciation of the euro does generally not lead to the often feared devastating effects on the German export industry.**

The argument that an overvalued currency from the perspective of leads to a loss of international competitiveness is anything but new. It can be refuted rather easily if one asks which exactly are the areas in which Germany is in fact lacking competitiveness. A considerable number of eminent economists blame Germany’s dismal economic performance in recent years on a lack of external competitiveness. They claim that the country entered EMU at too high a nominal exchange rate, to which it is now irrevocably locked. The only solution to this predicament, so the argument goes, is a slow and painful internal devaluation of the real exchange rate.

At the same time, however, export data tell an entirely different story. German real exports of goods and services grew at an annual average rate of 6¼% in 1999-2002, significantly stronger than exports in France (5.2%), Italy (2.9%), Spain (5.6%) or the Netherlands (3.9%). According to the OECD, Germany gained considerable market share in its foreign markets in 1999-2002, while France, Italy, and Spain lost market shares. This means: Germany is quite competitive in certain foreign trade-oriented branches. This competitiveness manifests itself in a relatively high robustness vis-à-vis euro appreciations. Strong export performance against the odds could be explained by a successful focus on up-market goods and services, characterised by high income and low price elasticities (see, e.g., Porsche), effective marketing, and heavy emphasis on close customer relations. The latter factor is especially important for vertically integrated global companies. During the 1990s, many German companies acquired foreign production facilities, and they are now supplying inputs to these factories from their home base. Clearly, these exports within the same firm are much less price and cost sensitive than exports to outside customers.

The (since ten years) comparably low growth rates of real GDP in Germany are definitely not the result from a lack of external competitiveness. Instead, failure to explain Germany’s economic weakness with either a lack of external competitiveness or restrictive macroeconomic policies points to a lack of “internal” competitiveness as the main problem.

One important implication of our analysis is that the appreciation of the euro may not have the widely expected devastating effect on German exports. Given their past experience, German companies may be more capable to deal with a deterioration of their price competitiveness than some of their euro area competitors. Hence, countries that in the past have more strongly relied on improved price competitiveness to boost growth and employment than Germany may feel more affected by euro appreciation. If this argument holds, the gap in growth between Germany and France, which benefited from larger gains in cost competitiveness in the
past, could narrow in the future – even without an artificial weakening of the euro by the ECB.

In addition, one has to take into account that lower volumes of exports of goods and services have recently been more than compensated by higher exports within the euro area. For instance, more than 50 percent of Germany’s exports are of the intra-EU type but only about 12 percent are determined for the US. Finally, the world economic climate and, thus, the world demand for imports from the euro area are recovering these days. Both aspects might dominate the effects of the euro appreciation on euro zone total exports.

**Point 3: The real exchange rate of the euro cannot be influenced permanently and durably by changes of the nominal exchange rate**

Does it make good economic sense to apply exchange rate policy to compensate for the euro area-specific bad growth performance in view of the structural character of unemployment in the current member countries of the euro area? Besides some problems of fine-tuning and of a controlled implementation of a devaluation via an expansive monetary policy one has to take into account above all that there is no higher probability that wage-negotiating parties do submit themselves to indirect reductions of their real wages via devaluations of the home currency than to direct wage decreases. Empirical evidence for Western Europe insinuates that the often maintained implicit assumption of exchange rate illusion of the wage-negotiating parties is in the medium to the long term untenable and not warranted. In the long term, nominal exchange rate movements do not lead to changes of the real exchange rate.

If additionally imported inflation as in the past leads to higher wage demands, the prospects for European unemployment become even more gloomy. A spiral of devaluations and wage increases and an unforeseeable variability of the (real) exchange rate are the consequences. This scenario often goes along with periods of excessive speculation which have the potential to harm the economy because the speculation waves hamper a sound calculation by the export oriented firms.

**Point 4: Rational expectations speak against a systematic real impact of a devaluation of the euro – in search for the euro “bottom line”**

The efficiency of pro-active monetary and exchange rate policy in fighting low economic growth can be severely questioned by the theory of rational expectations. According to the latter, devaluations do not represent an instrument which can be used in a systematic and repeated fashion in order to efficiently fight weak economic growth. Under rational expectations, i.e. watchful actors which are capable of learning, a prolonged period of price stability presupposes a credible and steady monetary policy. If monetary authorities are in breach of their commitment to keep a stable price level by frequent interventions, actors will tend to change their expectations immediately.

The credibility of the central bank begins to sway and can only be restored under the condition of significant output and employment costs. If monetary policy is used only once to serve devaluation purposes, the possibility of a repeated successful use of this instrument has become smaller since such interventions are anticipated, for instance, in wage contracts. The wage discipline of the wage negotiating parties tends to get weaker if these parties can as a rule reckon with a bailout via a devaluation of the home currency in times of lower international competitiveness. Empirical evidence indicates for Western Europe that the implicit assumption of exchange rate illusion of the wage-negotiating parties cannot be corroborated in

---

4 For the above arguments see in detail Gros et al. (2003). However, one has to add one fifth of total exports which is directed towards countries outward the US which peg their currencies to the US dollar.
the longer term: nominal exchange rate movements do not result in changes of the real exchange rate in the long run. Hence, any exchange rate policy which is backed by discretionary monetary policy runs the risk of triggering additional destabilizing real effects and of durably modifying the functioning and the dynamics of the economy. From this perspective, it cannot be excluded that the most recent euro appreciation was largely determined by speculation about the future ECB policy itself. The markets seem to be willing to test the "bottom line" of the central bank: Does the ECB intervene at rate of 1.30, 1.40 or 1.50? A clear and credible commitment by the ECB not to intervene in the FX market would probably be the means to calm down the FX markets and to stop the upward trend of the euro (Belke and Polleit, 2003).

**Point 5: Devaluations initiated by pro-active monetary policy tend to prevent the necessary structural adjustment**

Devaluations of the home currency induced by monetary policy tend to prevent or at least contribute to a delay of necessary structural adjustments in the euro area and especially in Germany. A massive devaluation initially improves the international price competitiveness significantly but renders product and process innovations a less pressing issue than without the devaluation (see also our point 2). Moreover, there is no sufficient pressure any more towards structural adjustment on labour and product markets. With an eye on the by now well-known structural character of European unemployment this seems to be a quite important caveat. In contrast, the credible absence of interventions or of a monetary policy geared to the exchange rate forces entrepreneurs and politicians to enact the necessary adjustments. Especially in the case of negative supply shocks, one should refrain from accommodating devaluations which at best alleviate the short term symptoms of low growth in Europe. Pro-active devaluations significantly lower the incentives to break open encrusted structures on labour and product markets and, thus, prospects for growth and employment.

**Point 6: Structural reforms are more effective than devaluations anyway**

It has often been argued in the past that problems of international competitiveness arising from the cartelisation of labour markets can be eliminated much easier if the necessary macroeconomic adjustment takes place via the exchange rate than via wages. From this perspective, the devaluation of the euro represents a substitute for wage restraint and structural reforms. However, there are some pieces of evidence available from history which prove exactly the contrary. For instance, it is by now clear that the positive employment impacts without additional inflation claimed for the UK and Italy after their exit from the European Monetary System (EMS) in 1992 cannot be traced back to the massive devaluations of the respective currencies. Rather, these effects were induced by policy reforms which took effect simultaneously with the exit of the Italian lira and the British pound from the EMS. Hence, in empirical studies investigating the efficiency of exchange rate movements in terms of employment, the extent of reform has to be modelled as an explaining variable which is endogenous with regard to the choice of the exchange rate system. Then it will immediately become clear that structural reforms and not, as often maintained, pro-active devaluations of the respective home currency are the most efficient way towards more growth and employment. Hence, the euro exchange rate cannot be regarded as an important short-term oriented instrument to prevent path-dependence in unemployment in the presence of negative shocks.
Point 7: The demand for euro area exports and the size of country-specific market shares is relatively inelastic to exchange rate movements.

The impacts of exchange rate movements on foreign trade of the euro area tend to be rather small (see also point 2). One of the reasons is that the recent experience with large exchange rate swings in Europe and the US has once again shown that there is a lot of 'pricing to market'. Firms fix local prices even in the face of large exchange rate changes. This implies that quantities react little to exchange rates, but profits much more: firms produce and export more or less the same amount. Hence, the same should be valid for the benefits from devaluations of the euro. The positive employment impacts to be expected from a devaluation in the exporting goods industry are, thus, small as well. From an empirical point of view and abstracting from all other negative effects of a policy of euro devaluation – extremely large devaluations are necessary in order to raise relatively small employment effects. Finally, the real effectiveness of exchange rate variations is by definition basically restricted to country-specific shocks. Since problems of international competitiveness within the euro area are branch and region-specific, it is difficult to see why changes in the nominal euro exchange rate should be a solution for these problems which differ from branch to branch and from region to region.

Point 8: Exchange rate volatility induced by FX interventions has damaging effects on the real economy.

If nominal wages are rigid, it is entirely possible that flexible exchange rates lead to more flexibility of real wages which cannot be reached, for instance, with a fixed exchange rate regime. However, this can be interpreted as an advantage only if the exchange rate change is determined within a system of completely flexible exchange rates. Only in this case exchange rate movements are induced by disturbances and shocks on labour markets and cushion the home economy against these shocks. However, if exchange rate movements are not caused by labour market shocks but instead by policy fine-tuning and dirty-floating they tend to cause additional problems in the real economy instead of alleviating employment problems.

Moreover, in those countries which are most negatively affected by the comparative advantage of the devaluing countries – in the years 1992/93 Germany and France were the worst affected – political reactions cannot be ruled out which are geared against cross-border market integration and, thus, towards more protectionism. Again there is a historical example for this. For instance, Germany and France at times even questioned the Single European market in the wake of the 1992/93 EMS turbulences. Finally, there might be a negative impact of increasing interest rates in European capital markets which have caused by a diminishing credibility of the authorities (i.e., an increasing risk premium) and a loss of reputation of the devaluing currency, the euro.

Point 9: One-sided political interests of certain pressure groups are the driving forces behind the request for a euro devaluation.

The stylised fact that currency depreciations only have a small direct macroeconomic impact on growth and employment in the export branch and are counter-productive in the medium and the long run, is supported by the mainstream of economists but is stubbornly re-
jected by some industry representatives. The latter speak out in favour of a devaluation policy probably because they expect a group-specific net gain from this devaluation. By this, the determination of exchange rates and, thus, also a significant part of the exchange rate variance come under the influence of political-economic considerations. Also from this point of view exchange rates represent more a policy instrument than a shock-absorber. This rather unambiguous public choice assessment involves the danger of not calculable fine-tuning the exchange rate by monetary policy which tends to destabilise expectations and to deter investors instead of attracting them. Hence, policy is well-advised to credibly voice its opposition against manipulations of the euro exchange rate.

**Point 10: Active devaluations of the home currency are simply ineffective when fighting a business cycle trough.**

Beyond the already mentioned arguments against active devaluations in order to stimulate the home economy, the well-known *J-curve effect* also speaks against such kind of policy. This means: It is sometimes observed that a country’s current account worsens immediately after a real currency depreciation and begins to improve only some months later because most import and export orders are placed several months in advance. Basically, these are decisions made on the basis on the old exchange rate. The primary effect of the depreciation is to raise the value of the pre-contracted level of imports in terms of domestic products (price effect). Prices in the euro area are automatically affected by a euro depreciation as import prices increase. In the short run there is nothing monetary policy can do to offset this effect. Prices in the euro area are automatically affected by a euro depreciation as import prices increase. In the short run there is nothing monetary policy can do to offset this effect.

How important this mechanical pass-through effect is for the euro area is difficult to assess because it depends on the degree to which euro area imports are denominated in other currencies than the euro and it is not known on a solid empirical basis up to now what share of euro area imports is denominated in euro. Nevertheless, it can be argued that slightly more than 20 percent of world trade are denominated in euros and that above all countries not belonging to the euro area like the Central and Eastern European countries denominate their exports to the euro area in euros. Hence, the dollar euro exchange rate remains relevant for euro area imports.

However, neither the exact time pattern of the expansive effect, nor the resulting net expansionary effect can be calculated and forecasted exactly. Maybe the expansionary impact takes effect even at an inopportune moment, namely not earlier than after the recession has been overcome. Empirical evidence is totally in line with this caveat. For most industrial countries, a J-curve lasting between six months and one year is indicated. Monetary expansion can thus even depress instead of fostering output initially by depreciating the home currency. Hence, it may take some time before an increase in the money supply results in an improved current account and therefore in higher demand. It may even be the case that the price increase of imports induced by the euro revaluation harms the economy to a larger extent than the resulting export increase benefits it. Even from this perspective, a positive real economic net effect of a euro devaluation strategy is more than doubtful.

All these arguments justify only one conclusion: The will be no significant employment gains by a devaluation of the euro. As ever, it is still a valid presumption that employment problems can only be solved with an eye on the structural roots of these problems by structural reforms and not by changes in monetary variables. Our main argument has also been strongly backed at least by the good performance of the German stock market DAX which has not followed the arguments brought forward by the euro pessimists.
The retarding effect of the most recent appreciation of the euro will most probably be felt not earlier than in the midst of 2004 since until then the hedging operations of the euro area firms will be effective and the world economic climate will continue its recovery in the next months. According to the macroeconometric models of the ECB, it may well be that the five percent effective appreciation of the euro will lower euro area GDP by 0.7 percent within a year. However, avoiding this pessimistic scenario is a challenge to the flexibility of euro area entrepreneurs and unions and, due to the expectations of increasing euro area inflation, not primarily for the ECB. The ECB cannot do anything against the weak dollar anyway since the latter has its main origin in the US and not in the euro area as shown above. Hence, the most recent verbal interventions by Mr. Trichet will only be able to slow down the appreciation of the euro but not to stop it. And why at all should the ECB take care of the fact that the euro is not weak any more but slightly above its long-term average? Seen on the whole, thus, it would be inadequate to give the most recent exchange rate movement similar attention within monetary policy circles as it was the case in the public discussions during the last weeks. It seems as if some euro area interest groups try to take peoples’ attention away from other problems. Seen on the whole, the ECB should not narrow its focus on the euro exchange rate.
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1.3 Impact of euro exchange rate moves on euro area GDP and inflation

Some stylised facts

In view of the relentlessly appreciating euro vis-à-vis third currencies, there is growing concern that a “strong euro” could actually harm, if not derail, the still fragile economic recovery in the euro area. In fact, it is feared that a rising (real effective) euro exchange rate would ultimately dampen domestic production by making euro area exports of goods and services less competitive in world markets. Indeed, net trade (exports less imports) as a percentage of GDP has been growing since the early 1990s and stood at slightly above 3% in Q3 03. That said, net trade, which can be expected to be influenced by FX market developments, has become a non-negligible contribution to euro area output (see Figure 1.3.1).
Figure 1.3.1 – Euro area net trade, exports and imports and the real exchange rate, Q1 1977 to Q3 2003

(a) Net trade as percentage of GDP in the euro area

(b) Euro area real GDP growth (RS) and real effective euro exchange rate (LS)

(c) Euro area export growth and real effective euro exchange rate

(d) Euro area import growth and real effective euro exchange rate

Source: ECB; own calculations.

Figure 1.3.1 (b) shows the annual growth rate of euro area GDP and the real effective euro exchange rate (REER) in percent for the period Q1 77 to Q3 03. A simple cross-correlation analysis reveals that exchange rate changes tend to lead GDP growth by seven quarters. Here, the correlation coefficient reaches its maximum of 0.32. Even though the correlation coefficient is relatively low by statistical standards, it nevertheless suggests that an appreciating REER has been accompanied by an increase in real production after a time lag of around two years.6

Figure 1.3.1 (c) and (d) show the annual changes of exports and imports and the REER of the euro for the period Q1 77 to Q3 03. A cross-correlation analysis indicates that changes in the REER seem to lead export growth by around two quarters; here, the correlation coefficient reaches its maximum of -0.45; thus export growth was negatively (positively) associated with an appreciating (depreciating) REER half a year earlier. Changes in the REER lead import growth by around eight quarters (here, the correlation coefficient reaches its maximum of 0.34). Obviously, imports have responded positively (negatively) to an appreciating (depreciating) exchange rate with a noticeable time lag.

6 It should be noted that the correlation coefficient does not imply any causality between the variables but merely shows the degree of association between the two variables.
**Transmission channels**

In view of the actual developments, we are most interested in finding out something about the consequences that movements in the REER could be expected to have on (1) exports (EX) and imports (IM), that is net trade ($NX = EX - IM$), and thus real GDP and (2) consumer price inflation in the euro area in terms of both direction and intensity. The stylised facts outlined above have already provided some intuition as far as the reaction of economic variables to movements in the REER are concerned. From a theoretical point of view, one would expect the following relations:

1. An appreciation (depreciation) of the REER can be expected to exert a negative (positive) impact on exports, thereby dampening (increasing) GDP growth. At the same time, however, we have to take into account that an appreciation (depreciation) of the REER increases (lowers) the import volume, which would argue for a dampening (expansionary) effect on GDP. Whereas a change in the REER can be expected to have a relatively predictable effect on the import volume, however, we have note that the value of imports (that is the price of imported goods translated into domestic currency) is also dependent on the REER. That said, net trade will rise (decline) in response to a depreciation (appreciation) of the REER only if the “Marshall-Lerner” condition holds:

\[ NX_{REER} > 0 \iff \eta_{EX} + \eta_{IM} > 1 \]

That is, for instance, net trade will rise only in response to a depreciation of the REER if the sum of the export elasticity ($\eta_{EX}$) and import elasticity ($\eta_{IM}$) exceeds one. Whether this is the case, however, is an empirical question – which we will answer below.

2. If import prices decline (rise) as a response to an appreciating (depreciating) REER, one might expect that domestic inflation will ultimately be lowered (increased). This, in turn, might well induce a positive (negative) “real balance effect” which stimulates (dampens) domestic demand and thus production. This transmission process would thus imply that the REER change-induced import price changes would ultimately translate into domestic consumer prices.

**The models**

To test the responsiveness of NX, real GDP growth and inflation in the euro area to changes in REER, we applied a simple vector autoregressive (VAR) model. After running various model specifications, the statistics argued for putting trust in a 6x6 VAR system which contains the following variables: euro area real GDP, net trade as a percentage of real GDP, domestic consumer price inflation, the short-term nominal interest rate, the euro REER and import price inflation. Besides these endogenous variables, the world real GDP, US consumer price inflation, the US 3-month money market rate and world commodity prices entered the model as exogenous variables in order to control for world market, e.g. business cycle, condi-
In line with various other studies, the impulse-response functions of the endogenous variables were identified by using a Choleski decomposition. We run the model for two time periods, that is Q1 77 to Q4 99 (Model I) and Q1 77 to Q4 02 (Model II).

**Results of Model I**

Figure 1.3.2 shows the impulse-response functions of the VAR model for the period Q1 77 to Q4 99. The graphs show how a variable responds over time (that is, quarters) following a one-off change (“shock”) in the REER. The solid lines represent the response of the variable under review, the dotted lines stand for two times the standard error of the estimate, respectively. In the following, we highlight the major findings of the model:

- We find that a 10% appreciation of the REER leads to a decline in real GDP growth of 0.6% after four quarters (see Figure 1.3.2 (a)). The negative impulse is thus relatively pronounced. The dampening impact on growth following an appreciation seems to be persistent rather than temporary in nature, as the impulse-response function reveals.

- The response of net trade as a percentage of GDP to an appreciation of the REER is depicted in Figure 1.3.2 (b). Net trade as a percentage GDP declines by 0.7% until three quarters in response to a 10% appreciation of the REER. However, the negative effect seems to be temporary rather than persistent; it peters out until 10 quarters.

- The impact of an appreciation of the REER on euro area consumer price inflation is shown in Figure 1.3.2 (c). Following a 10% appreciation of the REER, the inflation rate would decline by 0.8 percentage points until five quarters. In fact, this is a fairly small reaction to a REER move. The dampening effect on inflation declines somewhat over time and stabilises at around 0.2 percentage points.

- Figure 1.3.2 (d) shows the impact of an appreciation of the REER on the short-term interest rate. As can be seen, the rate declines by 1.2 percentage points until five quarters following a 10% appreciation of the REER. (Of course, this particular impulse-response function reflects the central bank(s) policy behaviour in the past.)

- Figure 1.3.2 (e) shows the reaction of the REER to a shock of its own (which shall not be interpreted here). Figure 1.3.2 (d) shows the reaction of import price inflation. Initially, a 10% appreciation of the REER leads to a very pronounced decline of import price inflation of 6 percentage points after three quarters. However, this dampening effect is reversed after 7-13 quarters, where import price inflation rises, before the effect peters out in the negative territory.

---

8 We also experimented with the US real GDP as an exogenous variable. The results, however, did not show any major differences to the model including world real GDP.


10 We outline the response of the variables under review to a 10% appreciation of the REER, which we calculated on the basis of the non-standardised VAR estimation results.

11 Note, the impulse-response function shows the change in the fourth logarithm in the consumer price index (inflation). So a change in the fourth logarithm of consumer prices represent a percentage change in inflation: Following a 10% appreciation of the REER, an inflation rate of 4.5% (that is the average for the period under review) would decline by just 0.8 percentage points to 4.46%. Note that the maximum correlation coefficient between changes in the REER and consumer price inflation is just -0.24 in the period under review.
Figure 1.3.2. – Impulse-response functions for a one-off shock in the REER (Model I)

Response to Cholesky One S.D. Innovations ± 2 S.E.

(a) Response of LNEGDP to LNEURDS

(b) Response of ENETGDP to LNEURDS

(c) Response of D4LNECPI to LNEURDS

(d) Response of IE3M to LNEURDS

(e) Response of LNEURDS to LNEURDS

(f) Response of D4LNEIMP to LNEURDS

Source: ECB; Thomson Financials; Bloomberg; own calculations. Period: Q1 77 to Q4 99. Endogenous variables: euro area real GDP, net trade as a percentage of real GDP, domestic consumer price inflation, the short-term nominal interest rate, the euro REER and import price inflation; exogenous variables: world real GDP, US consumer price inflation, the US 3-month money market rate and world commodity prices. All variables in logarithms, except for net trade and interest rates. Lag length: 3 quarters. The x-axis shows the number of quarters following the “shock”, the y-axis shows the response of the variable under review, respectively.
Results of Model II

Model II contains the same variables but was run for the period Q1 77 to Q4 02 (see Figure 1.3.3). The impulse-response functions confirm, in general, the results from Model I. However, three findings need highlighting. First, in the extended sample period real GDP no longer shows a negative reaction to an appreciation of the REER as it did in Model I. In fact, the reaction is now slightly positive, e.g., close to zero. Secondly, the reaction of net trade becomes a little more pronounced with the negative effect being persistent rather than temporary in nature. Thirdly, the decline of the short-term interest rate in response to an appreciation of the REER is no longer as strong as indicated in Model I and, moreover, is reversed after 11 quarters. This finding might indicate a noticeable change in the monetary policy regime since the beginning of EMU when compared to the earlier period.

Summary

The results of our simple VAR models support the widely held notion that an appreciation of the REER leads to a decline in euro area net trade (as predicted by the “Marshall-Lerner” condition”). Moreover, an appreciation of the REER seems to induce a dampening effect on consumer price inflation (for this result, at least initially, import price inflation seems to play an important role). However, the impact is much less than one may expect. The reaction of real GDP growth to an appreciating REER is not that clear: for the period Q1 77 to Q4 99 the effect is clearly negative; for the period Q1 77 to Q4 02, however, it is seems more or less zero. The results might thus allow two conclusions: Firstly, there might be some reason to expect that the latest appreciation of the euro exchange rate vis-à-vis third currencies will not be that negative in terms of its potential consequences on euro area GDP growth: foreign trade is not the only, and certainly not the most important, variable in determining output expansion in the euro area. And secondly, a further rising REER might not turn out to be as beneficial for consumer price inflation as one might expect, because consumer price inflation is obviously not dominantly driven by changes in the REER.
Response to Cholesky One S.D. Innovations ± 2 S.E.

Response of LNEGDP to LNEURDS

Response of ENETGDP to LNEURDS

Response of D4LNENP to LNEURDS

Response of IE3M to LNEURDS

Response of LNEURDS to LNEURDS

Response of D4LNEM to LNEURDS

Source: ECB; Thomson Financials; Bloomberg; own calculations. Period: Q1 77 to Q4 02. Endogenous variables: euro area real GDP, net trade as a percentage of real GDP, domestic consumer price inflation, the short-term nominal interest rate, the euro REER and import price inflation; exogenous variables: world real GDP, US consumer price inflation, the US 3-month money market rate and world commodity prices. All variables in logarithms, except for net trade and interest rates. Lags: 3 quarters. The x-axis shows the number of quarters following the “shock”, the y-axis shows the response of the variable under review, respectively.
Part 2: “Price gaps” and US inflation

**CONTENT**: 2.1 The theory of “price gaps”. 2.2 Estimating US consumer price inflation with “price gaps”. 2.3 Conclusions and outlook.

**SUMMARY**: Growth rates of US monetary aggregates, in both nominal and real terms, have been buoyant in recent years. In view of historic standards, it seems fair to say that there is no indication that deflationary pressure would be discernible emerging from the monetary front. This impression is confirmed by our long time horizon analyses on the role monetary aggregates have for US inflation. We find that “money price gaps” have, in most cases, very valuable information for future changes in inflation; in some cases the money price gaps even outperform the output gap as an indicator variable for US consumer price inflation. In view of the latest developments, inflation in the US can be expected, if anything, to pick up only slightly in the coming quarters.

2.1 The theory of “price gaps”

Inflation is always and everywhere a monetary phenomenon. In the long run, an excess creation of money is bound to lead to inflation. In the short run, however, the links between money and inflation may not be as tight. In recent years, monetary aggregates have declined in importance in monetary policy in many countries. This might be attributable to two interrelated factors. In many countries the demand functions for money have been found unstable, at least over the short to medium term. Most importantly, this development has been accompanied by monetary policies having become rather short-term oriented in terms of policy actions. As a consequence, the more long-term signals of monetary aggregates often no longer play a prominent role in implementing monetary policies. After the immensely expansionary policies pursued in the US – and, of course, various other countries – it seems worthwhile revisiting the question of how much information monetary aggregates contain in explaining inflation.

Figure 2.1.1 shows the annual expansion rates of the official US monetary aggregates, namely M1, M2, M2ST (M2 minus short-term deposits) and M3, in nominal and real terms for the period Q1 69 to Q3 03. As can be seen, the more narrowly defined aggregates M1 and M2ST have been quite volatile in the period under review (see Figure 2.1.1 (a) and (c)). As can be seen, since the mid-1990s the trend of the expansion rates of these aggregates has been pointing upwards. Also, the more broadly defined money aggregates M2 and M3, which have exhibited a less volatile growth pattern, have embarked on a rather pronounced growth path since the mid-1990s (Figure 2.1.1 (b) and (d)).

To analyse the information content of the stock of money, we will use the well-known “transaction equation”:

\[ MV = YP, \]

where \( M \) = the stock of money, \( V \) = the velocity of money, \( Y \) = real output and \( P \) = price level. Equation (1) simply says that the stock of money, multiplied by the number of times a money unit is used for financing purposes, equals the real output valued with its price level. Equation (1) allows the presentation of the concept of the P-star model, which provides a theoretical reasoning to establish a link between money (growth) and the (change in) price level. To start with, the actual price level is:

\[ p = m + v - y. \]
The long-term price level can be formalised as:

\[ p^* = m + v^* - y^*. \]

The difference between equations (3) and (4) is the so-called price gap:

\[ p - p^* = (v - v^*) + (y^* - y). \]

The price gap \((p - p^*)\) consists of (i) the liquidity gap \((v - v^*)\) and (ii) the output gap \((y^* - y)\). If, for instance, actual output exceeds potential \((y^* < y)\) and actual velocity equals the long-term equilibrium \((v = v^*)\), the actual price level can be expected to rise in the future. For the relationship between the price gap and the “real money gap”, see Box 1.

Gerlach and Svensson (2000) assume the following dynamic relation between the inflation rate and the price gap, which will be used in the following analyses:

\[ \Delta p_t = \Delta p^*_{t-1} + (\Delta p^*_{t-1} - p_{t-1}) + \Delta z_{t-1} + u_t, \]
where \( \Delta p_t \) is the change in the price level, \( \Delta p^*_{t-1} \) is the one period lag change of the equilibrium price level; \( \Delta z_t \) represents the lagged change of an exogenous “cost push shock” variable that influences the price level as well; the latter is assumed to have only temporary effects. Equation (6) implies that inflation is modelled in an error correction framework. Including the equilibrium price level allows the capture of additional inflationary pressure in the case where the price gap remains constant whereas the speed with which the equilibrium and actual price levels change (in response to an increase in money supply) differs.

**Box 1. P-star, real money gap and nominal money gap and the reference value**

The “real money gap” is closely affiliated with the so-called P-star model. The actual “real money holdings” are defined as actual money supply, \( m \), less actual price level, \( p \):

\[
(1) \quad p_{\text{real}} = m - p .
\]

The real equilibrium real money holding is:

\[
(2) \quad m^*_{\text{real}} = m - p^* ,
\]

where \( p^* \) is the equilibrium price level. The difference between equations (1) and (2) is the real money gap, which represents nothing other than the price gap with a negative sign:

\[
(3) \quad m_{\text{real}} - m^*_{\text{real}} = (m - p) - (m - p^*) = -p + p^* = -(p - p^*) .
\]

Against the backdrop of these findings, it is easy to show that a simple comparison between actual money growth and the reference value – as defined by the ECB – might lead to misleading policy signals as monetary expansions, which occurred in the past and will have a bearing on future prices, are systematically neglected. Using a more formal approach, the equilibrium price level is:

\[
(4) \quad p^* = m^T + v^* - y^* ,
\]

where \( m^T \) is the envisaged money supply growth as determined by the reference value concept. The deviation between the actual and equilibrium price level is:

\[
(5) \quad p - p^* = m + v - y - (m^T + v^* - y^*) = (m - m^T) + (p - p^*) .
\]

The deviation of the actual from the envisaged price level can be explained by the deviation of actual from the envisaged stock of money and the price gap (or, alternatively, the negative real money gap). Only if the price gap is zero, does it make sense to base monetary policy decisions on the reference value concept.


There are two main methods for calculating the price gap, namely (i) estimating a long-run demand function for money in which the price gap is the residual of the equation and (ii) estimating the equilibrium values of output and velocity which are then used to calculate the price gap according to equation (5).\(^{12}\) In the following analysis, we will make use of the sec-

---

\(^{12}\) *Estrella and Mishkin* suggest assuming that velocity in the current period is unknown, but the optimal prediction of velocity can be adequately characterised by an ARIMA model: \( \Delta v_t = \alpha \Delta v_{t-1} + \varepsilon_t + \beta \varepsilon_{t-1} \), where \( \Delta v_t \) is the change in velocity and \( \varepsilon_t \) denotes a white noise term. The optimal predictor of the change in velocity
ond approach. To this end, we will apply the Hodrick-Prescott-Filter (HP-Filter) to both time series’ output and velocity.

The actual and trend velocities of various US monetary aggregates, CPI inflation and the respective price gaps are depicted in Figure 2.1.2. The velocity of money is simply calculated by dividing nominal GDP by the respective monetary aggregate. Starting at the end of the 1960s, the velocities of M1, M2, M2ST and M3 increased sharply (Figure 2.1.2 (a), (b) and (d)). In this context it should be noted that the existence of a stable monetary demand function does not necessarily imply that velocity follows a smooth trend-stationary path. In fact, velocity may well have a stochastic trend. For instance, if the demand for money is interest-rate sensitive (that is a measure of opportunity cost of money holdings), the velocity of money may prove to be quite volatile indeed if fluctuations in the opportunity costs of money holdings are pronounced.13

Figure 2.1.2. – Velocity of money, price gaps and CPI inflation, Q1 68 to Q3 03

<table>
<thead>
<tr>
<th>(a) M1 velocity, actual and trend</th>
<th>(b) M1 price gap and CPI inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual M1 velocity</td>
<td>Trend M1 velocity</td>
</tr>
<tr>
<td>(c) M2 velocity, actual and trend</td>
<td>(d) M2 price gap and CPI inflation</td>
</tr>
<tr>
<td>Actual M2 velocity</td>
<td>Trend M2 velocity</td>
</tr>
</tbody>
</table>

Source: Bloomberg; own calculations. – Legend: Velocity of money is calculated as logarithm of nominal GDP minus logarithm of the stock of money. – Trend velocity is calculated by applying the HP-Filter (h = 1600) to actual velocity. – The price gap is calculated according to the P-star model, where a HP-Filter was applied to actual real GDP to estimate potential GDP. – CPI inflation is the fourth differences of the logarithm of the US consumer price index.

is then: \( \Delta v_t = \alpha \Delta v_{t-1} + \beta \epsilon_{t-1} \). See Estrella, A., Mishkin, F. S. (1997), Is there a role for monetary aggregates in the conduct of monetary policy?, in: Journal of Monetary Economics, 40 (2), pp. 279 – 304.

13 The monetarist theory of money demand, for instance, assumes that the velocity of money (that is the reciprocal of money holdings) is not a constant variable but rather a stable function of various factors such as, for instance, the (expected) permanent income, bond and equity returns, etc.
Figure 2.1.2. – Velocity of money, price gaps and CPI inflation, Q1 68 to Q3 03 (cont’d)

(c) M3 velocity, actual and trend

(f) M3 price gap and CPI inflation

(g) MZM velocity, actual and trend

(h) MZM price gap and CPI inflation

(i) M2ST velocity, actual and trend

(j) M2ST price gap and CPI inflation

Source: Bloomberg; own calculations. – Legend: Velocity of money is calculated as logarithm of nominal GDP minus logarithm of the stock of money. – Trend velocity is calculated by applying the HP-Filter (h = 1600) to actual velocity. – The price gap is calculated according to the P-star model, where a HP-Filter was applied to actual real GDP to estimate potential GDP. – CPI inflation is the fourth differences of the logarithm of the US consumer price index.
2.2 Estimating inflation with price gaps

In the following section, we will make an attempt to identify the role price gaps – as outlined over previous pages – play in forecasting US consumer price inflation. As a first step, we determined the order of integration of the variables under review (not shown here). After that, we took a closer look at the role price gaps – calculated on the basis of (1) M1, (2) M2, (3) M2ST and (4) M3 – play in future US consumer price inflation. We apply bi-variate Granger causality (C. W. J. Granger (1969)) tests. Secondly, we specify error correction models for predicting US consumer price inflation.

Re (1): M1 price gap and inflation

To analyse the information content of the M1 price gap for predicting future inflation (and vice versa), we applied bi-variate Granger causality tests for the M1 price gap and the quarterly change in US inflation. The optimal lag lengths were determined by way of calculating a simple bi-variate VAR model. The Akaike information criterion (AKIC) suggested a lag of eight quarters, the Schwarz information criterion (SCIC) of five, and Hannan-Quinn information criterion (HQIC) of six quarters. The results are shown in the tables below. Except for a lag of eight quarters, the null hypothesis that the M1 price gap does not Granger cause future changes in inflation can be rejected.

<table>
<thead>
<tr>
<th>Granger causality tests, Q1 70 to Q3 03</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null Hypothesis (lag = 5 quarters):</td>
</tr>
<tr>
<td>Change in inflation does not Granger Cause M1 price gap</td>
</tr>
<tr>
<td>M1 price gap does not Granger Cause change in inflation</td>
</tr>
<tr>
<td>Null Hypothesis (lags: 6 quarters):</td>
</tr>
<tr>
<td>Change in inflation does not Granger Cause M1 price gap</td>
</tr>
<tr>
<td>M1 price gap does not Granger Cause change in inflation</td>
</tr>
<tr>
<td>Null Hypothesis (lags = 7 quarters):</td>
</tr>
<tr>
<td>Change in inflation does not Granger Cause M1 price gap</td>
</tr>
<tr>
<td>M1 price gap does not Granger Cause change in inflation</td>
</tr>
<tr>
<td>Null Hypothesis (lag = 8 quarters)</td>
</tr>
<tr>
<td>Change in inflation does not Granger Cause M1 price gap</td>
</tr>
<tr>
<td>M1 price gap does not Granger Cause change in inflation</td>
</tr>
</tbody>
</table>
Tab. 2.12. – Change in US inflation and M1 price gap, Q1 72 to Q3 03

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.000846</td>
<td>0.000443</td>
<td>-1.910213</td>
<td>0.0585</td>
</tr>
<tr>
<td>D1D4LNCPPI(-3)</td>
<td>0.146257</td>
<td>0.066012</td>
<td>2.215593</td>
<td>0.0286</td>
</tr>
<tr>
<td>D1D4LNCPPI(-4)</td>
<td>-0.330196</td>
<td>0.062790</td>
<td>-5.258737</td>
<td>0.0000</td>
</tr>
<tr>
<td>D4NOIL</td>
<td>0.005863</td>
<td>0.001454</td>
<td>4.030959</td>
<td>0.0001</td>
</tr>
<tr>
<td>D4LCRB</td>
<td>0.010183</td>
<td>0.004409</td>
<td>2.309522</td>
<td>0.0226</td>
</tr>
<tr>
<td>LNOG</td>
<td>0.185395</td>
<td>0.030690</td>
<td>6.040993</td>
<td>0.0000</td>
</tr>
<tr>
<td>LNM1PG(-1)</td>
<td>0.036059</td>
<td>0.015970</td>
<td>2.257920</td>
<td>0.0258</td>
</tr>
<tr>
<td>D1D4LNPM1(-1)</td>
<td>0.050243</td>
<td>0.025121</td>
<td>2.000052</td>
<td>0.0478</td>
</tr>
<tr>
<td>DUM811</td>
<td>-0.015073</td>
<td>0.004949</td>
<td>-3.045841</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

R-squared: 0.617143
Adjusted R-squared: 0.591619
Mean dependent var: -0.000159
S.D. dependent var: 0.007504
S.E. of regression: 0.004795
Akaike info criterion: -7.775213
Schwarz criterion: -7.575691
Log likelihood: 510.5012
F-statistic: 24.17911
Durbin-Watson stat: 2.050271
Prob(F-statistic): 0.000000

Legend: Numbers in brackets represent the number of lagged quarters. \( \ln \) = logarithm, \( d1 \) = first difference, \( d4 \) = fourth difference. – Test statistics: LM(1) = 0.07[0.76], LM(4) = 2.05[0.09], ARCH(1) = 3.04[0.08], ARCH(4) = 1.66[0.16], WHITE = 1.39[0.16], RESET(1) = 0.89[0.36], RESET(2) = 0.48[0.62].

Figure 4. – M1 price gap and US CPI inflation, actual and estimated

(a) Change in inflation, actual, fitted and residual

(b) Change in inflation, estimate and actual

Source: Bloomberg, Thomson Financials; own estimates. Fig. 4 (a) according to the regression shown in Tab. 2. Fig. 4 (b) represents an “out-of-sample” estimate, estimated on the basis of the equation shown in Tab. X for the period Q1 72 to Q4 94.

Re (2): M2 price gap and inflation

The results of the Granger causality tests for the M2 price gap and changes in future inflation (and vice versa) are shown in the tables below. The Akaike information criterion (AKIC) suggested a lag of six quarters, the Schwarz information criterion (SCIC) and Hannan-Quinn information criterion (HCIC) of five quarters, respectively. The null hypothesis that the M2 price gap does not have an impact on future inflation is rejected for all lag specifications. Inflation, in turn, has no additional information for the future price gap.
Granger causality tests (Q1 70 to Q3 03)

Null Hypothesis (lag = 5 quarters):

<table>
<thead>
<tr>
<th>Obs</th>
<th>F-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in inflation does not Granger cause M2 price gap</td>
<td>130</td>
<td>1.62043</td>
</tr>
<tr>
<td>M2 price gap does not Granger cause change in inflation</td>
<td>8.98665</td>
<td>2.9E-07</td>
</tr>
</tbody>
</table>

Null Hypothesis (lag = 6 quarters):

<table>
<thead>
<tr>
<th>Obs</th>
<th>F-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in inflation does not Granger cause M2 price gap</td>
<td>130</td>
<td>1.1402</td>
</tr>
<tr>
<td>M2 price gap does not Granger cause change in inflation</td>
<td>7.4154</td>
<td>9.9E-07</td>
</tr>
</tbody>
</table>

Null Hypothesis (lag = 8 quarters):

<table>
<thead>
<tr>
<th>Obs</th>
<th>F-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in inflation does not Granger cause M2 price gap</td>
<td>127</td>
<td>0.83849</td>
</tr>
<tr>
<td>M2 price gap does not Granger cause change in inflation</td>
<td>4.56406</td>
<td>8.0E-05</td>
</tr>
</tbody>
</table>

Tab. 3 shows the estimation of the change in inflation on the basis of lagged inflation (d1d4lnCPI); the oil price (d4lnoil); commodity prices (d4lnCRB); the M2 price gap (lnM2PG); the equilibrium price level (d1d4lnpM2) and the unemployment ratio (d1lnU) for the period Q4 71 to Q3 03. The loading coefficient of the M2 price gap, lagged by three quarters, proves to be highly significant at standard levels. The output gap, in turn, proved to be insignificant. Figure 5 (a) shows the actual, fitted and residual of the regression. We also estimated the equation for the period Q1 72 to Q1 94 and, on the basis of these results, estimated the change in inflation for the period Q1 95 to Q3 03 (“out-of-sample”; results are not shown here). Figure 5 (b) shows the actual and forecast change in CPI inflation. As can be seen, the equation explains the change in inflation fairly well.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.001314</td>
<td>0.000407</td>
<td>-3.227434</td>
<td>0.0016</td>
</tr>
<tr>
<td>D1D4LNCPI(-1)</td>
<td>-0.245489</td>
<td>0.074925</td>
<td>-3.276475</td>
<td>0.0014</td>
</tr>
<tr>
<td>D1D4LNCPI(-2)</td>
<td>-0.331251</td>
<td>0.070359</td>
<td>-4.708032</td>
<td>0.0000</td>
</tr>
<tr>
<td>D1D4LNCPI(-4)</td>
<td>-0.388644</td>
<td>0.063752</td>
<td>-6.096228</td>
<td>0.0000</td>
</tr>
<tr>
<td>D4LNOIL</td>
<td>0.010725</td>
<td>0.001397</td>
<td>7.675869</td>
<td>0.0000</td>
</tr>
<tr>
<td>D4LNCRB(-2)</td>
<td>0.021285</td>
<td>0.005688</td>
<td>3.742092</td>
<td>0.0003</td>
</tr>
<tr>
<td>D4LNCRB(-3)</td>
<td>-0.013676</td>
<td>0.005552</td>
<td>-2.463245</td>
<td>0.0152</td>
</tr>
<tr>
<td>LNM2PG(-3)</td>
<td>0.289868</td>
<td>0.029639</td>
<td>9.779963</td>
<td>0.0000</td>
</tr>
<tr>
<td>D1D4LNPM2(-1)</td>
<td>0.144869</td>
<td>0.044008</td>
<td>3.291920</td>
<td>0.0013</td>
</tr>
<tr>
<td>D1D4LNPM2(-2)</td>
<td>0.168040</td>
<td>0.042345</td>
<td>3.968389</td>
<td>0.0001</td>
</tr>
<tr>
<td>D1LNU(-3)</td>
<td>-0.030766</td>
<td>0.010552</td>
<td>-2.915744</td>
<td>0.0043</td>
</tr>
<tr>
<td>D1LNU(-4)</td>
<td>-0.031897</td>
<td>0.010029</td>
<td>-3.180455</td>
<td>0.0019</td>
</tr>
</tbody>
</table>

R-squared: 0.696888
Adjusted R-squared: 0.668145
S.E. of regression: 0.006478
Log likelihood: 521.0598
Durbin-Watson stat: 1.794617

Legend: Numbers in brackets represent the number of lagged quarters. ln = logarithm, d1 = first difference, d4 = fourth difference. Test statistics: LM(1) = 2.96[0.09], LM(4) = 1.96[0.10], ARCH(1) = 1.02[0.31], ARCH(4) = 1.57[0.19], WHITE = 1.41[0.09], RESET(1) = 0.07[0.78], RESET(2) = 0.265[0.77], CHOW(1989-Q4) = 1.81[0.06].
Re (3): M2ST price gap and inflation

The monetary aggregate M2ST was calculated by subtracting short-term deposits from the stock of M2. The Granger causality tests, AKIC and HQIC suggest an optimal lag structure of eight quarters and the SCIC of four quarters. The tests results are shown in the tables below. For lags 2, 3 and 6 the null that the M2ST price gap does not Granger-cause the change in inflation can be rejected. For lags 1, 4, 5, 7 and 8, the results are inconclusive. In no case does the change of inflation help to predict the M2ST price gap.

<table>
<thead>
<tr>
<th>Granger causality tests (Q1 70 to Q3 03)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null Hypothesis (lag = 4 quarters):</td>
</tr>
<tr>
<td>D1D4LNCPI does not Granger Cause LNM2STPG</td>
</tr>
<tr>
<td>LNM2STPG does not Granger Cause D1D4LNCPI</td>
</tr>
<tr>
<td>Null Hypothesis (lag = 6 quarters):</td>
</tr>
<tr>
<td>D1D4LNCPI does not Granger Cause LNM2STPG</td>
</tr>
<tr>
<td>LNM2STPG does not Granger Cause D1D4LNCPI</td>
</tr>
<tr>
<td>Null Hypothesis (lag = 8 quarters):</td>
</tr>
<tr>
<td>D1D4LNCPI does not Granger Cause LNM2STPG</td>
</tr>
<tr>
<td>LNM2STPG does not Granger Cause D1D4LNCPI</td>
</tr>
</tbody>
</table>

Tab. 4 shows the estimation of the change in inflation on the basis of lagged inflation (d1d4lnCPI); the oil price (d4lnoil); commodity prices (d4lnCRB); the M2ST price gap (lnM2STPG), lagged by one quarter; the equilibrium price level (d1d4lnpM2ST) and the unemployment ratio (d1lnU) for the period Q4 71 to Q3 03. The loading coefficient of the M2ST price gap, lagged by three quarters, proves to be highly significant at standard levels. The output gap proved to be significant with a three quarter lag. Figure 5 (a) shows the actual, fitted and residual of the regression. We also estimated the equation for the period Q1 72 to Q1 94 and, on the basis of these results, estimated the change in inflation for the period Q1 95 to Q3 03 (“out-of-sample”; results are not shown here). Figure 5 (b) shows the actual and forecast change in CPI inflation. As can be seen, the equation explains the change in inflation fairly well.
Tab. 4. – Change in US inflation and M2ST price gap, Q4 71 to Q3 03

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.000483</td>
<td>0.000399</td>
<td>-1.211094</td>
<td>0.2281</td>
</tr>
<tr>
<td>D1D4LNCPI(-4)</td>
<td>-0.517473</td>
<td>0.063763</td>
<td>-8.115620</td>
<td>0.0000</td>
</tr>
<tr>
<td>D4LNOIL</td>
<td>0.007526</td>
<td>0.001203</td>
<td>6.257109</td>
<td>0.0000</td>
</tr>
<tr>
<td>LNOG(-3)</td>
<td>0.163147</td>
<td>0.031378</td>
<td>5.199385</td>
<td>0.0000</td>
</tr>
<tr>
<td>LNM2STPG(-3)</td>
<td>0.086667</td>
<td>0.011919</td>
<td>7.271480</td>
<td>0.0000</td>
</tr>
<tr>
<td>D1D4LNPM2ST(-1)</td>
<td>0.072566</td>
<td>0.016017</td>
<td>4.530671</td>
<td>0.0000</td>
</tr>
<tr>
<td>D1LNU</td>
<td>-0.025916</td>
<td>0.009088</td>
<td>-2.851471</td>
<td>0.0051</td>
</tr>
<tr>
<td>DUM861</td>
<td>-0.013797</td>
<td>0.004490</td>
<td>-3.073044</td>
<td>0.0026</td>
</tr>
<tr>
<td>DUM821</td>
<td>-0.017983</td>
<td>0.004646</td>
<td>-3.870641</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

R-squared: 0.668339  Mean dependent var: -0.000274
Adjusted R-squared: 0.647113  S.D. dependent var: 0.007423
S.E. of regression: 0.004410  Akaike info criterion: -7.945217
Sum squared resid: 0.002431  Schwarz criterion: -7.750586
Log likelihood: 541.3296  F-statistic: 31.48636
Durbin-Watson stat: 1.973843  Prob(F-statistic): 0.000000

Legend: Numbers in brackets represent the number of lagged quarters. \( \ln \) = logarithm, \( d1 \) = first difference, \( d4 \) = fourth difference. – Test statistics: LM(1) = 0.01[0.98], LM(4) = 2.49[0.05], ARCH(1) = 1.57[0.21], ARCH(4) = 0.86[0.50], WHITE = 1.29[0.18], RESET(1) = 0.88[0.35], RESET(2) = 0.52[0.60].

Figure 6. M2ST price gap, US CPI inflation, actual and estimated

(a) Change in inflation, actual, fitted and residual

(b) Actual and estimate change in inflation

Source: Bloomberg, Thomson Financials; own estimates. – Fig. X (a) according to the regression shown in Tab. X. Fig. X (b) represents an “out-of-sample” estimate, estimated on the basis of the equation shown in Tab. X for the period Q1 72 to Q4 94.

Re (4): M3 price gap and inflation

The tables below show the results of bi-variate Granger causality tests for the M3 price gap and the change in US inflation. The optimal lag lengths were determined by way of calculating a simple bi-variate VAR model. The AIC, SC and HC suggest a lag of four quarters, respectively. We also conducted the tests for two and six quarters. For all lag lengths, the null hypothesis that the M3 price gap does not Granger-cause future changes in inflation can be rejected. Changes in inflation do not seem to be of significant help in predicting future M3 price gaps.
null hypothesis (lag = 2 quarters):

<table>
<thead>
<tr>
<th>Change in inflation does not Granger cause M3 price gap</th>
<th>135</th>
<th>0.36157</th>
<th>0.69728</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3 price gap does not Granger cause change in inflation</td>
<td>8.63690</td>
<td>0.00030</td>
<td></td>
</tr>
</tbody>
</table>

Null hypothesis (lag = 4 quarters):

<table>
<thead>
<tr>
<th>Change in inflation does not Granger cause M3 price gap</th>
<th>134</th>
<th>0.14955</th>
<th>0.96289</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3 price gap does not Granger cause change in inflation</td>
<td>5.88973</td>
<td>0.00022</td>
<td></td>
</tr>
</tbody>
</table>

Null hypothesis (lag = 6 quarters):

<table>
<thead>
<tr>
<th>Change in inflation does not Granger cause M3 price gap</th>
<th>132</th>
<th>0.13416</th>
<th>0.99165</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3 price gap does not Granger cause change in inflation</td>
<td>4.64931</td>
<td>0.00028</td>
<td></td>
</tr>
</tbody>
</table>

Tab. 4 shows the estimation of the change in inflation on the basis of lagged inflation (d1d4lnCPI); the oil price (d4lnoil); commodity prices (d4lnCRB); the M3 price gap (lnM3PG); the equilibrium price level (d1d4lnM3) and the unemployment ratio (d1lnU) for the period Q4 71 to Q3 03. Again, the loading coefficient of the M3 price gap, lagged by three quarters, proves to be highly significant at standard levels. The output gap and the equilibrium price level, in turn, proved to be insignificant. Figure 5 (a) shows the actual, fitted and residual of the regression. We also estimated the equation for the period Q1 72 to Q1 94 and, on the basis of these results, estimated the change in inflation for the period Q1 95 to Q3 03 (“out-of-sample”; results are not shown here). Figure 5 (b) shows the actual and forecast change in CPI inflation. With the exception of 1995-1996, the equation seems to explain the change in inflation fairly well.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.001466</td>
<td>0.000428</td>
<td>-3.429071</td>
<td>0.0008</td>
</tr>
<tr>
<td>D1D4LCPI(-1)</td>
<td>-0.204689</td>
<td>0.078413</td>
<td>-2.610400</td>
<td>0.0102</td>
</tr>
<tr>
<td>D1D4LCPI(-2)</td>
<td>-0.228518</td>
<td>0.072928</td>
<td>-3.133482</td>
<td>0.0022</td>
</tr>
<tr>
<td>D1D4LCPI(-4)</td>
<td>-0.381436</td>
<td>0.064315</td>
<td>-5.930746</td>
<td>0.0000</td>
</tr>
<tr>
<td>D4LNCRB(-1)</td>
<td>0.012506</td>
<td>0.001416</td>
<td>3.016674</td>
<td>0.0031</td>
</tr>
<tr>
<td>LNM3PG(-1)</td>
<td>0.237593</td>
<td>0.030811</td>
<td>7.711329</td>
<td>0.0000</td>
</tr>
<tr>
<td>D1LNU</td>
<td>-0.032667</td>
<td>0.010294</td>
<td>-3.173377</td>
<td>0.0019</td>
</tr>
<tr>
<td>D1LNU(-1)</td>
<td>-0.027201</td>
<td>0.010910</td>
<td>-2.493282</td>
<td>0.0141</td>
</tr>
<tr>
<td>D1LNU(-3)</td>
<td>-0.023107</td>
<td>0.011146</td>
<td>-2.073139</td>
<td>0.0404</td>
</tr>
<tr>
<td>D1LNU(-4)</td>
<td>-0.035177</td>
<td>0.010750</td>
<td>-3.272251</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

R-squared 0.666437 Mean dependent var 7.66E-05
Adjusted R-squared 0.637681 S.D. dependent var 0.007527
S.E. of regression 0.004531 Akaike info criterion 7.873150
Sum squared resid 0.002381 Schwarz criterion 7.626803
Log likelihood 510.9450 F-statistic 23.17603
Durbin-Watson stat 1.780253 Prob(F-statistic) 0.000000

Legend: Numbers in brackets represent the number of lagged quarters. ln = logarithm, d1 = first difference, d4 = fourth difference. – Test statistics: LM(1) = 4.00[0.05], LM(4) = 2.45[0.05], ARCH(1) = 2.23[0.27], ARCH(4) = 1.93[0.11], WHITE = 1.00[0.47], RESET(1) = 2.20[0.14], RESET(2) = 2.86[0.06], CHOW(1989-Q4) = 1.07[0.39], CHOW(1994-Q4) = 1.13[0.35].
2.3 Conclusions and outlook

Our analyses reveal that the price gaps, calculated on the basis of various US monetary aggregates, contain valuable (complementary) information for explaining/forecasting US consumer price inflation. These findings suggest that even for central banks that adjust their rates to ongoing economic developments, such as the US Fed, monitoring money growth has its value. It should be noted in this context that the critical variables are the velocities of the stock of monetary aggregates: as things stand it appears difficult to identify a deterministic (trend) stationarity of the income velocities under review. As a result, US monetary policy cannot base its interest rate decisions (solely) on changes in the stock of monies.

Data source: Bloomberg; own estimates.
Since the mid-1990s, the velocity of broadly defined monetary aggregates – such as M2 and M3 – have been declining substantially. These developments have de facto “neutralised” the relatively high growth rates of money supply as far as its impact on output and/or inflation is concerned. Given the already high amount of money outstanding, however, a reversal of that trend – namely a substantial increase in the velocity of money – could pose serious inflationary potential. Such a risk, however, is hard to measure at this juncture. Based on a continuation of the latest income velocity trends, it seems that a further increase in money supply would have unfavourable effects for future US consumer price inflation. Such an increase might be triggered by a continuation of the steep yield curve as suggested by Figure 8.
Part 3: “Price gaps” and euro area inflation

CONTENT: 1.1 Price gaps based on M3, trend money and Divisia-aggregates in the euro area. 1.2 Empirical evaluation: various monetary aggregates and inflation in the euro area. 1.3 Conclusions.

SUMMARY: A growing number of monetary economists do not put trust in the inflation-indicator quality of monetary aggregates in terms of future inflation. In order to forecast or steer inflation, they recommend the ECB increasingly rely on non-monetary indicators such as the output gap, and changes in the employment rate, wages, the oil price index, and so on. We would not deny that these variables might have some impact on consumer price changes. However, we would like to stress: in the euro area, money outperforms all these variables, and – general speaking – in all currency areas where long-term money demand is stable. In this part of the report, we calculate “price gaps” based on M3, trend money M3 and various Divisia-aggregates and test the indicator function of the different price gaps (real money gaps) for euro area inflation. We will show that M3 and trend money M3 have a greater impact on inflation compared to the output gap and other variables.

3.1 “Price gaps” based on M3, trend money and Divisia-aggregates

Since the work of John Maynard Keynes, money demand is usually specified as a function of real actual output and the opportunity costs of holding money. The Keynesian money demand theory stresses three motives of holding money: (i) the transaction motive, (ii) the precautionary motive, and (iii) the speculative motive. The speculative stance assumes that, if interest rates are low (high), money is a more (less) attractive store of wealth compared to bonds. As a result, the demand for speculative balances is assumed to be negatively related to interest rates. James Tobin and William Baumol later developed theories of optimal portfolios, showing that the demand for transaction balances is also related to the interest rate: as interest rates rise (decline), the opportunity cost of holding transaction balances will rise (decline). As a result, the demand for holding money for financing transactions is also assumed to be negatively related to the opportunity cost of money holdings.

Milton Friedman developed a model for money demand based on a general theory of asset demand. According to Friedman, money demand, like the demand for any other asset, should be specified as a function of wealth and the returns of a wide range of alternative asset classes. The prominent factors in the Friedman money demand function are: (i) the (expected) permanent income which represents the (expected) long-run average of current and future income, (ii) the utility of holding money (the expected return on money), (iii) expected bond and stock returns and (iv) the expected inflation. Friedman favours assigning the indicator function for monetary policy to broadly defined monetary aggregates. He argues that changes in aggregates such as, for instance, M2 and M3, would be, in the long run, dominated by changes in permanent income rather than (fluctuations and/or swings in) interest rates. Assuming a stable demand function for money, the growth rate of money aggregates would thus provide indications of future inflation.

The traditional wisdom that inflation is always and everywhere a monetary phenomenon, as Friedman put it, and can be controlled by the growth rate of a broadly defined monetary aggregate, is based on several arguments:

(i) Changes in the stock of broad money reflect changes in M1 – the stock of payment – and changes in the velocity of M1;

(ii) A broad money aggregate reflects banks’ credit expansion to non-banks and the expansion in the stock of wealth; and
(iii) The path of the velocity of a broad aggregate (long-run money demand respectively) should move in a predictable way.

As a result, steering money growth can control future inflation. However, new theoretical and empirical work does not support this kind of policy advice: the linkage between money and prices seems to be evident only for countries with high (double digit) inflation rates. In countries with low (single digit) inflation rates, by contrast, money growth tends to lose its usefulness as a predictor of future inflation. Other variables like the output gap, and cost-push variables, are widely seen as playing the dominant role in predicting and controlling inflation. The ECB’s decision to downgrade the monetary pillar is in line with this new line of research – even though there is a great deal of work that has found M3 money to have a great impact on prices when measured through the “price gap”, eg, the “real money gap”.14

Figure 1 (i) shows growth of the M3 price gap (M3-PG) for the period Q1 80 to Q3 03.15 As can be seen, the price gap has been increasing markedly since 2001, indicating a (strong) rise in future inflation. However, given the fact that money demand is also a function of interest rates, the increase in the M3 price gap may be attributed to portfolio shifts rather than reflecting excessive money expansion in the past, endangering future price stability. For instance, the consequences of 11 September 2001, financial market volatility and an increase in investor risk aversion, might have increased demand for M3.

| Source: ECB; own estimates. |

To circumvent the problem of (short-term) distortions in the indicator quality of M3 due to changes in the opportunity cost of money holdings, one might use the “M3 trend price gap” (M3T-PG) as an inflation indicator. Such an aggregate can easily be built by filtering the actual M3 time series (by using, for instance, the Hodrick-Prescott-Filter with smoothing pa-

---

14 For an explanation of the price gap, see part 2 of this report. In this section, the price gap was defined as the sum of the output gap (OG), ie, the four-quarter-average-log-difference real GDP minus potential GDP, and the “liquidity gap”, that, is the four-quarter-average-log-difference between actual liquidity M3 minus real GDP (corrected by the falling trend of M3-velocity). To put it differently, the real money gap is the four-quarter average log difference between real money and potential output (corrected by the falling trend of M3 velocity).

15 M3 is taken from the balance sheet. We have eliminated the structural breaks caused by the German unification (1990, Q2, + 3.3 %) and by the euro area enlargement when Greece adopted the euro in Jan 01 (+ 2.63 %). We constructed shock-free time series of M3 and real GDP. These series were the basis to build trend money M3T and potential GDP Y* by using the Hodrick-Prescott Filter (smoothing parameter $\lambda = 1600$ for quarterly data)
rameter $\lambda = 1600$ for quarterly data). Figure 1 (ii) shows the growth rate of M3T-PG. As can be seen, the growth rate of M3T-PG runs much more smoothly since the 1990s when compared to the behaviour of the actual M3 price gap. Like the M3-PG, however, M3T-PG appears to have drifted higher since 2001, signalling inflationary pressure going forward.

In view of these findings, M3’s interest rate sensitivity might pose a non-negligible problem for ECB monetary policy. This is because one would expect that, in response to a change in opportunity costs of holding money, different components of M3 would react differently, thereby leading to distortions in the indicator quality of M3. Thus, it might be advisable for policy makers to focus on so-called “Divisia-aggregates”. Synthetic Divisia-aggregates integrate the price of alternative assets, eg, their returns, into the stock of money (see Box 1).

**Box 1. – Divisia-M3**

Aggregates such as M3 in the euro area are the simple sum of their components, eg:

$$M3 = a_1 M1 + a_2 (M3 - M1) \text{ with } a_1 = a_2 = 1.$$ 

In contrast, the underlying idea of Divisia-M3 is that the spread between the interest rate on an alternative asset and the rate of return of the M3 component is a proper indicator for the price of the component and, therefore, of its liquidity. A Divisia-M3 might be defined in terms of the growth rate as follows:

1. $\Delta$ Divisia-M3 = $w'_1 \Delta M1 + w'_2 \Delta (M3 - M1)$, where the weights $w'_1$ and $w'_2$ are a moving average of the variables $w_1$ and $w_2$ with:
2. $w_1 = u_1 M1 / (u_1 M1 + u_2 (M3-M1))$ and $w_2 = u_2 (M3 - M1) / (u_1 M1 + u_2 (M3-M1))$ with.
3. $u_1 = (R - 0) / (1 + R)$ and $u_2 = (R - r) / (1 + R)$.

We assume that the interest rate of M1-components is zero and the interest rate of the M3–M1 components is $r$. This interest rate $r$ is assumed to be identical with the rate of return of M3 calculated by Seitz. If $R$ is the rate of 10-year bonds, the annual growth rates of Divisia-M3 ($dDM3$) and M3 ($dM3$) are shown in the graph below.

![Graph showing growth rates of dDM3 and dM3](image)

Even though our method for calculating Divisia-M3 is quite simple and contains assumptions that do not live up to reality (that is, for instance, M1 interest rate is slightly above zero, M3 can be separated in more than two components etc.), the behaviour of our Divisia-aggregates (that is their growth rates) is nearly identical with the growth rates of the Divisia-aggregates calculated by Stracca (2001) in a much more sophisticated manner.

The relevant opportunity cost of an M3 component is the difference between the interest rate of an alternative asset and the own rate of M3 components. This, however, leaves open what the relevant alternative interest rate is. Because this is not clear we build Divisia-aggregates and the corresponding price gaps upon four alternative interest rates:

(i) the short-term interest rate (3 months),
(ii) the maximum of the short-term interest rate (3 months) and the bond rate (10 years),
(iii) the maximum of the short-term interest rate (3 months), the bond rate (10 years), and the equity rate\(^{16}\), and
(iv) a rate built of a mix of alternative interest rates (50 % short-term interest rate, 40% bond rate and 10 % equity rate). Figure 2 (a) to (d) shows the corresponding real money gaps.

**Figure 2. – Price gaps based on Divisia-aggregates**

(a) PG-DM3-1: Price gap based on Divisia-M3-aggregate with maximum of 3 month interest rate and 10 year bond rate as the reference rate

(b) PG-DM3-2: Price gap based on Divisia-M3-aggregate with maximum of 3 month interest rate and 10 year bond rate as the reference rate

(c) PG-DM3-3: Price gap based on Divisia-M3-aggregate with maximum of 3 month rate, 10 year interest rate and equity rate as the reference rate

(d) PG-DM3-4: Price gap based on Divisia-M3-aggregate with 50 % short-term interest rate, 40% bond rate and 10 % equity rate, as the reference rate

Data source: ECB; own estimates.

\(^{16}\) The equity rate is the growth rate of the trend of euro stoxx index. The trend is built by using the Hodrick-Prescott Filter with smoothing parameter \(\lambda = 1600\) for quarterly data.
In view of the alternative opportunity costs, we will define four different Divisia price gaps for the euro area. All four real money gaps, which were calculated on alternative Divisia-aggregates, do not differ very much from one another, and they all point to a marked expansion of the real money overhang since 2001, which, so far, peaked in Q2 03. Figure 3 shows the correlation coefficients between all six real money gaps. Three facts stand out. First, the Divisia price gaps are highly correlated with one another. Second, the price gap based on M3 is relatively highly correlated with the Divisia price gaps, especially with PG-DM3-3. Third, the real money gap based on trend money (PG-M3T) appears to behave quite differently when compared to the other price gaps. In the next section we will compare the validity of all the six real money gaps as predictors of future inflation.

<table>
<thead>
<tr>
<th>Figure 3. – Correlations among the price gaps</th>
</tr>
</thead>
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<td>PG-M3</td>
</tr>
<tr>
<td>-------</td>
</tr>
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<td>PG-M3</td>
</tr>
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<td>PG-M3T</td>
</tr>
<tr>
<td>PG-DM3-1</td>
</tr>
<tr>
<td>PG-DM3-2</td>
</tr>
<tr>
<td>PG-DM3-3</td>
</tr>
<tr>
<td>PG-DM3-4</td>
</tr>
</tbody>
</table>

*Data source: ECB; own estimates.*

### 3.2 Estimating inflation with various price gaps

In this section we compare the validity of different real money gaps in the euro area. We analyse the influence of money on inflation, on the basis of a model presented in previous *ECB Observer* reports. We regress quarterly changes to the annual change in the euro zone consumer price index (DD4LNP) on to:

- a constant (C),
- dummies to correct structural breaks and outliers (DUM),
- quarterly differences to the annual change (log diff.) in oil prices (DD4LNOIL),
- quarterly differences to the annual change (log diff.) in the Euro-US dollar exchange rate (DD4LNEUROUSD),
- quarterly differences to the output gap (DLNOG),
- quarterly differences to the price gap (DLNPG),
- lagged quarterly differences to the annual change (log diff.) in the price level (DD4LNP).

According to the price gaps presented in the previous section we test six different models in order to find out which of the price gaps has a valid impact on inflation. The results are shown in Figure 4. In model M-1 the (growth rate of the) price gap is based on M3, the PG in model M-2 is based on trend money (M3T). The models M-3, M-4, M-5 and M-6 contain the (growth rates of the) PGs based on the Divisia-aggregates PG-DM3-1, PG-DM3-2, PG-DM3-3 and PG-DM3-4. The models M-1* and M-2* contain the same PGs as the models M-1 and M-2 but here the sample starts with 1986 (Q1).
Before drawing further (normative) conclusions from these results, we want to test the stability of the models M-1 and M-2. First, we analyse whether the price gaps (based on M3 and M3T) will lose their validity when the phase of relatively high inflation rates from 1980 to 1985 is eliminated. So we run both regression models from the starting point 1986 (Q1).

Figure 4 shows that all (changes in the growth rates of the) price gaps are at least significant on a 5% level and all have the expected sign. That said, the real money overhang has a statistically significant impact on inflation. Moreover, compared to the (changes in the growth rates of the) output gaps, money seems to have a greater influence on inflation measured through the price gap. Moreover, if one looks at the coefficients and t-values of the different price gaps and at the adjusted r-squared of the corresponding models, it becomes obvious that M3 is much more valid than Divisia-aggregates. The exception is M3T, which seems to be more appropriate than M3: the (changes in the growth rate of the) price gap PG-M3T has a greater impact on inflation than PG-M3. It should also be noted that if one puts both PGs in one regression RMG-M3 would become insignificant. This finding suggests that trend money M3T “outperforms” M3.
The new models M-1\# and M-2\# in Figure 2 show that the validity of the price gaps would not decline when the period of high inflation rates is eliminated. The coefficient and t-value of DLNPG-M3T even rises. Second, we want to take a look at the “estimated recursive coefficients” of both the output gaps and the price gaps of the models M-1 and M-2. Figure 5 shows the results.

**Figure 5. – Estimated recursive coefficients**
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<tr>
<th></th>
<th>Model M-1</th>
<th>Model M-2</th>
</tr>
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<tbody>
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<td>Recursive coefficient of DLNOG(-1)</td>
<td><img src="" alt="Graph" /></td>
<td><img src="" alt="Graph" /></td>
</tr>
<tr>
<td>Recursive coefficient of DLNPG(-1)</td>
<td><img src="" alt="Graph" /></td>
<td><img src="" alt="Graph" /></td>
</tr>
</tbody>
</table>

*Data source: ECB; own estimates.*

The coefficient paths of the (growth rate of the) price gaps run pretty constant over time. There is no indication that the impact of the real money gap has lost its influence on inflation over the last 15 years. The impact of money, especially trend money, on prices appears to be higher in the euro area than ever before. In contrast, the influence of the output gap is much smaller, even though it has been increasing slightly since 1993.

### 3.3 Conclusion

There appears to be a growing number of analyses in the field of monetary policy that claim central banks should no longer pay attention to monetary aggregates when setting interest rates. In fact, they recommend monetary policy should focus on indicators such as the oil price, the exchange rate, or the output gap for forming a view about future inflation. Would it be rational for the ECB to follow these recommendations and, as a consequence, weaken the role of the monetary pillar even further? Our analysis suggests the very opposite. We find that the most important variable influencing inflation in the euro area is the M3 price gap, especially when trend money M3 is taken as the monetary aggregate under review. The claim that
the linkage between money and prices vanishes when inflation is low does not hold true for the euro area. The message in a low inflation environment – which also implies that the volatility of inflation tends to decline – is that it would be rational for the ECB to increasingly focus on a less erratic monetary aggregate. That said, trend money M3 and its price gap, respectively, remain important variables in providing indicators for future inflation in the euro area.

Synthetic aggregates like Divisia-M3 aggregates, which consider opportunity cost and the degree of alternative asset classes’ degree of liquidity do not provide better indicators for future inflation. These aggregates do not outperform simple sum aggregates such as the stock of M3. These aggregates, nevertheless, should be monitored in addition to M3, but they should certainly not replace M3. The decision of the ECB to choose a wide simple sum aggregate, therefore, does not appear unwise at all. In the view of our analysis, however, it is rational to pay (much more) attention to the trend of money M3 in order to estimate future inflation and to keep inflation rates low in the long term. Against this background it is hard to understand why the ECB de facto downgraded the role of money in its 8 May strategy revision.
Part 4: ECB policy and euro inflation outlook

CONTENT: 1.1 Monetary policy in the last six months. 1.2 “Deflating deflation fears”. 1.3 Euro area inflation forecast.

SUMMARY: Since December 2002, the ECB’s rate cuts appear to have been largely motivated by the decline in HICP inflation and short-term business cycle considerations. The medium- to long-term inflation indicators, such as the “real money gap”, did not play an important role in the bank’s decisions. In the euro area, deflationary pressure is not discernible. Liquidity is very high with the real money gap having risen to more than 6%, representing substantial inflation potential. Bank loan expansion, despite having declined since Q3 00, does not suggest any supply side restrictions but seems to be in line with the cyclical position of the euro area. In view of the already very high money overhang and our inflation forecasts of 2.1% for 2003 and 2.2% for 2004 a further easing would deteriorate the price stability outlook in the euro area. In the current economic environment, further monetary policy easing could run the risk of causing asset price inflation and reducing the economic incentives to bring about structural reforms in the euro area.

4.1 Monetary policy in the last six months

In the last six months, ECB interest rates have remained unchanged from the last cut on 5 June 2003, which brought official central bank rates to an all-time low in the euro area in both nominal and real terms (see Figure 4.1.1 (a)). Real short-term interest rates, as represented by the 3-month money market rates, were already below the real expansion rate of the economy in Q3 03 and Q 03 (see Figure 4.1.1 (b)), suggesting, especially when viewed from an historical perspective, a very expansionary monetary policy.

![Figure 4.1.1. – ECB official and money market rates in percent](image)

Data source: ECB, Bloomberg; own calculations. The real rate was calculated by subtracting consumer price inflation from the nominal yield.

Since June 2001, annual M3 growth has been 7.4% on average, an expansion rate nearly twice as high as the 4.5% reference value considered compatible with price stability (see Figure 4.1.2 (a)). In the last 12 months, M3 expansion has been a remarkable 7.9%. Of course, portfolio shifts (driven, for instance, by a high degree of investor risk aversion) may have contributed to excessive money growth. However, the historic low (real) central bank rates can be expected to have fuelled money creation to a large extent given the negative interest rate elasticity of the M3 demand function.
There should be no doubt about the fact that there is presently significantly more liquidity in the euro area than is needed to finance non-inflationary economic growth. For instance, the M3 price gap – as a prominent measure of excess liquidity – stands currently at more than 7.0%, implying that excess money could finance an increase of the euro area price level by that amount (see Figure 4.1.2 (b)). The excess money has been “neutralised” so far by the actual velocity of money having fallen below its trend value (see Figure 4.1.2 (c)).

As far as bank credit is concerned, the growth of loans extended to firms and private households in the euro area (both in nominal and real terms) seems to have bottomed out (see Figure 4.1.2 (d)). A decline in stock market volatility, shrinking credit spreads and improved economic perspectives support this interpretation (see Figure 4.1.3). Even during the cyclical slowdown, credit expansion remained relatively robust, having been developed more or less in line with the long-term average. In this context it should be noted that the decline in bank loan growth, which began in 2000, did not, according to our analysis, suggest supply-side restrictions, which have overly dampening money production.17

Contrasting the monetary developments with the ECB’s actual policy stance could suggest that the bank has put a much stronger focus on immediate cyclical rather than medium- to long-term inflationary forces. Such a constellation might have been brought about by the banks monetary policy revision on 8 May, 2003. In particular, the de facto “shifting of the pillars” has increased the scope for discretionary policy action, especially so as the formerly

17 See ECB Observer No. 5, Challenges to the ECB, 8 July 2003.
“rule binding” represented by the first pillar has been diminished considerably. The stock of M3, which formerly played a prominent role, has been downgraded to an information variable: “The monetary analysis mainly serves as a means of cross-checking, from a medium- to long-term perspective, the short- to medium-term indications coming from economic analysis”. This change in weights assigned to the strategy pillars should certainly increase the claims for a more business-cycle oriented monetary policy.

Data source: Bloomberg; own calculations. – Legend: VDAX = volatility of the DAX, VIX = volatility of the S&P 500. – Credit spreads in basis points.

“Too much money chasing too few goods” does not only imply a risk to consumer price stability but may also cause asset price inflation in various asset markets, in particular stock and bond markets. In the past, stock markets and, albeit to a lesser extent, bond markets, have already shown price increases well above the rate usually identified with price stability (see Figure 4.1.4). Three inter-related factors may be responsible for why excess money could continue to exert upward pressure on the prices of these assets. First, a heightened degree of risk aversion could induce market agents to place excess liquidity in financial market assets, such as stocks and bonds, rather than investing in new projects. Second, the expectation of further ECB monetary policy easing should suggest further gains to be made from investing in the bond market, bidding up asset prices. Third, the latest decline in stock market valuations

has translated into an increase in real money supply: whereas stock prices have declined markedly, the stock of money outstanding has remained unaffected. As a result, the increase in real money supply is likely to translate (at least in part) into an even stronger asset price increase. This process should, of course, be strongly supported by the continuation of an overly generous money supply growth. A potential increase in asset prices to levels well above “fundamental value” might cause destabilising effects once a price correction ensues, which, in turn, could affect the financial sector stability negatively.

4.2 “Deflating the deflation fears”

Six months ago, deflation fears had become a major concern among central banks and the public at large. In our latest report we wrote: “In view of the latest monetary developments, a money supply shortage, or an obvious bank loan growth restraint, which argues for downward pressure on the euro area price level in the periods to come, is certainly not discernible.” Only in recent months have deflation fears seem to have retreated.

The term deflation implies a persistent decline in the economy’s overall price level, consisting of prices of current production and prices of the already existing stock of wealth (housing, real estate, equities etc). However, such a development has not been observed at any point in time: the annual rise in consumer prices, representing central banks’ target variable, in the euro area as well as in the US, has continued to expand at positive rates (see Figure 4.2.1 (a)).

It seems to be the concurrence of relatively low inflation and subdued economic activity that might have provoked widespread deflationary fears. To find evidence as to whether deflationary expectations are gaining ground among many market participants it seems worthwhile to take a look at the price action in financial markets, as this might provide a relatively objective assessment of prevailing inflation expectations.

To start with, market agents’ inflation expectations as measured, for instance, by the “break-even” inflation have been edging up in recent months (see Figure 4.1.2). However, they have remained positive and relatively closely linked to central banks’ (implied) price stability promises. In contrast to the widely expressed deflation concerns, therefore, markets have expected average inflation over the coming years to remain positive, eg, to follow the central bank’s envisaged inflation targets.
In addition, the developments of price action in the commodity markets, represented by the CRB-Future prices (see Figure 4.3.1 (b)), which can also be assumed to be priced on a forward-looking basis, have not, at any point, indicated signs of a period of sustained falling prices. On the contrary, commodity prices have risen markedly since the beginning of 2002, a development that could suggest that inflation, rather than deflation concerns, might currently be on market agents’ minds.

**Figure 4.3.2. – Break-even inflation and real interest rates of long-term government bonds**

![Diagram](image)

Data source: Bloomberg; own calculations.

A look at inflation-linked bonds revealed that the decline of nominal interest rates can be explained by a decline in real interest rates rather than inflation expectations (see Figure 4.3.2 (a) and (b)). This suggests that market agents appear to have lowered their long-term growth expectations rather than having lost confidence in average future inflation following the path promised by central banks. This confidence certainly rests on the generally held belief that central banks have the ability – and willingness – to expand money supply at will, thereby preventing any unwanted downward movement in the price level.

The discussion about potential deflation concerns was, of course, to a large extent driven by conflicting theories of what determines an economy’s price level. On the one hand, there is the notion that the output gap should be held responsible. This line of theoretical reasoning rests on a more Keynesian thinking. On the other hand, there is a school of thought in which the price level is ultimately set by money supply, taking reference to Milton Friedman’s Monetarist theory.

As far as the euro area is concerned, there appears to be convincing empirical evidence that inflation, e.g., the change in the price level, is driven by money supply as measured by the “real money gap”. In view of the latest monetary developments, a money supply shortage or
an obvious bank loan-growth restraint which argues for downward pressure on the euro area price level in periods to come, is certainly not discernible.

### 4.3 Euro area inflation forecast

To estimate euro area inflation we took advantage of the “price gap” (see earlier ECB Observer reports for details of the model applied). Here, we regressed quarterly changes to the annual change in the euro area consumer price index ($DDLNCPI$) on to (i) quarterly changes to the annual change in the price gap of M3 ($DDLN4PLM3$, gliding four-quarter average), (ii) quarterly changes to the annual change in the output gap ($DDLN4OG$, gliding four-quarter average), (iii) quarterly changes to the annual change in oil prices ($DDLNOIL$), (iv) quarterly changes to the annual change in the EUR/USD exchange rate ($DDLN4EUROUSD$, gliding four-quarter average), and (v) lagged quarterly changes to the annual change in the price level ($DDLNCPI$).

Figure 4.3.1. – Euro area inflation for the period Q1 01 to Q4 05

![Graph showing euro area inflation for Q1 01 to Q4 05](image)

*Source:* Please see the explanations in part 3 of this report. – Grey shaded area: forecast period. – The numbers represent the average annual increase in the HICP. – The dotted lines represent 2 standard errors of the estimate.

Figure 4.3.1 shows actual inflation for the euro area for the period Q1 01 to Q1 03 and forecast inflation for the period Q1 04 to Q4 05. The forecast rests on the following assumptions: (i) potential euro area output growth is 1.9% in 2004 and 2.0% in 2005; (ii) oil price amounts to US$29 in Q4 03, US$28 in Q1 04 and US$27 thereafter, (iii) EUR/USD 1.25 in Q4 03 and 1.20 thereafter, (iv) annual output growth is assumed to be 1.8% in 2004 and 2.0% in 2005; (v) annual M3 growth declining from 7.0% in Q4 03 to 5.5% in Q3 04, remaining at 5.0% throughout 2005. On the basis of these assumptions, the model predicts inflation to amount to 2.1% in 2004 and 2.2% in 2005.

The likely continuation of relatively subdued economic expansion, unsatisfactory performance of labour markets in numerous euro area countries, strained public finances and a “cost push”-driven slowdown in current inflation will continue to pose a challenging environment for ECB monetary policy in the quarters ahead. Moreover, the widely expected real economic recovery is most likely to remain vulnerable for quite some time. The potential emerge of negative shocks, such as growing geopolitical tensions and an unexpected sharp
upward movement in the oil price, could easily put the sustainability of improving economic conditions in doubt. Moreover, a rising euro exchange rate against the US dollar will also put pressure on the bank to ease monetary policy further.

In view of the environment outlined above, a further monetary policy easing can be expected to lead to a (further) deterioration of the inflation outlook in the euro area. Most importantly, the case for such an increasingly short term-oriented monetary policy can hardly be backed by sufficient theoretical or empirical evidence. First, money policy actions are accompanied by de facto unknown “time-lags”. Thus, interest rate cuts in response to the current business cycle and inflation fluctuations could run the risk of destabilising the economy going forward. Second, experience suggests that the effectiveness of monetary policy on real output is presumably via an increase in (unexpected) inflation. In view of the costs associated with inflation, such a policy is hardly recommendable.

Moreover, a continuation of an expansionary monetary policy might reduce the economic incentives to bring about structural reform in both the private and public sector. A lowering of the economy’s costs of capital as a result of lower central bank rates might reduce the economic incentives for firms to bring about product and process innovations. Moreover, declining yields could lead to lower funding costs, making it less pressing for governments’ budget policies to reduce spending and step up reform efforts. This, in turn, could lead to cementing rather than solving inefficiencies. A potential lack of structural reform could be detrimental to generating positive growth expectations, translating into a continuation of weak growth and, as a result, further pressure on the ECB to lower rates even further.
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