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Abstract

If firms were animals rather than economic entities, a behavioral scientist trying
to describe their traits would observe that firms tend to be found in herds and
usually migrate towards the biggrest watering holfes. This paper surveys the
literature on the questions why firms grow stronger with size, why they are
found in herds, and what the effects are of meeting other herds around the
watering holes. In economist-speak, I review the empirical literature on internal
and external economies of scale. Internal scale economies arise on the level of a
single ﬁ;m. Extemal:scale economies arise on the level of an industry or a
region. For each type .of scale economies, | consider static and dynamic effects.
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1. Introduction*

Economies of scale (EOS) have been at the heart of developments in economic theory
in the past two decades. Breakthroughs in the field of industrial organization now
allow for the modeling of more complex market-structures.- This has stimulated
important developments in the fields of intematippal trade, ecgnomic growth, location
and real business cycle theory. .'ijo types of sgalg ec0110nﬁ§$ can be (_:onsidered. EOS
that are internal to the firm are an important ingredient for ‘rnqdf:il»ing‘ monopolis_t:ig
competition. With an incrgasing demgnd for models with a more Figo:{ol_l:ls‘
micro_ecqnomic foundation ar_ld an increasi_ng mgepest in different market _structurcs;
monopolistic competition has become a standard ingredient in several fields of
economic theory. EOS that are external to the firm are important for the explanation of
cumu.lat‘ihv:e phenomgna, multiple equilibria and path depgnde_rlpies.

‘Despite their important impact on_cponomic thgory, empirical evidence on EOS
remains elusive and stays behind the‘ tbeor_@tical contribptions to this topic. This paper
intends to survey the empyirical‘ lite;gmre on EOS and to assess their empirical
relevance for real world economic phenomena, Section 2 clas_siﬁes different types of
EQOS, discusses their thepretical irnpliqatiops, and refers _th some _of their most
important theoretical contribuﬁons. Section 3 surveys empirical papers on EOS that are

internal to the firm, and section 4 surveys empirical papers on EOS that are external to

*  For helpful comments on a previous version, I would like to thank Andreas Grohn, Erich

Gundlach, Matthias Liicke and Dieter Urban.



the firm. Both sections distinguish between static and dynamic effects: Section 5

suitimarizes and concludes. o i

2" A Framework for the Analysis

21 | C lds;il]‘;;ation of Economies of Scale
The terms intemal.and external economies of scale are used differently by different
a;lthors. The crucial difference is the level of aggregatibn at which the dividing line is
drawn Some authors refcr to the industry as tﬁe méin dbject of studj. Then irﬁexﬁal
EdS arise on the indust& level, whereas external EOS arise on thé régional level. In
;ﬁlslél;wey, I dlstmgmsh EOS on the firm level, the industry level and the reglonal
leve! I use the term mtemal EOS with reference to the smgle plant or ﬁrm only Tms
has the advantage that intefnal refers to those EOS that can be influenced by the action
of a smgle economic agem External EQS then rcfers t those EOS that cannot be
mﬂﬁenced by a single economic agent They arise on the industry level or regional
level,:which are aggregates ;of economic agents that usually do ﬁét form a ﬁhit of
Vic::cor.lomic décisidn making.

As a consequence, I distinguish internal and extemnal, and static and dynamic EOS.
t'V:Ilntemal EOS (InEOS) arise on the level of the single firm. External EOS (EXEQS)
;riSe .on the level of the industry or tﬁe :région. Static EOS raise productivity léi;éls.

Dynamic EOS raise productivity growth rates.



-Static InEOS reduce the unit costs of: theplant or firm with an increase of its own
current output at-that point in.time. InEOS prevail if the elasticity of costs with respect
to firm output is Jess than one. This means thatunit costs-fall with an increase in output
at any point in time, because of-decreasing marginal costs or the existence -of fixed
.costs in production. - InNEOS can. have several sources. An important -source are
indivisibilities or the spreading of fixed-costs: over a larger scale of output. Additional
sources may be laws of nature or technical-physical:relationships. (Berndt 1991, p. 61),
economies of increased dimensions and economies -of ‘specialization. With a higher
output, workers can specialize more narrowly on a-special task that they may:better
perform than if they devoted only a fraction of their. work time to that task.!

Dynamic InEOS reduce the unit costs of the firm with an.increase in its cumulative
output. They are also called learning effects. An increase: in firm output may lead to
higher productivity through learning such that unit costs decrease over production time.
Additionally, spreading of certain costs like -costs for patents, product development
and costs for capital equipment and plant construction decreaseunit costs over time.

They are independent of the scale of production, but necessary for any productive

1 Other sources of InEOS are superior techniques or organizations of production and economies
of massed resources (Robinson, 1958). Economies of massed resources reflect.the argument that
small firms have to stock resources at a larger percentage of their production than large
firms. This occurs because replacement parts per machine and other reserves.can be reduced due
to a lower variance of the breakdown rate for a higher number of machines used. See Pratten
(1971) and Scherer (1975, chap. 4) for an overview and further discussion of the sources of
TnEOS, its limits and offsetting forces. Scherer (1975) provides numerous references on early
theoretical and empirical work. See also Scherer and Ross (1990), who surveys economies of
scale and Jorgenson (1986), who discusses econometric issues concemning-.the ,different
modelling of producer behaviour under constant and increasing returns to scale.



activity. Further sources are iihi)rovements in organizational structures, capacity of
workers to work J'm"ore productively and technological" improvements. These
irﬁﬁrovemcnts may be different in different stages of production. Firms in new
industries are more likely to exhibit large leaming effects than in mature industries.

“To 'simiup, static InEOS lead to a downward movement along the average costs
curve due to an increase in current output at a given point in time. Leaming effects
léééi;;to; a downward shift of the average costs curve due to-cumulative output.

Inthe case of external EQS (ExEOS), also called positive external effects,
ei{fé}halitics or agglomeration economies, firms benefit from being close to other firms.
Then agglomefétion of economic activities is advantageous because of backward and
forward linkages in the production of goods, labor market pooling, sharing of common
assets like ﬁﬁastrucfure, and knowledge or technological spillovérs.'Static ExEOS
result in a highér productivity level, whereas dynamic EXEOS ‘result iri"a higher
productivity grov(/‘th‘rate. Making a difference between static and dynamic ExEOS is
meortant even if both léad to agglomeration economics, because the origin of these
externalitics is very different.

Static ExEOS prevail if the elasticity of unit costs of a firm with respect to industry
or regional output is less than one. They reduce unit costs of a firm through an increase
mtheoutputof other firms. The increase in output may take place on the le\;ébl df the
industry (_)r*'t.h:ewregvion, depending on the origin of the external effects. If the 6figin of

thé‘é)itemalit'ies_ lics within the firm’s own industry they aréléalliéd localization



externalities (LocEOS). Then unit costs decrease with the output of all firms of the
industry. Localization advantages are for instance labor market pooling; asset sharing,
and the availability of more specialized intermediate input suppliers. If the origin of the
externalities lies within the region or the city where the firm is located, they are called
urbanization externalities (UrbEOS). Then unit costs decrease with the output of all
firms in the region. An u'rbanization advantage is for instance the proximity to
consumers, which reduces transport and marketing costs:2 B

Dynamic ExEOS speed up growth rates of.a'nbindustry. They arise as geograpﬁic
concentration of firms helps knowledge or technologies to spill over from firm to firm.
A distinction has been made concerning the nature of the externalities. Marshall
(1920), Arrow (1962) and Romer (1986) assume that most learning and knowledge
spillovers take place within indivi@_a_l} indg,strigs,_ yvhile Jac;obs (1969, 1984) suggests
that the most significant spillovers cqme from outside the own industry, even if they
are more rare. Therefore, dynamic ExEOS are called Marshall-Arrow-Romer
externalities (MAREOS) if they are of an intra-industry nature. They are called Jacobs

externalities (JaEOS) if they are of an inter-industry nature. That is, dynamic

2 The distinction between localization and urbanization economies goes back to Isard (1956, pp.
182-188).



MAREOS correspond to the static LocEOS and dynamic JaEOS. correspond to static
UrbEOS 3 Figure 1 suminarizes these definitions.

U

Figure 1 —  Classification of Economies of Scale
EOS |
InEOS ExEOS
_ : "
[ | [ l
| Static | - Dynamic| - .. Static Dynamic [
l l
I | [ l
LocEOS UrbEOS | |MAREOS JaEOS

T this’ survey, two concef)ts of increasing returns aré’ not considéed. First, ['leave
out the distinction between EOS on the plant level and on the firm level. The reduction
‘of unit costs due to the joint production of a range of goods and services at the firm
‘fovel is called economies of scope. Scherer et al. (1975) argue that econiomies of scope
dre fueled by the following sources: Risk spreading and finance ‘of capital ‘raising,
advantages of scale promotion, research and development spillovers, multiplant

production and physical distribution, more economical management services, a

3 The lirerature often does not clearly distinguish between static and dynamic EXEOS, Therefore,

one often finds that localization and MAREOS are used synonymously, because both are intra-

_industry externalities. Similarly, often urbanization and JaEOS are used synonymously, because
both are inter-industry externalities. ’



common pool of financial planners, accountants, market researchers and lawyers, and
economies of specialization in seyeral functions on the managerial level. Empirically,
economies of scale and economies of scope are difficult to disentangle, because most
firms have a number of plants or pro‘duce'a range of related products and services.
Then costs ‘aré often difficult to relate to 'a special product. By using a broader
definition -of a product group in the remainder of the paper, 1 assume that each firm
produces one product only, which allows me to-focus on InEOS rather than economies
of scope and to set equal plant and firm level EOS.

Second, I also leave out EOS due to network externalities as modeled by Faréll and
Saloner (1985) and Katz and Shapiro (1985). With network externalitics, the- utility
derived from the consumption of a good rises with the number of consumers of the
same good. Network éxternalities are EOS on the demand- side, while this suivey
focises on the supply side. The telephone network is an example for such-demand side
effects, since the value of a telephone for one person rises with the number of people
she can talk to. Since there is often only the chqice between very few altemati;re
standards or networks, empirical\ eviciencé _of_rdeihand ‘sAide'extemalitics mostly takes
the form of anecdotes. .Corhmon .examples are those of Betamax versus VHS

videosystems, the QWERTY versus the Dvorak keyboard, or Netscape versus other



Internet browsers (David (1985), ‘Arthur (1994, 1996)).4 For the lack ‘of rigor,5 thé

empirical evidence on network externalities will not be discussed further in this survey.

2.2 Theoretical Implications of Economies of Scale

As early as 1928, Young (p. 528) referred to the "simpler and more inclusive view,
siich as some of the older economists took when they contrasted the increasing returns
which they thought were characteristic of manufacturing. industry taken as a whole
with the diminishing returns which they thought were dominant in agriculture."
(Eriphasis added). And Bhagwati (1993, p. 17) points out that "The trade theorists
who have used imperfectly competitive models recently’and who then proceed to claim
1o be pioneers in thinking of ‘possible theoretical arguments for departures of free trade,
appear to us like men who, on 'visiting -a prostitute, boast of having robbed her of her

virtie” Indeed one finds ‘increasing returns in as early work like Smith(1776). and

4 Counerevidence usually does not challenge the existence of network: exiernalities;:but it
questions the conclusion that network externalities necessarily result in inferior market solutions.
** See, for instance, Liebowitz and Margolis (1990, 1994); who question the inferiotity of, the
QWERTY keyboard to the Dvorak keyboard and the equality of the VHS system relative to the
“-*'Betamax system. For the lack of rigour of the evidence and counterevidence it is difficult to say
whether QWERTY or Dvorak keyboards are better. However, the superiority of the QWERTY
keyboard to other keyboards is questionable for another reason. There are more than the two
possibilities to arrange the keys-on a keyboard. Adopting a different combination imposes
virtually no costs to the producer. With 48 keys on my keyboard, each at least double taken,
there are apart from QWERTY and Dvorak at Jeast 96! - 2 combinations to sort the keys - a
number too large to calculate it with my pocket calculator. Only if no other combinations allows
faster typing than QWERTY, something which is hardly imaginable, then the market solution is
indeed the superior one.

5 Notable exceptions are Gandal (1994), Grohn (1996a) and Nelson et al. (1994). See also the
survey in Grohn (1996b). Some of these authors use hedonic price approaches to estimate the
value of the installed base of a good as a proxy for the size of network externalities.



Ohlin (1933). Adam Smith suggested that increasing returns may lead to differences in
national per capita income levels and Ohlin stressed their role for explaining
internatiorial trade flows.

However, despite their early recognition, EOS have not played a major role in
economic theory until the 1970s. Conventional theory instead built on the assumption
of constant returns. This has only partly been due to the difficulties with which EOS
could be modeled. It was also due to the unconventional properties of EOS.. These
propertics can be summarized under four points. |

Path dependence: In regional econiomics, path dependencies mean that any random
disturbance from an equal dispersion of industries would be amplified by the existence
of ExEOS. EOS have a self reih'fbrcing mechanism. Myrdal (1957) called this circular
causation, Arthur (1987, 1990a) uses the term positive feedbacks, and Hirschman
(1958) refers to forward and backward linkages. All these expressions mean that if one
region drintvechnb'lj(;gy starts ‘with an initial cost advantage, EOS put it on a path that
deepens this advanté‘geﬁ Such a path leads away from the initial configuration. Thus,

EOS are rionéergodic, which means that "small events are not averaged away or

forgotten by the dynamics - they may decide the outcome” (Arthur, 1989, p. 117). The

6 Furthermore, Siebert (1969, p- 534) suggested that learn and search processes may explain EOS
and that these can lead to path dependencies. In regional economics. Christaller (1933) and
Losch (1940) argued that EOS can cause a distribution of manufacturing producers in the form
of a lattice of urban sites across an agricultural plain. Economies of agglomeration have further
been investigated by Weber (1909) and Hoover (1948), and it is still common to talk about
EXEOS as ,Marshallian externalities due to the discussion of the topic in Marshall (1920). In
addition, Marshall was the first to distinguish between internal and external EOS.
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same concept applies to firms that compete for market shares and to countries that may
realize dynamic comparative advantages, . ., G

Multiple equilibria: EOS can lead to multiple equilibria. In regional economies, this
means that out of several equally endowed regions that compete. as locations: of
industrial production, each could end up with the bulk of industries if firms were free
to set up préduction in any region. If EOS are unbound, circular causation would lead
to-the dominance of one region and, consequently, to a new equilibrium in which this
randomly enlarged region specializes in the production of industrial goods. But any
other region could have been in its place as well. This means that EOS also lead to
unpredictable and . indeterminate solutions in the case of multiple equilibria.
-Furthermore, it:implies non-linearities- that may introduce analytical: aifficulties in the
«calculation of explicit solutions.

. Lock-in effects; EOS can lead to lock-in effects. The self-reinforcing méchanism that
favors a technology, a region, or-a firm that experienced an initial :head-start, can
.exclude other technologies, regions or firms from successful competition. An
equilibrium that. is -once reached will be locked in and cannot: be reversed, by the
-market process in the presence of EOS. This means that EOS lead to inflexible
solutions out of which exit is difficult.

o Ineﬂiczenczes If multiple equlllbrla are possible, then it is ¢Qﬁéily weli péé‘sib‘le that
an mfenor equilibrium becomes dommant just because of an initial head start. David

(1985) argues=fhat the QWERTYibrdering of letters on a typewriter keyboafd“ is an
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inefﬁpier_u technological standard that has _begn locked in by an early accident. Cowan
(}19%90) points out that dynamic EOS through leaming and construction experience have
lockegi in the nuclear industry into the use of light water reactors despite gas-cooled
reactors might have been superior. Therefore, EOS may lead to monopolistic and
inefﬁc_i:ent solutions. They can ¢§¢ate barriers.l to entry, vtk‘lere‘by, protecting early
entrants from effective fnarket competition. Together with the failure to internalize
positive external effects of production"_and‘ftoo low output levels, this'is why EOS may
lead to market failures. Under certain conditions, these in turn may justify government
intervention.

For long, the above properties of EOS did not appear very appealing.:About
multiple equilibria, for instance, Schumpeter wrote”: "Multiple equilibria are not
necessarily useless, but from the standpoint of any exact science the existence of a
uniquely determined equilibrium is, of course, of the utmost importance; even if proof
has to be purchased at the price of very restrictive assumptions; without any-possibility
of proving the existence -of [a] uniquely determined equilibrium ... a field of
phenomena is really a chaos that is not under analytical control.” In 1939, Hicks even
warned that admitting increasing returns would lead to "the wreckage of the greater
part of economic theory".8 This did not happen mainly due to improvements in the

theory of industrial organization. Notably Spence (1976) and Dixit and Stiglitz (1977)

7 Quoted from Arthur (1990, p. 95).
8 Quoted from Arthur (1996, p. 102).
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improved the modeling of InEOS and Chamberlinian monopolistic - competition.9
Progress in computer technologies has made it easier to handle éven very'complex
models and to work with models éxﬁiﬁitiﬁg analytically awkward properties like path
dépéri('ience and multiple equilibria. Consequently, numeric solutions and simulation

methods become increasingly sccepted as methodological approaches in économics. =~

2:3..:The: Expanding Domain of Economies-of Scalg.in Economic Theory -
Departing from industrial organization, EOS have conquered a number of subfields in
economic theory in recent years, beginning with international trade theory. In
international trade theory, the introduction-of INEOS in combination with preferences
for variety made possible an explanation of.the large portion of intra:industry trade in
total trade, which could not well be explained by traditional trade theory relying on
constant returns. 10

In location theory, EXEOS have long served: to explain why firms may want to
locate near other firms. The explanation of agglomeration economies by EXEOS has
been called the Folk-Tﬁeorem of spatial economics (Scotchmer and Thisse, 1992). The

formation of agglomerations is explained: by :a: higher productivity level or higher

9 See Matsuyama (1995) for a survey, where monopolistic competition models are applied to
explain cumulative phenomena in macroeconomics. He aiso refers to several other surveys that
discuss monopolistic competition from a purely theoretical or industrial organization point of
view.

10 See Krugman (1979, 1981), Lancaster (1980), Ethier (1982), Dixit and Norman (1980) and
Siebert (1994).
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profits that arise by the existence of static EXEOS. In modem location theory, INEOS
have helped to. build formal microeconomic foundations, for the models, For models
with internal as well as external EOS see Rivera-Bat{i_zﬂ (11988) Abdolzgghman (1988),
Krugman (1991) and Krugman and Venables (1995).11 -

In economic growth theory, the introduction of ExEOS made_;:possible an
endogenous explanation of economic_growth, In these moc;o}s, leammg byﬂ domg,
investment in R&D, or the development of specialized inputs to productxonlead to
dynamic economies of scale that enhance growth.12 In develop__rglge{:ot ecooomics
ExEOS contributed to the explanation of poverty traps, big-push industrialization, and
unequal economic development.13

Also modern real business cycle. models often rely on either monopolistic
competition, EOS, or both. See Devercux et al. (1996), Evans et al. (1996), Gali
(1994), Homstein (1993), Kiyotaki (1988), and Ro__tomberg‘and Woodfort (1993) for
an overview.

Moreover, EOS have stimulated discussions about optimal economic policies. If

firms operate on the decreasing part of the average costs curve, there are potential

11 .Abdel-Rahman and Fujita (1990) show why both internal as well as external EOS are important
for the explanation of agglomeration economies. They show that the spatial structure of models
with and without a micro foundation based on a monopolistic competitive structure are the
same. However, the policy conclusions differ substantially. See also the recent surveys on
agglomeration economies by Fujita and Thisse (1996) and Schmutzler (1995). For empirical
cxamples see Porter (1990).

12 See Romor (1986, 1990), Lucas (1988), Grossman and Helpman (1991) and Siebert (1991).

13 See Murphy et al, (1989), ang the special issue of the Journal of Developmont Economics (Vol.
49, No. 1, 1996) on increasing returns, monopolistic competition and economic development.
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benefits of an increase in scale: Governinent interventions- might be justified; because
EOS-can lead to market failures. Then the specific nature of EOS plays a crucial role.
If they are external to the industry, selective industrial targeting will niot be successful.
Strategic trade policy, industrial or technology policy and regional policy ‘are further
fields where the discussion of economic policies is based on the prevalence of EOS.14
Since EOS have had a considerable impact on economic theory and economic
policy discussion, it is important to understand the extent to which EOS matter in
practice. Unfortunately, there is no general conscnsus about their existence, not to
speak of their quantitative importance. This is why I review the empirical findings on
EOS on different levels of aggregation in chapter 3 and 4. These chapters are
structured according to the classification of EOS as outlined in section 2.1. The next
subsection lays out some general principles of modeling EOS in production-and cost
functions in order to explain how to test for the existence of EOS on the different

levels of aggregation.

2.4 Modeling Economies of Scale
In the following, I lay out the modeling of EOS in the production function and cost

function framework, and show how to arrive at an equation that can be estimated for

14 See Brander and Spencer (1983), Dixit and Kyle (1985), Eaton and Grossman (1986),
- Horstmann and Markusen (1986) and Siebert (1988) for strateglc trade policy and Stolpe (1995)
and Siebert (1992) for technology policy.
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the different types of EOS.I5 For simplicity, I use the following Cobb-Douglas

production function:
@1 Y=A-x"x32,

where Y denotes firm output, A denotes a general prgductivity parameter, and x; and
X, are inputs with ¢y and a4 as their elasticities. Retumns to scale can be expressed
as r=a; + 05, because output increasés byithAe factor r of inp@t‘expansion. There are
increasing retumns to scale for » > 1, constant retumns to scale for r =1, and decreasing
returns to scale for r <1. The notion economies of scale describes r—1. They are
positive for » > 1, zero for r =1, and negative for r <1.
The general cost function is:
(22) C=Px +Pxy,
where B, P, are the prices of inputs 1 and 2.

i
i

In order to transfer (2.2) into a cost function that can be estimated, first cost

minimization subject to (2.1) is assumed.

minL o
@.3) =Py + Poxy + A (Y~ A xf ‘x22).
X1,X3 |

Solving the Lagrangian for x; and x, yields:

15 See also Berndt (1991, pp. 66-81) and Backus et al. (1992) for a description and derivation of
different types of EOS.
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(24) x;==L-2.x,,
oy B
a, B

Xy =Ly
oy P

- Plugging expression (2.4) into the production function and rearranging terms yields:

2.5) xl:{f(a_Z..P_lJ }

LA 0!1 P2

. _ 1/r
e )
27 a\la, P

Plugging these expressions into the cost function (2.2) and rearranging terms yields:

26) C= r(Aozf‘lozg‘2 )_”'(Y-aale‘"z )”' .

This function is dependent on prices and oﬁtpint only. ». Deﬁning
u_l/’ . o i
k= r(Aaf“ag‘z) , taking logarithms and including a stochastic disturbance term

(W), it can be transferred into a log linear function, which can be used to estimate static

InEOS:

27 WC=tk+ iy +%inp + %2 mpp.
r r r
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Estimating dynamic InEQS aims at describing cost reductions due to learning effects
th;opgh cmulative production. Thesé effects can be included in the production
function by specifying the productivity term as A, ¥A’ . n,a ¢ ,‘ where n, is .tvhe‘amo{mt
of cumulative output produced up to but not including time ¢, o, is the elasticity of
u»nitv costs with respec§ to cumulative output and .A’ is the general produé.ti;ity

parameter net of learning effects. The log linear cost function is now described by:

28) mC=mk+%inn+lny+ Binp+ 2np +p,
. r r ¥ r

-1/r
where k’=r(A‘a‘1"1ag’2) .

Making the assumption that the change in the two price terms of equaﬁoh (28) ¢an
be measured by the GNP deflator, and subtracting the price terms on both sides, yields

an expression for real costs. By further subtracting InY, from both sideé,' real unit costs

can be expressed as:
2.9) 1nc=1nk'+95£-1nn,+(1—"—r~j-1n'y,+‘u.
r r
Equation (2.9) is the cost function that can be estimated including staﬁc >and
dynamic InEOS, where Ink"=Inc; can be regarded as the costs of the first unit

produced. If the restriction of constant retumns to scale, i.e., =1, cannot be rejected,

one arrives at the learning curve function as usually estimated in the literature:

(2.10) In¢, =lnci+a . np,+ 4.
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The equation implies .ﬂlat if cumulative output increase:s. by a:feetor n, costs
decrease to n%c percent of their previous level. To stz;ndardize a Ivmeastl‘lre for cosf
reduetiens, the leamin;g‘ curve is commonly said to ha.ye-av d percent slope. if cufnﬁléfiye
oufpue dou.blles, e n=2, sﬁch that d = iaf .

The esthﬁetien .of statie EEOS works in a simila'rv yvay as the estimation of dynamic
InEOS. With étatic ExEOS p‘roe(:i.uctivity inerea‘ses,‘ i.e. unit cost decrease, with the
amount of production of others but the own firm at 2 point in time. In the case of
localization EOS, productivity is dependent on the number of firms of the same
industry. In the case of urbanization EOS, firm productivity depehds on ihe output of

all industries but the own industry. The productivity term can be specified to be:

p 7
N
@11) A=AYY; 22 ,
i=1 J=li=y
iz j#j

where Yj; denotes output of firm / in industry j, p is the elasncny of producuv1ty

towards own industry output, ¥ is the elasticity of productivity towards output of other
mdustnes and A’ is agam a general productivity term net of these etfe"ts

Spe01fy1ng the cost function (2.6) by expressxon (2 11), the log linear form can be

used to test for the existence of LocEOS and UrbEOS by:



p N y M N »
(2.12) 1nc_=_.1nk'+,7 v |+ - ZZ +— lnY+—lnP1+——~lnP2+,u

i=1 -

i#i }:1
: =1/r .
v A1 %2
ad  k=r(aofiafz)

For p#0,and y 20 the egiste_nce of localization and ﬁrbanizaﬁoh EOS]s confiﬁf;ed.
Dynamic ExEOS influence the »growth rate of the ‘pr§ductivity parameffa!r. Iﬁ tyltle.:
presence of MAREOS, productivity gr&wth depends positively on thé ‘o.utpvutv’ of all |
firms of the own industry in the region. In the presence of JaEOS, productwuy growth';
depends positively on the output of all industries but the own mdustry in the region. |

Productivity growth can be expressed as:

B ¢
N M N
@QIM=8413Y | | X XY |
i=1 J=li=1
izl J#l

where B is the elasticity of productivity towards OWh'iﬁdustry output, ¢ is the
elasticity of productiv‘ity towards all, but the own indust})‘/: é)utbut; and AA’ ‘"i‘s'*tvhe
productivity growth net ‘of these effects. |

Usiﬁg production function (2.1), output growth can be decomposed into productivity
growth and input growth. Taking (2.13) as é description of productivity growth and

including a stochastic disturbance term, one arrives at:
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(2.14) I AY =InAA’+ Bln Z'iY,-j +oln _ley,-j +oAlnxg +opAlnx +
= J=li=1
il jel

For B#0,and ¢ # 0 the existence of MAREOS and JaEOS is confirmed.

Empmcal studies as those surveyed in the next two chapters often use different
equatlons than (2.7), (2. 9) (2.12) and (2 14) to estlmated EOS. This can be due to the
use of different productlon functloms, the mclusxon of furthel regressors or the

adjustment to qpecnﬁc data sets The underlymg pnnc1ples of modeling various forms

of EOS however, remain the same,

3. Internal Economies of Scale

3.1 Estimating Static Internal Economies of Scale

The estimation of static InEOS faces severe difficulties, The lengt‘h..of the proc.luctisn
Tun cannot egﬁi!y be extended or reduced for experimgptal purposes for a large number
of firms, such that thg qegree of EOS can b¢ mc_:asured accurately. Therefore, then
auxiliary measures instead of econometric estima;es afé taken. as an assessment of the
nnportance of InEOS. Strong InEOS favor large ﬁrms ohgopoh-s;tlc r.nar'ket stm'ctﬁres
and the concentration of productxon Henc;e the followmg four mdlcators a;e c;ften
used as an indirect measure of the é:rcngth of EOS in an mduetry The Price- C,;ost.

Margin also called the Lerner Index is calculated as price minus marginal cost divided
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by average cost, It indicates the degree of marlged power of a ﬁrm withm an industry.
The n-Firm Concentration Ratio shows the p;op}orvtiopb of }gta} sglg}s__ m the mdustry
accounted for by the » largest firms. The_Herﬁndq.hzl-_HiErs_chman Index is the sum of
the squared mark»et‘s_hare,s of all firms in lhe_indpst_ry,and __il}qreases with. _l_;igher
concentration of production.

Comparability of firm level EOS .is further complicated if ﬁrms operate with a
different scale of production at which the degree of EOS is estimated, because the
degree of EOS varies with the level of output at which they are m;e_asured. In’the
presence of fixed costs, the average cost curve is downward slgping even for constant
marginal costs, because average fixed costs decline. Then, the redugtipp of \‘mit_' costs
from increasing output by a given absolute level is highest at low levels of output. If
$0, scale economies may be more relevant for small firms and may already be more
exploited by large firms. Therefore, Bain (1956) suggested to measure the degree of
InEOQS at a fixed point of the long Tun average COst curve, This could be 11/3 or 1/2 of
the Minimum Efficient plant Size (MES). The MES is the size of the firm at which the
long run average cost curve starts being flat such that a doubling of output leads to an
insignificant reduction of unit costs, say by less than 5 percent. The degree of InEOS is
thén measured by the increase of unit costs f_rom the MES to 1/3 or 1/2 of MES.
Furthermore, the MES itself is a measure of EOS, because high MES point to a

reduction of unit costs over a large range of output.
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The three approaches most commonly used to assess and estimate’ direct or:indirect
measires of static. InEOS are the. survivor technique, econometric estimates of profit .
and. cost functions and engineering estimates.16 Inthis section, I focus mainly ‘on
econometric and-engineering estimates, since these approaches are able to yield exact
estimates about the size of InEOS. In contrast, the survivor technique is often used-as a
first: measure to assess the size structure in an industry before more rigorous
econometric approaches are applied. The technique has been suggested by Stigler
(1958). He argues that instead of estimating potential costs at different levels of output
itwould bé more -appropriate to check whether firms at different sizes are able to
survive. The optimal firm level can be seen from the growth rates of firms at different
size .groups. He suggests: "Classify the firms in an industry by size and calculate the
share of industry output coming from each class over time. If the share of a given class
falls it is relatively inefficient and in general is-more inefficient the more rapidly the
share falls" (p. 54). If a class of ﬁrms is able to survive it will have at least MES. The

survivor test has the advantage that its costs are much lower than that of other

16 MacPhee and Peterson (1990) is the only study T am dware of that compares the results of
engineering, econometric and survivor approaches. For a comparison they chose the US flour
milling, cheese, and fluid milk industries over the years 1958 to 1982. They find that all
techniques lead to similar resuits.
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approaches. This is true for data collecting as well as data processing.17 The problem
that Stigler himself found is that a large range of firm sizes passes the survivor test
which indicates low InEOS. The survivor test might also be biased because it cannot
control for other influences than size by including further explanatory variables like
heterogeneity of inputs, the quality of the management, or the. size of the market.
Similar to the specialization of production, optimal firm size is also an increasing
function of the size of the market, reflecting trade costs rather than scale efficiency
(Berry, 1992). Also, the process of firm shrinkage and growth is a very gradual one.
As firms start small and . grow, the size structure in an industry also reflects its
historical life pattern instead of its possibility to sqrvive. It might also be that the
optimal technology varies with other characteristics of a firm and optimal size is a
function of technology. If also firm size varies in the product cycle, there might be
firms with non-frontier technologies that should not change their size until the existing

technology has been depreciated, which might bias firm size classes further.

17 Stigler applies the test to 48 three digit US industrics, and calculates optimum firm sizes for each
of them. He finds that‘the optimum size has a fairly wide range. This let him conclude that the
average cost curves for firms are horizontal over a long range of firm size. Saving (1961) found
that.over half of US industries for which he made-survivor test for 1947-1954 had a MES of
maximal 1 perceat of the industry size, which also indicates an early flattening out of the average
costs curve. Other early applications of the survivor technique are Weiss (1964),. Shepherd
(1967), who provides estimates for 117 industries, and Rees (1973). More recent ones are
Pickford (1984), Keeler (1989), and Rogers (1993). Hibdon and Mueller (1990) show that using
4nniual data over the period 1947-1984 changes Stiglers results in the petrolium refining industry
and leads to a declining long run cost curve. Eisen (1994) studies the optimal firm size in the life
insurance buisness. He finds that the optimal firm size is streched over a fairly large range, which
contradicts the hypotheses that scale economies determine firm size in the insurance business.
He notes that regional markets, specialization of small firms on specific products and market
niches may explain that firms of different sizes are able to survive.
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Econometric estimates

Anpthefmethod of estimating InEOS is the comparison of costs or profits of firms in
an industry at different scales of output on the basis of cross-section, time series. and
panel data. Probably the best studied industrial sector is the electric power generation,
where most studies find considerable InEOS. These, however, may change over time.
Foz instance, Christensen and Green (1976) analyze InEOS with cross-section data for
US electric power firms. While significant unrealized scale economies could be found
in 1955, most firms were operating at the flat part of the average cost curve in 1970,
Far further references see the surveys by Cowing and Smith (1978) and Jorgenson
(1986, pp. 1893- 1897).

Lyons (1980) estimates MES of firms in 118 UK trades. He finds that for most
trades- MES is below 250 employees, which indicates rather small InEOS. Griliches
and: Ringstad (1971) and Ringstad (1978) analyzed manufacturing industries in
Norway. Frem the data on more than-5000 firms, they find evidence for small
economies of scale in the range of 4 percent that are not very sensitive to the
prodﬁétien fun'etion us'ed and showed little differenées across induetﬁee; The éuthors
pomt out that the estlmates may be uncertain, albelt it is equally well p0551ble that they
are 100’ low or 0o large Baldwm and Goreckx (1986) estimate cost and productxon
functions for Canadian mdustnes on rhe 4 dlgxt level. For 1979 they find returs to

scale to average approximately 10 percent for 107 manufacturing industries. Highest
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InEOS were .foAund m tobacco, non-me_tallic mineral goods and food and be_:verages7
whereas low InEOS were found in clothing manufacture, knitting, leather and textiles.

Owen (1983) estimates InEOS usin_g price and,gost data for the Eg_;opean car, truck
and consumer d,urgblesi in_dustries. He ﬁ_»ngd_g’_costs reductions du¢ to an i{;qrcasg_ pf
output, but does not distinguish between statiq_ra}nd,dynami_c_lnEOS. Little,. Ma;qmdar
and Page (1987) analyze the relationship between firm size and factor productiyéFy in
five Indian industries. With the exception of machine tool manufacturing no InEOS
could be found once technical efficiency was controlled for by the average experience
of the labor force, the age of the capital stock, the expen'em_g of the entreprencur and
the level of capacity utilization. Scherer (1980, p. 92) presents profit rates for small
and large US firms for the 1960s and the 1970s. He finds evidence that larger firms
have higher profit rates, but these estimates may be biased upwards due to variations
across size categories in the accounting conventions involving depreciation. Marcus
(1969) finds no clear. re;,lationship between size and proﬁtabﬁity in the US. Smﬁe
ihdus_tries are characterized by positive, others by negative and others by A‘n‘o
relationship between size and profitability.

Panel data analyses that have been used by Westbrook and Tybdut (1993) and
Tyl;éut and Wéstbrook (i992) to analyze scale effects in Chilean and Mexican
ménufacturiﬁé ﬁrms of different three digit industries. Westbrook and Tybout ('1993)
find returns to scale to vary between 0.8 and 1.2 between different industries.

However, the coefficients are notﬂstatistically different from 1, i.e. constant returnsto
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scale; “"I/‘hés‘e <es'timat;s :abstract from ﬁxed"c‘bsitg,':whi'ch may be a EKs:t'i":ong source of
InEOS Tybout and Westbrook (1992) find scale effects of more than 2 percent ini only
3 of 20 mdustrles They use several esnmators notably 'OLS, between estimators,
w1th1n | estimators, jth' difference estimators each with and without instrimental
véxri;gles. The prépertiés of these‘ eStim&téfs are discussed in length in Tybout and

Westbrook (1993) and are summarized in Table 1. The table suggests that instrimental

variable estimators - including method-of-moments estimators - aré the ~most
appropriate estimators, because they consider sunk costs, and they are not biased by
unobserved firm effects and measurement error. However, it is usually impossible to

find appropriate instruments.

Table 1 -— Sources of Bias for the Estimators

Estimator Capture | Biased due to Biased due to
. surk costs | unobserved measurement error
o " plant effects o
OLS . . ves ) ooyes yes |
Between yes yes yes but attenuated
Within o . no no yes, possibly exacerbated
JH Difference no no yes, possibly exacerbated
Instrumental variables OLS yes ., . 1o no
Instrumental variables between yes o no
JInstrumental variables within o no no no
Instrumental variables j*# difference no no no

S6tifce: Tybout and Westbrook (1992). L
“Using Census data to estimate the relationship of costs or profitability on the one
side and-the scale of output on the other side has several further drawbacks. The

definition of most Census trades includes the production of a broad range of goods for
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which InEOS' and other characteristics: like:»market size and growth may vary
substantially: The estimates may also-reflect influences-of varying relative factor prices
at differenit output levels. An omitted variable problem aris¢s when trying to sort out
cost savings associated with' scale from those due o other-possible sources;. For ..
example, lower costs and higher profits may also be caused by higher monopoly power:-.
of larger firms. Profits are often lower in smaller firms not because of lower efficiency,

but because owner-managers, pay themselves higher salaries-in order to avoid double .
taxation. Small firms do better in booms than large firms and less well in throughs

reflecting a less diversified product and consurmer structure, and larger firms have more

possibilities to smooth reported earnings in their accounts. For the empirical analysis

the main problem is how to measure the cost decrease. Actual observations also

include the impact of other variables like product heterogeneity, differences of capital

vintages between firms. within an industry, and the quality and prices of the factors of
production. Cost data may understate InEOS, because competitive pressure eliminates

a higher share ‘of actual or latent smaller firms than larger ones. Since only the most

efﬁéient small firms are able to survive, the sample is biased, which leads to a weaker
observed size cost relationship than that implied in the technology.18

Another part of the literature on InEOS relies on Hall (1988, 1990). Hall observes that

prices differ substantially from marginal cost in US industries, and that the Solow

18 See Berry (1993) for a thorough discussion of the complications when relating firm size and
economic efficiency.
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residual'fails to be uncorrelated with product demand. and factor price.- movements. He
discusses several possible explanations of the failure of this invariance property. Hall.
conchides that the most likely is monopolistic competition and increasing returns, both
of which contradict the crucial assumptions ofi-Solow’s approach tomeasure
productivity growth. He develops a method to derive an index of returns to scale and
estimates of mark-ups over marginal costs. Using value added data for US.
manufacturing, he estimates mark-ups. for 26 two digit industries and finds returns to
s€alé to exceed 1.5'in all of them but services.!9 His approach has been adopted.and
further developed ‘by Caballero and Lyons (1989, 1990, 1992)-and Bartelsman,
Caballero and Lyons (1994). Caballero-and Lyons include a measure for aggregate
manufacturing in Hall’s approach. This enables them to distinguish between internal
and external EOS. In their study internal EOS -refer to productivity increases due to
industry wide output expansion; thus, captures something in between InEOS and
LocEOS in my classification. They find no increasing internal returns, but a positive
correlation between productivity in a specific industry and overail industrial activity.
They conclude that external EOS rather than intemal EOS are the most important
reason for the failure of the invariance of the Solow residual. The use of value added
‘data in these studies has been criticized by Basu and Fernald (1995). They show that

with imperfect competition value added data biases the estimates so that one-finds

19 Seé Domowitz et al” (1988) and Shapiro (1987), who also report strong market power in
numerous US industries and significant departures of competition,
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large- apparent externalities even if they do not exist. Instead output data should:be.
taken. Using gross output data for 21 two digit US manufacturing industries, they find
little-or no significant effect_s of an inqrease of output.in one manufacturing .s_ector-on‘
the productivity of other sectors.20 21 Hall’s approach has been further developed by
Roeger (1995) who controls for the possible presence: of imperfect competition. By
considering. positive mark-ups over marginal costs, he is able to show that over,90
percent of the. difference between primal and -dual -productivity measures can be
explained by imperfect competition. As a by-product he gets mark-up estimates for US
manufacturing industries. His estimates are considerably lowes than Hall’s and, lie
between 15 percent in apparel-and 214 percent in the electric, gas and sanitary services
industry. Oliveira Martins et al. (1996) further extend Roeger’s method by including
intermediate ‘inputs. This makes it possible to estimate mark-ups by using output
instead of value added data. This removes the upward bias of the estimation with value
added data (Basu and Fernald; 1995). Oliveira Martins et al. (1996) use the OECD
Stan-database to estimate' mark-ups for 19 OECD countries and 36 manufacturing

sectors at-the 3-4 digit level.-Figure 2 summarizes. -their results..It can be seen that

20 However, Qulton (1996) confirms the results of Caballero and Lyons by the use of gross output
data for the UK. He finds externalities of an expansion of aggregate manufacturing output, but
no externalities of sectoral output. On the industry level returns to scale appear to be constant.

21 Burnside et aL (1995) and Burnside (1996) argue that the evidence for increasing returns based

on Hall’s approach is not convincing because they do not control for the cyclical variation in the
utilization of capital, and impose non-justified cross-industry equality restrictions on the
parameters. Burnside’s most robust evidence suggests that the typical US manufacturing
industry displays constant returns with no external effects. However, he acknowledges that there
is significant heterogeneity across industries.
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mark-ups vary considerably between industries and countries:Highest mark-ups were
estimated for tobacco products, drugs and ‘medicines, office and‘computing machinery,
whilé ‘lowest tark-ups were estimated for footwear, wearing apparel, and “motor-
vehicles.

Summing up, most econometric studies find positive economiies of scale. However,
there are several difficulties with economettic estimates. Estimates of mark-ups seem
to yield robust evidence for the departure of perfect competition -and marginal: cost
pricing, which supports the hypothesis of the importance of InEOS. However, it should
be noted that, while these studies estimate the importance of firm level EOS, they do
notuse firm level but industry level data in their qstimation.- .

Engineering estimates

In‘order to circumvent the problems that arise with real data, the engineering approach
takes hypothetical -data for costs at different output levels in order to construct
éngineering cost functions. In this approach, estimates of cost levels at different scales
of production made by inanagers, engineers, economists ‘and - accountants -‘are
assémbled. Scientific laws, experimental data and process costs:are-taken’ together to
estimate a relationship of unit costs and the scale of prgdygt_igr_l. This _ gives a
calculauon of probable costs of enp_érpri_ses of different sizes. The advantage of this

approach is that it is able to focus on the specific production process where it can
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Figure 2: Estimated Sectoral mark-ups for 14 QECD countries
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Source: Oliveira Martins, Scarpetta and Pilat (1996).
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abstract from influences o‘thé";'j than scglg?,'such as relative prices and leaming effects.
The concentration on the tqchﬁgal aspects 5f an increééé"ih output .increases its
reliability in the sense ‘thaf it is not biased by other influences.

The const;uction of eﬁgineéfﬁ;é p_fodu_ction functions goes back to Chenery (1949).
Since then, several specific mdustlystudles have been perfqrmed. Thgse are surveyed
in Wibe (1984) and further discussed in Smith (1986) aqd“\vibe" {1986). One of the
first more comprehensive studies of INEOS using engineering data was Pratten (1971).
He examined plant size EOS on the basis of firm data fr_om: 28 manufacturing
industries in the UK, and concluded tha: considerable EOS ex1st These, however, vary
substantially for different industries. The _rﬁq_st comprehen"s;{\:{é _e::i:/'idé'rlce on InEOS has
been collected again by Pratten (1988). He SUMMArizes numerous studies, out of which
the most important may be P_r_atﬁt;é:n (1971),Scherer (1975, 1_77980), Miiller and Owen
(1983), Miller et al. (1985), Weiss (1976) and Connor et al. (1984). The results of
these studies are presented in Taﬁlés 2;‘4.”’\lfa‘ble 2 shows brahcheg,:(!):f‘ manufacturing
industry ranked by their approximate size of InEOS, which has ,béé:r»:lﬂ'ﬁ.‘leasured at 1/2
MES. Very high degrees of InEOS were found in motor v'ehicles"',“other means of
transport, chemicals, machinery and mstrument manufacturin‘g,' éi'nd‘pépér and printing,
Erherson (1988) concludes that InEOS are an important characteristic in the production
of EU industrial goods since over 50 percent of the EC 12s industrial production takes
place in these branches. This-is confirmed by Prattens’ (1988) calculations of the

percentage of MES of UK and EC output. From this percentage the sustainable
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number of firms in an industry can be conciuded. High:percentages indicate high
InEOS independent of the eiasticity of output to an increase in inputs at MES. Pratten
(1988) shows that for several industries MES are too high to support more than a few
firms in the UK. 27 percent of EC output is préduced in industries whose MES is
above 5 percent of the whole EC market. Consequently, in the -long run these
industries support at most 20 firms EC yvird_eé o
InEOS were lowest or non-existent in the branches of leather and leather goods,
footwear and clothing, timber and wood as well as the textile mdustry Low InEOS
. prevail in food, drink and tobacco, and rubber and plastics. Table 2 also shows that the
cost reductions at 1/2 MES vary substantially in different subsectors of the branches.
Tvab‘_lé:v3_ shows the distribution of extracosts in per cent that arise from a firm size
below 1/2 of MES. The tabie shows that InEOS were in the range of 2-15 percent for
most of the 45 firms for which a cost gradient was available. Product grqti;;‘s on the 3
digit level of the NACE Code for-which InEOS are superior or equal to 10 per cent are
shqwn in Tableb4. The highest le;lels‘ of InEOS can be realized.in books, bricks, dyes
and aircraft.
These esthna@s afé no fixed téch.ni:(‘:éipré‘la'tionship or a common law. MES firm
sizes changé 6ver time'and are different in different countries. For example Sands
(1961) found &at MES increased by ziBout -3; percent on average of 46 industries

between 1904 and 1947. Schwalbach (1988) shows that average firm size in Germany,
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able 2 — Branches of Manufacturing Industry Ranked by Size of Economies of Scale -

NACE Branch Cost gradient - Remarks
Code at half MES
(percent)
35 Motor vehicles 6-9 Very substantial EOS in production and in development costs.
36 Other means of 8-20 Variable EOS: small for cycles and shipbuilding (although .
transport economics are possible through series production level), very
substantial in aircraft (development costs).
25 Chemical industry 2.5-15 Substantial EOS in production processes. In some segments of the
industry (phannaceuucal products), R&D is an important source of
EOS. s
26 Man-made fibres 5-10 Substantial EOS in gcnera]
22 Metals >6 Substantial EOS in general for production processes. Also p0531ble
- in production and seéries production. !
33 Office Machinery 3-6 Substantial EOS at product level.
32 Mechanical 3-10 Limited EOS at firm level but substantial production.
engineering
34 Electrical 5-15 Substantial EOS at product level and for deyelopment costs.,.
engineering : ST T
37 Instrument 5-15 Subslantial EOS at producl level, via developmem costs.
" enginecring :
47 Paper, printing 8-36 Substantial EGS in paper mills and, in pamoular printing (books).
and publishing
24 Non-metallic >6 Substanual EOS in cement and flat glass production pmcesscs In
mineral products other branches, optimum plant size is small compared with the
optimum size for the industry. e
31 Metal articles 5-10 EOS are lower at plant level but possible at producuon and series
(castings)  production level.
48 Rubber and 3-6 Moderate EOS in tire manufacture. Small EOS in factories making
plastics rubber and molded plastic articles but polemlal for EOS at product
C and series production level.
41-42  Drink and tobacco 1-6 Moderate EQS in breweries. Small EOS in cigarette factories. In
5, Sty e ) marketing, EOS are considerable.
41 42 Food 3.5-21 Principal source of EOS is the individual plant. EOS at marketing
and distribution level.
49 Other na. Plant size is smail in these branches. Possible EOS from
manufacturing specialization and the length of production runs.
1437 77 Texiile industry 40 - EOS are more limited than in the other sectors, but possible
(carpets) economies from specialization and the length of production runs.
46 Timber and wood na. No EOS for plants in these sectors. Possible EOS from
: L specialization and the length of prodiition runs, R
45 Footwear and 1 Small EOS at plant level but possible EOS from specialization and
et clothing (foowwear). _ longer production uns:
44 Leather and na. Small EOS.
leather goods

Source: Pratten (1988), cited .Erom Emerson et al. (1988).
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Size (MES)
Extra costs (as percent) --1. - Distribution-of sample (percent)
0-2 ’ 4
.25 36
5-10 29
10-15 24
15-20 2
20-25 2
25 and over 2 o

Sourct;: Pratten (1988, p. 82).

Table 4 — Products for which the Cost Slope below 50 Percent of the Minimum Efficient Size

(MES) is Superior or Equal to 10 Percent

NACE Code. .. Product Cost gradient at 1/2 MES
473 Books 20-36
241 ...Bricks . 25
251 Dyes 17-22
364 Aircraft 20
251 Titanium oxide 8-16
242 Cement 6-16
251 ‘Synthetic rubiber: 15
342 Electric motors 15
471 Kraft paper 13
251 Petrochemicals 12

26 “Nylon 12
31 Cylinder block castings 10
311 - Small cast-iron castings 10
438 Carpets 10
328 Diesel engines 10

Source: Pratten (1988).

frty
ey

Ttaly and the UK is considerably smaller than the MES, which leads to higher
productioh cdsfs of up to 25 percent. The gains from.E:l'lropea'ri miegration depehd' in
how far these EOS are realized. If production can indeed be expanded to MES,

productivity gains are huge.
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~ The disadvantage of engineering estimates is the lack of familiarity of managers and
engineers with what happens if firms are operated at a different size than the one being
used. Thus, they érg bsub'jective to a ciertain extent. It is also often difficult to get
reliable and comparable information. Since the sources are interviews and
questionnaires the approach is associated with high costs both for the informants and
the informer. It lacks the rigor of_ other approaches that can be tested by statistical and
econometric methods. Additionally, engineering data tend to show greater cost
reductions with size than do cost or profit data. Berry (1992) argués that engineers
may hold constant the technology across size of potential firms, although lower-cost
technologies may exist for lower or higher levels of output. This may bias costs

estimates for output levels above the current output level of the firm.

3.2 Estimating Dynamic Internal Economies of Scale

Empiricaivstudies of dynamic InEOS cir leaming effects go back to Wright (1936).
He found ;hat ;he productivity of aircraft __produc;tion increases with firm cumulative
output. Such leaming curve effects have been surveyed by Argoté'and Epple (1990),
and extensively studied by Ghemawat (1985).22 Ghemawat compiled 97 studies. that
;\nalyze feaming effects for 102 manufacturing products. A sdmriiary of these studies is

given in Table 5. The average elasticity of unit costs with respect to cumulative output

22 see also Berndt (p. 66) for further references on the estimation and interpretation of learning
curve effects.
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is 0.31, which translates into a slope of the leaming curve of 0.81 . per:eent.
Consequently, unit costs ‘decline on average to 81 percent of their previous' level i

cumulative output doubles.

Table 5— Learning Curve Elasticity Estimates for Maﬁufacturing Products

~ Number of products - | Learning cirve elasticity (-0, | * ‘Eéarning clirve slope’¢d)
~3 S e 062074 o 0.60-0.65 -

3 0.51-0.62 ' 0.65-0.70 '
10 _ 041-051 | . 070075
23 032041 ' 0.75-0.80°
30 - 0.24-0.32 0.80-0.85
26 SET0.1540.24 0.85-0.90
6 0.08-0.15 0.90-0.95

Sl 0.00-0.08 : 0.95-1.00. -
Average: 0.31 _ Q.81 e

Data Source: Ghemawat (1985).

Learning effects vary according to different sectors. Table 6 shows sectors where the

highest learning effects can be realized according to Emerson(1988p138) These
are electronic components and microcomputing. As it seems, lea_ming: ‘effe:cts" are the
bstronger, the higher is the share of labor, especially skilled labor, and the lower is the
share of machinery costs in manufacturing. Ghemawat (1985, p. 144) concludes that
"manufacturing activities encounter steeper learming curves than raw nleterials‘
purchasing, marketing sales or distribution”. This reflects that in the ea"rl'y"stages of a
products’ life cycle, the most significant gains can be experienced by cumulative

production.23 The semiconductor industry is often cited as the prime-industry for

leamning by doing effects. Irwin and Klenow (1994) use quarterly firm data for the

23 See also Emerson (1988, pp. 137-140).
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.period 1974-1992 to assess learning effects of seven semiconductor generations. They
find that the fall in unit costs due to an increase in cumulative output is as high as 10
percent to 27 percent. Intergenerational spillovers are weak or non-existent, indicating
that a comparative adyantage in the production of one semiconductor generation does

not imply a strategic asset in the sense "t.hat'_ it may lead to a long lasting competitive

_ aa;r;lntage in future semiconductor generat:ijo’ns. Additionaily, .Irwin and Klenow find

that firms lea"rp three times more from an increase in their own cumulative production

than from an increase from other firms cumulative production.

¢ Table 6 — Examples of Total Unit Cost Reduction Observed for Various Activities as a Result of
Doubling Cumulative Production

Industry or service sector Fall in unit costs as a result of
cumulative production being doubled
Electric components C 30
Microcomputing : 30
Ball-bearings . ' - V 27
Industrial Plastics 25
Equipment maintenance 24
Life insurance 23
Aerospace - ' 20
Electricity 20
Starters for motor vehicles 15
-4 .-Oil refining . 10

‘ “Source: Emerson (1988, p. 138).
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3.3 The Empirical Relevance of Internal Economies of Scale

Despite .many methodological reservations, taken together:the previous.two sections
document the -existence of INEOS. The ~fmdihés_‘haVe an; implication for the modeling
of market structures. That is; the macroeconomic models of section. 2.3 that give up the
assumption of constant returns and perfect competition are in line with the empirical
findings on InEOS. However, the question remains whether the inclusion of EQS-adds.
to the explanation of the economic phenomena-under study. Put .differently, the
inclusion of InEOS does not necessarily mean that they have a large quantitative role.
to play. Thus, this section examines the empirical relevance of InEOS.

Intematié::al trade may be the ficld in which the inclusion of InEOS has the ‘most
direct theoretical impact. The -large share of intra-industry trade: in total :trade::is
difficult to explain by traditional trade theories. Therefore, most modem approaches
rely on preferences for variety and InEOS. With preferences for:variety, as many
goods as possible are consumed. Fixed costs of production limit the- number: ofigoods
that a“country can produce. ' Hence;: products from one’s-own and.from.all other
countries ‘are:bought. Trade costs; however, ensure that the consumption of each-homeé
variety is higher than the consumption of foreign varieties: Large countries. produce
with a larger scale of output than small countries. Inturn, a larger-scale of output is
associated with lower average costs. The higher are fixed costs and InEQS, the smaller
is the number of goods produced in a country and the higher is import demand. This

leads to two testable hypotheses. First, large countries have a comparative advantage
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in goods subject to large InEOS (Helpman and Krugman, 19885, chap. .10). Second, the
volume of intra-industry trade rises with the degree of mREOS.

Torstensson (1995) tests the first hypothesis with OECD data for 23 countries and
product groups at the 4-digit level of ISIC. He finds no evidence that countries with
larger domestic markets are net exporters in industries that are characterized by
InEOS. However,.he states that his results are sensitive to the proxy variable used to
measure the degree of InEOS. Auguier (1980), Glejser et al. (1980), Tyler (1976) and
Roberts and Tybout (1991) find that exporters are typically larger than firms oriented
toward the home market only. Above that Schwalbach (1988), Owen (1983), Miiller
and:Owen (1985) and Scherer et al. (1975) find that firm sizes are positively correlated
with- export activities even if controlling for domestic market size. Banerji-(1978),
Caves (1984), Baldwin and Gorecki (1986) and Schwalbach (1988) report that home
market size is correlated with average firm size, so that large domestic markets seem
to- yield a competitive advantage for export activities, giving support to the first
hypothesis. However, Krugman (1984) and Tybout (1993) argue that independent from
InEOS, low marginal costs always lead to higher exports. In turn, low marginal costs
may result from other sources like cross-firm differences in learning by doing, R&D

spillovers, other regional extcrnalities or more modern technologies. .
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Concerning the second hypothesis, empirical studies find no robust relationship

i

between scale and intra-industry trade.24 Leamer (1992) finds that ;cc;r;s;ant returns to
scale cannot generally be ruled out. Ti}ga_n,_ :I'T;adrc also could pe explaingq; :by Annigg;pn
prqferenceg j‘w_l'_mere consumers simply} dlstmgulsh lg)ggween home and _fg;f;ign consumer
goqu. However, ngdgan (1994) argues that rrllqst‘prev‘ious empirical evglugtions of
intra-industry trade models failed because of inporrectly regressing Grubéi ~and VI‘AIde
indices on various proxies for scale economies. He argues that the Grubel and Lloyd
index does not neqegsar.ily_yaryi with the degree of EOS. lnstead.he proposes a model

to distinguish between an Armington type explanation for intra-industry trade and

h}gr_easing_re_t_u‘mst type explanations. Using the four different measures for ] ‘08
discussed beginning pf section 3.1._1 and 1983 OECD data for 26 coun#ries, Harrigan
finds some evidence that the volume ,Of- vtra,de is higher in sectors with high InEOS.
However, the results are quite sensitive to the choice of the proxy of InEOS. He
concludes that "product differentiation by :l_olc;ation of production is an importar;é cause

for trade, and that international exploitation of scale economies may also contribute

importantly to the volume of trade" (p. 327).

24 See Leamer and Levinsohn (1995) and Hummel and: Levinsohn (1995) for an overview of the
empirical literature on international trade theory. They report little evidence that scale economies
provide an important determinant of trade. This might partly be due to the low robustness of
possible determinants of intra-industry trade. Torstensson (1996) performs a sensitivity analysis
of possible intra-industry trade determinants and finds that most variables are rather fragile and
sensitive to different specifications and measurement.
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The second hypothesrs that mtra mdustry tmde shares rise with the degree of InEOS
reflects a wide belief that the reductlon of trade costs leads to further exploxtatlon of
InEOS. This has served as an argument for the completion of the single European
Market. The theoretical idea behind this argument is that the availability of ftrrther
foreign varieties increases the elasticity of demand of a domestic consumer. Under
monopolistic pricing, this raises the optirnal scale of output of a firm, lowers average
costs and, hence, further exploits InEOS.I However, empirical evidence on further
realized InEOS, supporting this hypothesis for the case of the EU is not available.
Tybout and Westbrook (1995) test the same hypothesis for Mexican industries. They
find only minor gains due to the 'explveitation ‘of IEOS after Mexico’s trade
liberalization in 198S5. ProductiVity did increase due to capacity utilization, economies |
of scope, elimination ef waste, and external economies, instead of due te the exposrrre
to foreign competition. |

Davis and Weinstein (1996) use a model that nests an econonﬁc geography model
with InEOS into the neoclassical Heckscher-Ohlin fmmework. They find that 90
percent of the explainable trade specialization can be traced back to endewrrxent
differences and at most 10 percent may be due to economic geography. In contrast,
Briilhart and Torstensson (1996) find employment in scale intensive industries to be
concentrated in the center of the EU, suppomng the lmportance of InEOS for the

locatlon of industries and trade pattems
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‘Summing up, one can say that the evidence on the:quantitative importance of InEQS
for the explanation of real economic phenomena is far less clear.than one. would expect
from the' theoretical contributions- to the fields. Empirical evidence is- mixed with
regard to the relevance-of InEOS in explaining patterns of production and trade across

countries.

4. External Economies of Scale

4.1 Estimating Static External Economies of Scale

Several approaches have been used. to estimate static ExXEOS. Some studies analyze
whether:concentration of economic activity raises productivity per. se, some estimate-
how much productivity declines with rising distance- from .the center, -Others
distinguish- between localization and urbanization externalities. Thus, the empirical
work dealing with static ExEOS: can be broadly divided into papers that focus on the
existence, the extent and the nature of ExEOS.. Papers-analyzing the extent of ExXEOS
and-estimates of their productivity increasing effects are presented in section 4.3 with
the relevance of EXEOS.

Papers that test the existence of static EXEOS are, for instance Carlton (1983) and
Wheeler and Mody (1992). In estimating: investment and location decisions of US
firms; they include a term approximating agglomeration economies. They. find that
industrial concentration is advantageous for the location:of further firms. Similar

approaches have been adopted by Carlino (1979), Hay (1979), Moomaw (1981).and
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Shefer (1973), who also find evidence for agglomeration economies. Moomaw. (1983),
Segal (1976) and Sveikauskas (1975) use production-functions to estimate the impact -
of urban size on industrial productivity;: which comes -out to be positive up to a certain
city size. Head et al. (1994) analyze:investment decisions in the US. However, they try
to sort cut endowment differences of different states in order to isolate spillover
effects. They find that Japanese manufacturing investment is likely to be located near
other Japanese firms of the same industry, and does not simply mimick the
geographical pattern of US firms in their industry. They also find that the observed
spillovers ‘do not stop at state borders. Smith and Florida (1994) come to similar
results, analyzing the location of Japanese affiliated manufacturing establishments in
automotive related industries. They find that these firms reveal strong preferences for
locations with other Japanese automotive assemblers, holding constant several other
determinants. From this, they conclude the importance of backward and forward
linkages as sources of agglomeration economies.

! Another group of papers examines the nature of agglomeration economies. That is,
they estimate whether urbanization or localization economies prevail. This is important
in order to dssess whether specialized or diversified cities lead to the most efficient
division-of production. For instance, the former socialist countries apparently believed
in" localization economies and, therefore, created large -monostructured 'regions.
‘Gréytak and Blackley (1985), Henderson (1986), Nakamura (1985) and Sveikauskas

(1988) “assess' the relative ixnportzince “of urbanization and localization economies.
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Henderson (1986) analyzed cross-sectional data for the US ‘and Brazil to estimate the
nature and extent of EXEOS. He finds that ExEOS -are-in general::more due:; to
localization than to urbanization.. The specialization’of a city leads:to localization’
externalities, which, however, peter out with an increase of city size:. Since ExEOS
peter out,.one should expect small and medium size cities to be.more speeialized than
larger cities. Nakamura (1985) also analyzes the relative impact -of: localization and
urhanization externalities. Additionally, he distinguishes. between' different: industries.
Localization economies are more important for -~'heavy: industries”; - whereas
urbanization economies are more important for "light industries”.

Von Hagen and Hammond (1994) test for the existence of localization economies. If
they exist "the correlation of employment changes should ‘be. stronger among fums of
the same local industry than among firms pertaining to different local industries” (p. 7),
which they find is indeed the case. Asset sharing and labor market pooling effects. are
two .commonly cited sources of localization externalities. Von Hagen and Hammond
find that the former dominates in more mature labor markets and the latter in regionally

growing labor markets,

4.2 Estimating Dynamic External Economies of Scale
According to Stewart and Ghani (1992, pp. 127-131) dynamic EXEOS may arise in the
form of changing attitudes and motivation, human capital formation or changing

knowledge about technologies and markets. Empirical work on dynamic ExEOS
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focused mostly on the effects-of local knowledge spillovers 'betweén firms in a region.:
or’in an industry, which is somewhere between the second and the third effect of
Stewart and Ghani. These spillovers may. account for different growth rates of.
industries or regions..

The most obvious form of spillovers may: exist in R&D. Firms may not be able to
internalize all of the returns to their research such that social returns are higher than. .
private retumns to R&D. Hence, one branch of the literaturc cxamined-the existence.
and the size of these spillovers. Griliches (1979, 1992) surveys this literature and.
discusses the econometric difficulties related to this topic. He concludes that "many of. .
these studies are flawed and subject to. a.variety of reservations, but the overall
impression remains that R&D spillovers are both prevalent and important”: (1992, p.
29).

Jaffe (1986) finds evidence for local R&D spillovers in a sample of 432 US firms.
The number of patents per R&D spending are higher for firms that locate in areas with
above average R&D spending. He finds that patents would increase by .20 percent if
every single fimn increases its R&D efforts by 10 percent. However, profits and
markét value of low R&D firms decrease with high R&D neighbors. Jaffe (1989)
studies the effects of university ‘fesbearch spending on corporate patents. He finds
ei;idéﬁcé that geographical proximity increases the number of patents, after controlling
for corporate R&D. Bemstein and Nadiri (1988) analyze the effects of inter- and intra-

industry R&D spillovers in five US high-téch industries for 1958-1981. They find that
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spillovers result.from a narrow range of industries and ,that there are. significant
differences in the size of the spillovers between . industries. These findings were
confirmed by an analysis of the social rates of return of R&D;; whichl,wc;re:fbund to be
higher than the private rates of return.

Jaffe et.al. (»1_99_3_) find the evidence for local knowledge spillovers by looking at US
patent citations. They analyze whether patents are more likely to cite old patents that
originate in their own region than in another. Qon;rO‘llmg,_for other reasons.-than
technological spillovers; they find that this is the case. They also find that around 40
percent of a patents’ citation come from outside. the. own technological environment,
pointing .to the importance of cross-fertilization between- different research areas.
Analyzing the biotechnological, industry, Audretsch_ and Stephan (1996) find that
although knowledge spillovers are imporiant, they are less. likely to be. locally
restricted. They conclude that the geographic .dimension of spillovers has been
overstated in the literature. By contrast, Audretsch and Feldmann (1996) find evidence
for the localization of knowledge spillovers within an indusiry. Industries tend to
cluster locally, if proxies for knowledge spillovers such as local university research,
R&D intensity and skilled labor are important factor inputs. It turns out that knowledge
intensive industries have a greater propensity to cluster their innovative activities than
knowledge extensive industries. Branstetter (1996) uses panel data of US and Japanese
firms for the years 1983-1989 in 5 industries with above average R&D/sales ratios. He

finds that knowledge spillovers are primarily intranational rather than international in
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s¢ope. There is only a-small effect that Japanese firmis' benefit from: research of
Aimerican firms, while a positive effect for American firmis of Japanese research could
not be identified at all. Irwin and Kleiiow (1994) and Coé and Helpman (1995) come
to different conclusions. Irwin and Klenow showed that international borders are no
impediment for spillovers in the semiconductor industry. Coé and Helpman show that a
country’s total factor productivity (TFP) also depends on the R&D stocks of its trading
pattners. They find that the more open a country is to international trade, the stronger
are the effects of foreign R&D on domestic productivity. They derive these finding by
exploiting the cointegration relationship between TFP and R&D stocks. Hence, they
estimate levels instead of changes of the to variables as most other studies. They show
that in large countries the elasticity of TFP with respect to domestic R&D stocks is
larger and the elasticity of TFP with respect to foreign R&ID stocks is srhaller than in
small countries. Concluding, one can say that a vast'amount of papers shows the
eXistence of spillovers, which are the origin of EXEQS in many dynamic -models.
Regard'ing the spatial scope, the evidence is mixed whether these externalities are

restricted locally or not.25

25°-For fuither studies on R&D and spillovers see and Acs and Audretsch (1990); Acs et al. (1992,
1994) Feldman (1994) and Bemstein and Nadiri (1989) and those surveyed in Griliches (1992) .
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4.3 The Empirical Relevance of External Economies of Scale .

Sections 4.1 and 4.2 have shown the: existence of static and dynamic ExEOS. Similarly
to the case of InEOS, one can ask for the specific.relevance of EXEQS for ex_p_lain_ing
economic phenomena. This section presents evidence for the relevance of ExEOS. It
should be noted that only for data.reasons-a large part of the papers.surveyed: in. this
section analyze the US and Brazil. Static and dynamic ExEQS, play different roles.in

different subfields of economic theory. L Soomhleq ool ey O
Static EXEOS are important in Jocation theory. As shown, they help to explain urban
agglomerations and the clustering of firms of one industry in the same region.. These
emerge because factors of production realize higher rewards due to static EXEOS. In
order to assess the quantitative importance of s;atic EXEQS, several authors examine
the relationship of density or distance to a regional center and factor prices. .
Sveikauskas et al. (1985) use a Cobb-Douglas production function in which they
include skill levels, Jearning effects, and InEOS. They estimate the effect of travel time
to the center of Sao Paulo city on the productivity of newly built manufacturing firms
ir'Sao Paulo-State in eight different industries. On average, a doubling of travel time is
associated with a Hicks-neutral 15 percent decline in overall productivity. Hansen
(1990) uses the same framework to estimate the effect of agglomeration economies on
productivity -and wages in Sao Paulo.- He finds that. Hicks-neutral :productivity
decreases by 0.11 percent per 1 percent increase in, distance from the center-city. He

also finds a positive impact of INEOS, with size measured by workers per firm. Losses
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in firm productivity due to a larger distance from the center of Sdo Paulo are almost
totally fnatchéd by lower wages. On average, firm productivity declines by 8.9 percent -
an:d'w;;ta:'ge's decline by 8.7 percent due to a doubling of distance from Sao Paulo City.
Henderson (1994) sets up a model of industry location and estimates its
determinants. He uses 1970 data of auto components and agricultural machinery for
Bfazilinhd the US. A doubling of distance to a regional market center from the average
of 290 km lowers profits by 6 percent. Profits per firm rise with industry scale but
pea'k'after a certain size. This is probably due to market size effects because the peak
shiﬁs out with a larger urban size. Hanson (1996) confirms this rcasoning with
Mexican data on regional wages in the clothing industry. Distance to Mexico city as
méééured by travel time accounts for 41.4 percent of the variance in re'gional wages.
Evidence on the relationship of productivity and the density of economic activity has
been found recently by Ciccone and Hall (1996). They find that spatial density leads to
aggfégate increasing returns for US states. According to their study labor productivity
riées by about 6 percent for a doubling of employment density. By this, more than half
of théi védatibﬁ of output per worker can beé traced back to locally EXEOS. Above that
tﬁey find that inci‘easing returns to density describe productivity differences better than
iﬁ;fréaéing returns to size. Kanemoto et al. (1996) estimate aggregate Cobb-Douglas
pféﬁﬁétioﬁ functions for Japanese metropolitan areas in 1985. They estimate EOS for

different city size classes. Possible productivity increases due to a doubling ini size are
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25 percent for cities between 200,000 and 400,000 residents, 1 percent for cities

below 200,000 residents, and 7 percent for cities: with more than 400,000 residents.. . ..

Table 7 — Empirical Papers Estimating Static EXEOS

" Authors’ " “Méthods/Data Results

Nakamura (1985) | Translog production function; data for | Localization econormies -are more important
2 digit manufacturing industries in | for heavy industries; urbanization economies
Japan. are more importam for light industries.

Sveikauskas ct al. | Cobb-Douglas function, Data for 8 | A doubling of travel time to Sao Paulo city

(1985) industries in Brazil. . | reduces productivity by 15 percent.

Henderson (1986) | Cross-sectional data for US and EXEOS arc rather localization than

: Brazil. : urbanization” economies. They -die out for-
larger cities.

Hansen (1990)° | Cobb-Douglas function, 1980 data for | A 1 percent increase in distance from' the city

356 new manufactunng firms in | center leads to a 0.13 percent decline in
“ | Brazil. - Hicks-neutral productivity. This is almost.|:
exactly matched by lower wages.

Henderson (1994) | Tests for the determinants of industry | A doubling of distanbe 6’ a regional’ market |
location in Brazil and the US for | center from an average of 290 km lowers
autocomponents and  agricultural | profits by 6 percent. C e
machinery. ‘

von Hagenand | Analysis of the correlations of | Localization economies exist, labor policy is

Hammond (1994) | employment fluctuations across firms | stronger in expanding markets, asset sharing
in the same and in different regions by | is more important for mature markets.
annual employment data for 4 US
cities and three two digit industries.

Ciccone and Hall | 1988 data on output per worker in US | A doubling of economic density increases

(1996) states productivity. by 6 percent. -.

Dynamic ExEOS are important for economic growth theory. They may help to
explain why growth rates are different between cities, regions or countries. To test for
the impact of dynamic ExEOS, most studies focus on the cny level. Given the

existence of spillovers, one part of the literature tests the nnpact of’ dynarmc ExEQS on
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growth of industries and regions and evaluates the relative imponanéé of MarEOS and
JaEOS. See Glaeser et al. (1992); Bostic et al. (1994), Miracky (1995), Henderson et
a,,l: (1995) and Henderson (1995). Glaeser et al. (1992) analyze the determinants of city
growth between 1956 and 1987 of 170 US cities. They find that industry empioyfnent
growth rates in indi\v/idual‘industries depend positively on the degree of competition in
each industry and the shares of other industries in the region. The influence of the
shz}rt: of the own ilndl_lstry. 1s either ihsigr_liﬁcant or negative. This .conﬁrms the theory of
Jacobs rather than those of Marshall-Arrow-Romer although the analysis might be
bia’sq'd by the focus on large and mature 'citieé.‘ 'f‘herefore, the analysis cannot rule out
that intra-industry spillovers are important for industries in early life cycles.26 This
supposition is confirmed by‘P‘Iende_rson et al. (1995). They flf;d évideﬁce for MarEOS
as well as JaEOS analyzing data for eight manufacturing industries in 1970 and 1987.
'gFor more mature capital goods industries MarEOS, but no JaEOS are prevalent.
However, new high-tech industries are more likely to‘ locate in diversified cities. This
is_consistent with the theory on urban specialization and product cyles that more
" mature industries move to smaller and specialized cities, while new industries need the

_ diversity of a large city. Using a more intensive data set than Glaeser et al., Miracky

26 ::Se¢ " also the paper by Garcia-Mila and McGuire (1993). They analyze the impact of the

industrial mix in US states on the states growth rates and their variability for the years 1969-

- 1985, Thereby, they correct state data for national industrial growth rates and variabilities in

order to get net growth rates that depend only on the industrial mix and not on common industry

trends. They find that net growth rates are greater in states with higher employment
concentration in construction, finance, insurance and real state industries.
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(l_99_5) confirms the theories of Jacobs in two ways. First, he finds that industry growlh
1s highest in cities-where. on average other indusuies...have small establishments. He
interprets this to ’reﬂect "spillovers of : knoWl‘edgeiv‘-;reross firms -’p_roducingﬁ yorrrrg .
products” (p.-74). Second, he finds that spillovers occur in cities rétlter than in larger
areas such as US states. " - o |

"Iv“his finding is‘vconﬁmted-“in a nto_re general approach ‘by Bostic:et al. (1994). They
estimate that specialiiation has hatclv a negative impact on productivity growth“for a
sample of 79 US cmes between 1880 and 1890 Urbamzatlon is negattvely correldted
with caprtal growth posmvely with correlated with ‘labor growth,” and uncorrelated
with output growth. 'I“he most advanced of all these s_tudies -is-~Henderson~(1995).
While all prev1ously mentioned studies analyze the employment pattems across
locatlons at two points in time;, Henderson analyzes panel data on county employment
in five US industries from 1979-1990. He argues that initial conditions may have
important effects on dynamic extemalities, but that these effectsmay die out atf‘terv a
certain time. Therefore, it is important to analyze the lag structure of the externality
Vanables instead of analyzing the impact of the initial mdustry mix over 10 16 or 30
years. Hc ﬁnds that MarEOS show their largest 1mpact after three to four years ‘and die
out after 5 to §ix years By contrast, JaEOS seerrl to per31st trll the end of the time

honzon of the data, whrch is eight years.
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Table 8 — Empirical Papers Estimating Dynamic EXEOS

s A,u@hors Memods/D_ata Results
Jaffg(}98® 1973 and 1979 cross-section data of | R&D productivity rises with the R&D
R 432 fims from the NBER 'R&D | expenditures of technological neighbors.. -- -« -
panel. Data on patents, profits and
market value.
Bemstein and Estimation of R&D spillovers in | Intra- and inter-industry spillovers exist but
Nadiri (1988) 5 US-high-tech industries, 1958-1981. | vary considerably between industries.
Glaeser et al. Data on industry growth in170 US | Local competition and urban variety, but not
(1992) cities between 1956-1987. regional specialization, encourage industry

growth.

Garcia-Mila and
McGuire (1993)

Annua! employment data for US
states, 1969-198S.

The industial mix helps to explain
differences in growth rates.

Jaffe eral. (1993)

1975 and 1980 regional US patent
datag of universities and corporations.

Local spilfovers play an important role, but
also -cross_fertilization since 40. percent of
patent citations come from outside the same

primary patent class.

Bostic et al. 79 US cities, 1880-1890. Specialization has a negative impact on city

(1994) o : growth,, .. -

Henderson (1995) | Panel data of 742 urban county level | Localization externalities have their largest
‘employment in various US industries | impact afier 3-4 years, whereas urbanization
for 1977-1990. Analysis of the lag | externalities go back up to 8 years.
structure. . - : .

,Hendersonetal. | 8 manufacturing industries in 1970 | Evidence for both MarEOS and JaEOS.

(1995) ° and 1987. - - .

Backus et al. (1992) test whether dynamic EXEOS work on the country level such
that larger countries grow faster. :They find no evidence that:perb _capita GDP growth is
influenced by any of their variables intended to measure §<;ale effects. Only,_fpr
manufacturing productivity growth, they find a positive c:qu"elation_‘ with their scale
variables. Jones (1995a, 1995b) tests the time series properties of R&D based

endogenous growth models. Neither for the US (1995a) nor for other industrialized



55

countries (1995b) he finds evidence for scale effects. Even.a fivefold increase: in R&D
employment in the US between 1950.and 1987 did not increases countrywide growth
rates. Concluding, static EXEOS increase.factor rewards;.and, hence, contribute. to the
understanding .of the formation of urban agglomerations and industrial -clusters.
Dynamic EXEOS :increase. city and regional growth rates. However, they-are no
countrywide phenomenon and cannot explain different growth rates:between countries.
5. Summary s
This paper surveys the empirical literature on internal andu c)_(temal EOS. The mam
point to note is the distinction of different ;eve}s of aggregation on which EOS may
occur. Fu@ennore, _static and dynamic effects were Set_apart to flisentangle
productivity level effects and productivity growth ef_fects. Eyidence on the vc?;g:itsttgnc.e_ »Qf
EOS‘ was found on all levels of‘a!gig:rgggio.n._ .Engineering_ e_:_s;imates as well as
econometric estimates provide support fqr}the 0v¢rall existence of static InEOS
However, data and methodological reasons complicate the approaches used to
estimating INEOS and invite criticism concerning their results.

Above that, dynamic InEOS or leaming effects were found to be significant as well.
These effects were most important in skill intensive industries. Despite the robust
evidence on the existence of internal economies of scale, it is less clear 'how they
actually matter for explaining economic phenomena like patterns of production and

trade between countries.
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EQidénce on the existencéi'of stafic EXEOS has been found within industries
(LocEOS) as well as within regions (UrbEOS). Both forms of EXEOS are ablé to
explaln hlgher productmty levels in densely populated areas. As a gencral results,
locallzatlon economies seem to be more unportant than urbanization economies.
iHow‘e’ver, they peter out beyond a cerfain city size. Hence, static EXEOS can be said to
ad(it(; the explanation of the existence and structure of urban agglomerations.

R&D and technological spiilovers are found to be an important source of dynamic
ExEQS. By contrast to the findings on static EXEOS, dynamic EXEOS seem to be
more important across (JaEOS) ‘tt.lan within industries (MarEOS). This result suppoﬁs
£he tl_leory of Jane Jacobs (1969, 1984) rather than the thebn't;,s of Marshall (1920),
Arrow (1962) and Romer (1986). While dynamic EXEOS were found to contribute to
the explanauon of different growth rates of cities and counties, their lmpact is less
_clear for larger spatxal aggregates. Thus, dynamic ExEOS can be said to be more likely

a local or regional phenomenon than a national phenomenon.



57

Reférences

Abdel Rahman H. (1988) Product Dlﬁ‘erenttatwn Monopohsttc Compentlon and
Ctty Szze Reg10nal Science and Urban Economxcs, 18 69-86.

Abdel Rahman H, M Fujita (1990). Product Varzety Marshalhan Externalmes and
Ctty Sizes. Journal of Reglonal Science, 30: 165 183. 7

Acs, Z., D. Audretsch (1990\ Innovatzon and Small Fzrmv MIT Press Cambrldge
MA.

Acs Z., D Audretsch M Feldman ( 1992) Real E}_‘fects of Academzc Research
Comment Amerlcan E(,onomxc Review, 82 (1): 363- 367

Acs, Z., D. Audretsch, M Feldman (1994). R&D szllover and Reczptent Firm Size.
Review of Economlcs and Statistics, 76 (2) 136- 140

Argote, L., D. Epple (1990) Learnmg Curves in Manufacturmg Scwnce 247 920-
924, o

Arrow, K. (1962). The Fconomtc Implzcatzons of Learnmg by Domg Rev1ew of
Economic Studies, 29: 155- 173. )

Arthur, W.B. (1987). Self—Reinforcing Mechanisms in Economics. CEPR Publication
111, Stanford University. |

Anhuf, W.B. (1989). Competing Technologies, Increasing Returhs, and Lock-in by
sttorzcal Events. The Economic Joumal 99: 116-131.

Arthur WB (1990). Positive Feedbacks m the Economy. Sc1ent1ﬁc Ameman 2 92-
99. , ,

Arthur; W.B. (1994). Increasing Returns and Path Depéndénée vin the Econbmy. Ann
Arbor, University of Michigan Press. ‘ ‘

Arthur, W.B. (1996). Increasing Returns and the New Wofld of Business. Harvard

" Business Review, _Jtily-August: 100-108. :

Audretsch, D., M. Felman (1996). R&D Spillovers and the Geography of Innovation

and Production. American Economic Review, 86 (3): 630-640.



58

Audretsch, D., P. Stephan (1996). Company-Scientist Locational Links: The Ca;e_gf
Biotechnology. American Economic Review, 86 (3): 641-652. -
Auguier, G.C. (1980). Sizes of Firms, Exporting Behaviour, and the ' Structitre of
French Industry. Jounal of Industrial Ec_onorhics, 29: 203-218.
“Backus, D., P. Kehoe, T. Kehoe (1992). In Search of Scale Effects in Trade and
Growth. Joumal of Economic Theory, 58: 377-409. |
Bain, J. (1956). Barriers to New Competition. Havard University Press, Cambridge.
Baldwin, J., P. Gorecki (1986). The Role of Scale in Canada-US Productivity
" Differences in the Manufacturing Sector: 1970-1979. University of Toronto
Press, Toronto. ' '
Banerji, R. (1978). Average Size of Plants in Manufacturing and Capital Intensity.
Journal of Development Economics, 5: 155-166. ‘
Bartelsmann, E.J., R.J. Caballero, R.K. Lyons (1994). Customer- and Supplier-driven
Externalities. American Economic Review, 84: 1075-1084.
Basu, S., J.G. Fernald (1994). Constant Returns and Small Markups in U.S.
Manufacturing. Board of Governors of the Federal Reserve System, Washington,
DC, International Finance Discussion Paper, 483.
Berndt, E. (1991). The Practice of Econometrics: Classic and Contemporary.
' Addison-Wesley, Reading, MA.
Bemstein, J., M.L. Nadiri (1988) Interindustry R&D szllovers Rates of Return, and
' Production in High-Tech Industrzes American Review 78 (2): 429-434,
Bemstein, J., M.L. Nadiri (1989). Research and Development and Intra-industry
Spillovers: An Empirical Application of Duality Theory. Review of Economic
Studies, 56 (2): 249-267. '
Be"fxy, R.A. (1992). Firm (or Plant) Size in the Analysis of Trade and Development. In
G. Helleiner (ed.) Trade Policy, Industrialization, and Development, Clarendon
"Press, Oxford. |



59

| Berry, R.A. (1993). Methodological Complexities in Relating Firm or Plant Size to

. Economic Efficiency. United Nations Industry and Development, 33: 95-107.

Bhagwati, J. (1993). Fair deg, Recipmc_i_ty,gjg!rz»c{w{;lgg_rfﬁr‘_rlzonizatipr‘z_.; _Ti_;e '{Yovel

- -.Challenge .to Theory and Policy. of Free Trade. In: D. Sa}v‘b‘:/atore (ed.),

Protectionism and World Welfare. Cambndge Umverslty Press - o

Bostic, R., J. Gans, S. Stem (1997). Urban Productmty and Factor Growth in the
Late Nineteenth Century. Joumal of Urban Economics 41: 38-55

Brander, J., B. Spencer (1983). Export Subsidies and Iﬁternqtiondl Ma_r‘kzg!t} Share
Rivalry. Journal of International Economics, 18: 83-100. _ | ‘ ., | o

Branstetter, L. (1996). Are Knowledge Spillovers Internatzonal or Internatzonal in
Scope? Microeconomic Evidence from the US, argd Japqn. NBER _y_Workmg
Papers, 5800. . . | |

Briilhart, M., J. Torstensson (1996) Regional Integratton Scale Economzes and
Industry Location in the European Union. CEPR Discussion Pape‘r;14§5._‘

Bumside, C. ‘(1996). Production Function Regressions‘,‘ Return;;s"_.to Scale, and
Externalities. Journal of Monetary Economics, 37: 177-201. |

Bumside, C., M. Eichenbaum, S. Rebelo (1995). Capital Utilization and Returns _to
Scale. CEPR Discussion Paper Series, 1221. o

Caballero, R., R. Lyons (1989). The Role Of Ex;grnql Economies. in U.S.
Manufacturing. NBER Working Papers 3033.. 1 v » |

Caballero, R., R. Lyons (1990). Internal versus External Economles in lturopean
Industries. European Economic Review, 34: 805 -830.

Caballero, R., R. Lyons (1992). External Eﬁ”ects m U S. Procycltcal Producttvzty
Journal of Monetary Economics, 29: 209-226.

Carlino, G.L. (1979). Increasing Returns 1o Scale m Melropolttan Manaufacturmg

Journal of Regional Science, 9: 1-18.



60

Carlton, D.W. (1983). The Location and Employment Choicés of New Firm‘s_::An
+..Econometric Model with Discrete and Con;inuous Endogenous Variable_s_.
‘Review of Economics and Statistics, 65. 440-449, A'
Caves, R. (1984). Scale, Openness, and . Productivity in Manufacturing. In R.E.
Caves, Richard and Lawrence B. Krause (eds.), The Australian Econoniy: A
View from the North. Brookings Institution, Washington, DC.
Chenery, H. (1949). Engineering Production Functions. Quarterly Journal of
Economics, 63: S07-531. ' | -
Christaller, W.-[1933] (1980). Zentrale Orte in Sﬁddetitschland. Wi#sénschafﬂiche
. . Buchgesellschaft, Darmstadt, new edition.

Christensen L., W. Green (1976). Economies of Scale in US Electric waer

- Generation. Journal of Political Economy, 84 (4): 655-676.

Ciccone, A., R.. Hall (1996). Productivity and the Density of Economic Activity.
= American Economic Review, 86 (1): 54-70.

Coe, D., E. Helpman (1995). International R&D Spiilovers. European Economic
. «Review 39: 859-887.

Connor, J.M., RT. Rogers, B.W. Marion, W.FMiiller (1984). The Food
‘. Manufacturing Industry. Gower Publishing Co. Ltd.

Cortes, M., A, Berry, A. Ishag (1987) Success in Small and Medmm Scale
« EnterprisesuThe Evidence from. Colombza The World Bank Oxford Umversny
Press. L N »

Cowan, R. (1990). Nuclear Power Reactors: A Study in Téchnological Lock-in.
Journal of Economic History, 50 (3): 541-567.

Cowing,” T.,. V.K. Smith (1978). The Estimation of a Productzon Technology A
Survey of Econometric Analyses of Steam-electric Generation. Land Economlcs,

54 (2): 156-186.



61

David, P.A. (1985). Clio and the Economics of QWERTY. American Economic

Review, 75 (2): 332-337. .

Davis, D., D. Weinstein (1996). Does Eeonom'icheograp‘:hy Maiter for Interno(iona{
Specialization? NBER Working Papers;_5_706. - |

Davis, E., P. Geroski, J. Kay, A. Manning, C. Smales, S. Smith, S. Szymanski (1989).
Myths and Realities. London Busmess School.

Devereux M., A. Head, B. Lapham (1996). Monopolzsnc Competmon Increaszng
. .Returns and the Eﬂ‘ects of Government Spendzng Joumal of Money, Credlt and
Banking 28 (2): 233-254. , - ’

Dixit, AK., L.E. Stiglitz (1977). Monopolistic Competition and Obtimom Product
Diversity. American Economic Revxew, 67:297-308.

Dixit, A.K.,, V. Norman (1980) Theory of Internatzonal Trade. Cambndge Unlversxty
Press. s Ceei L ) e
Dixit, AK., A. Kyle (1985). The Use of Protecﬁ'on or Suosidie‘; for bEntrydeo;r_notion

and Deterrence. American Economic Review, 75: 139 152. .

Domowitz, 1., R. Glenn Hubbard, B. Petersen (1988) Market Structure arzd Cychcal
Fluctuations in US Manufacturmg Review of Econormcs and Stamm:s 70 55-

Eaton J,, G. Grossman (1986). Optimai VT‘rade and Inditstrz‘dl Policy onder Oligopoly.
Quarterly Journal of Economlcs 101 (2): 383-406. ;

Ejsen, R. (1994). Gloja’envortezle in der deutschen Lebensverszcherung Eme
empmsche Untersuchung mit Hilfe der Surwver Techmk In: R Schwebler (ed IR
Dieter Farny und die Vcrs:cherungswmschatt Karlsruhe

Emerson, M. (1988). The Economics of 1992. Oxford University Press

Ethier, W.J. (1982). National and Internatzonal Returns fo Scale in Modern Theory of

International Trade. American Economic Review, 72 810-822.



62

EVans, G., S. Honkapohija, P. Romer (1996). Growth Cycles. NBER Working Papers,
5659.
Feldman, M. (1994). The Géography of Innovation. Kluwer, Boston.
Farell, J., G. Saloner (1985). Standardization, Compatibility and Innovation. Rand
* Joumnal of Economics, 16 (1): 70-83.
Fujita, M., J.-F. Thisse (1996). Ecoromics of Agglomeration. Journal of the Japahese
and International Economics 10: 339-378,

Ga‘li, 1. (1994). Monopolistic Competiiion, Business Cycles, and the Composition of
Aggregate Demand. Journal of Economic Theory, 63: 73-96. '
Gandal, N. (1994). Hedonic Price Indices for Spreadsheets and an Empirical Test for

Network Externalities. Rand J blirilal of Ecdnéinics, 25 (1): 160-170.
Gércia-Mila; T.., T.J. McGuire (1993). Industrial Mix as a Factor in the Growth dnd
Variability of States’ Economies. Regional Science Urban Economics, 23: 731-
a8, | |
Ghemawat, P. (1985). Building Strategy oﬁ the Experience Curve. Harvard Business
“ Review, 63 (2): 143-149. '
Glaeser, E., HD. Kallal, J.A. Sheinkman, A. Shieifer (1992). Growth in Cities.
Journal of Political Economy, 100 (6): 1126-1152.
Glaeser, E., HD. Kallal J.A. Sheinkman, A. Shieifer (1995). Economic Growth in a
Cross- sectwn of Cities. NBER Working Papers, 5013. ‘
Glejser “H., A. Jacquenin, J. Petit (1980). Exports in an 'Imperféét Competition
* Framework: An Analysis of 1446 Exporters. Quarterly Journal of Economics, 94
(3): 507-524, B | ‘
Greytak, D. P. Blacl;ley (1985). Labor Prbductivity and Local Industry Size: Furter
Issues in Assessing Agglomeration ‘Economies. Southern Economic Journal, 50:
1121-1129. B



63

Griliches,. Z. (1979). (ssues in Assessing. the Contribution of Research and
i Development to Productivity Growtﬁ. Bell Journal of Economics 10 (1): 92-116.
Griliches, Z. (1992). The Search for R&D Spillovers., Scandinavian Journal of

Econemics Supplement: 29-47.

Griliches, Z., V. Ringstad (1971). Economies of Scale and the F orm of the Producuon
Function. North-Holland. »

Grohn, A. (1996a). Der Wert von Markennamen_in der Konsumgiiterindustrie: Eine
Anwendung des hedonischen Preisansatzes auf die Surfboard-Industrie. Kiel
Institute of World Economics, Kiel Working Papers, 768.

Grohn, A. (1996b). Netzwerkeffekte in der Software-Industrie: Eme Analyse der
empirischen Literatur. Kiel Institute of World Economics, _Kiel Working Papers,

Grossman, G.M., E. Helpman (1991). Innovation and Growth in the Global Economy.
MIT Press. P N

Hagen, J. von, G Hammond (1994). Indusmal Localization: An empzncal Test for
Marshallian Localization Economies. CEPR Discussion Paper Series, 917, . ...

Hall, R.E. (1988). The.Relation Between Price and Marginal Cost in U.S. Industry.
Joumal of Political Economy, 96: 921-947. e

Hall, RE. (1990). Invariance Properties of Solow’s Productivity Residual. In: P.
Diamond (ed.), Growth, Productivity, Unemployment, MIT Press: 71-112.

Hansen, E. (1990). Agglomeration Economics and Industrial Decentralization: The
Wage-productivity Trade-offs. Journal of Urban Economics, 28: 140-139.

Hanson, G. (1996). Localization Economies, Vertical Organization, a(zd Trade.
American Economic Review 86 (5): 1266-1278.

Harrigan, J. (1994). Scale Economics and the Volume of Trade. The Review of
Economics and Statistics: 321-328.



64

Hoy, D.A. (1979). T. he: Location of Industry in a Developing Count:ry: fhe Case of
Brazil. Oxford Economxc Papers 31:93-120. N o
Head, K., J. Ries, D. Swenson (1994). Agglomeration Benefits and Locatzon Chozce
Evidence from Japa_ngzse Manufacturing Investment in the Us. NBER Working
Papers, 4767. I

Helpman, E., P. Krugman (1985). Market Structure and Foreign Trade. MIT Préss.

Henderson, J V. (1986). Eﬁ”mency of Resource Usage and Czty Size. Journal of Urban
Economics, 19: 47 70

Henderson, J.V. (1988). Urban Development. Oxford University Press.

Henderson, J.V. (1994). Where does an Industry Locate? Joumal of Urban
Economics, 35: 83-104.

Henderson, J.V. (1995). Externalities and Industrial Development. NBER Working
Papers, 4730,

Hon@erson, J.V., A. Kuncoro, M. Turner (1995). Industrial Development in Cities.

| Journal of Political Economy, 103 (5): 387-410.

Hlbdon J., M. Miiller (1990). Economies of Scale In Petroleum Refining, 1947-1984:
A Survivor Principle Time Series Analysis. Review of Industnal Organization, 5
(3): 25-43. ’

Hirschman, AO. (1958). The Strategy of Development. Yale Univéfsity Press, New
Haven. ‘

Hoover, EM. (1948). The Location of Economic Activity. McGraw-Hill, New York.

Hornstein, A. (1993), Monopolistic Competition, Increasing Returns to Scale, and the
Importance of Productivity Shocks. Journal of Monetary Economics, 31: 299-
316,

Horstmann, I, J. Markusen (1986).. Up Your Average Cost Curve: Inefficient Entr"y

and the New Protectionism. Journal of International Economics, 20: 225-248,



65

Irwin, D., P. Klenow (1994). Learning by Doing Spillovers in the Semiconductor
Industry. Joumal of Political Economy, 102 (6): 1200-1227.
Jacobs, J. (1969). The Economy of Cities. Vintage, New York.

Jacobs, I. (1984) Cities and the Wealth of Nations: Prmczples of Economic sze
Vintage, New York.
Jaffe, Al (1986). Technological Opportunity and Spillovers of R&D: Evidence from

Firms® Patents, Profits and Market Value. American Economic Review, 76 (5):
584-1001. ' :
Jaffe, A. (1989). Real Effects of Academzc Research Américan Economic Review, 79
" (5): 957-970.
Jaffe, A., M. Trajtenberg, R. Hendersén (1993)." Geographic ~Localizaiion of
"“Knowledge: Spillovers as Evidencé' by Patent Citations. Quarterly Journal of
Economics, 108: 577-598. ' e
Jones, C. (1995a) “Time Series Tests of Endogenous Growth Models. Quarterly
Journal of Economics 441: 495- 525 R
Jones, C. '(1995b). R&D-based Models of ‘Economic Growih. Joural of "Political
Economy 103 (4): 759-784. R
Jorgenson, D. (1986). Econometric Methods for Modeling Producer Behavioir. In:
Griliches and Intriligator (eds.), Handbook of Econometrics, Vol, I
Kanemoto, Y., T. Ohkawara, T. Suzuki '(199'6). Agglomeration Economies and a Test
Jor Optimal City Sizes in Japan. Joumal of the Jépanese and International
Economies 10: 379-398. '
Katz, M., C. Shapiro (1985). Network Externalities, Competition and Compatibility.
American Economic Review, 75 (3): 424-440.
Kiyotaki, N. (1988). Multiple Expectational FEquilibria under- Monopolistic

competition. Quarterly Journal of Economics, 103: 695-713.



66

Kragman, P:-(1979). Increasing Returns, Monopolistic Competition and International
Trade. Joumnal of International Economics, 9: 469-479.

Krugman, P. (1981). Intra-industry Specialization and the Gains from Trade. Joumnal

... -of Political Economy,-89 (5): 959-974. .

Krugman, P. (1984). Import Protection as Export Promotion. In: H. Kierzkowski
(ed.), Monopolistic Competition and International Trade. Oxford: University

o Press, Oxford. . .-

Krugman, P. (1991), Increasing Returns and Economic Geography. Journal of
Political Economics, Vol. 99: 483-499, ... . - _ S

Krugman, P., AJ. Venables (1995). Globalization and the Inequality "of Nations.
Quarterly Journal of Economics, 110 (4): 560-587.

Lancaster, K. (1980). Intra-industry Trade under Perfect Monopalistic Competition.
Journal of International Economics, 10: 151-175.

Leamer, E.E. (1992). Testing Trade Theory. NBER Working Papers, 3957.

Leamer, E.E., J. Levinson (1995). International ‘Trade: The Evidence. In: Handbook

ti5:0f International Economics, 3: 1339-1394. In: R.W. Jones (ed.), Handbook of
International Economics, Amsterdam, 1995.

Liebowitz, S., S. Margolis- (1990). The Fable of the Keys. Journal of Law and
Economies, 13 (1):-1-26.

Liebowitz, S., S. Margolis (1994). Network Externalities: An Uncommon Tragedy.
Journal of Economic Perspectives, 8 (2); 133-150.

Little, LM.D., D, Mazumdar, J.M. Page (1987). Small Manufacturing Enterprises. A
Comparative Study of India and Other Economies. The World Bank, Oxford
University Press.

Lasch, A. [1940] (1962), Die rdumliche Ordnung der Wirtschaft. Stuttgart, 3 edition.
1962



67

Lucas, R: (1988). Ori'the Méchanics of Economic Development. Journal of Monetary-:
Economics, 22:3-42. e . o

Lyons, B. (1980). ‘A New Measure of Minimum Efficent--Plant- Size in UK.
Manufacturing Industry. Economica,

MacPhee, C., R. Petersen (1990). The Economies of Scale: Revisited:: Comparing
Census Costs, Engineering -Estimates, and the Survivor Technique.. Quarterly
Journal of Business and Economics, 29 (2): 43-67. - S SRR

Marcus, M. (1969). Profitability and Size of Firm. Review of Economics and
Statistics, 51: 104-107. )

Marshall, A. (1920). Principles of Economics. Macmillan, London, 8th edition.
Matsuyama (1995). Complementarities and Cumulative Processes in Models of
Monopolistic Competition, Journal of Economic Literature 33 (2): 701-729.
Miracky, ‘W.(1995). Economic Growth in Cities: The Role of Localization

Externalities. PhD-Dissertation, MIT.

Moomaw, R.L. (1981). Productive Efficiency and Region: Southern Economic
Journal, 48: 344-357. Lo

Moomaw, R.L. (1983). Spatial Productivity Variations in Manufacturing::A Critical

* Survey of Cross-sectional Analysis. International Regional Science Review, 8
{1):1-22.

Miiller, J. (1985). Empirische Untersuchung -von industriellen Grofienvorteilen nach
der Methode der Ingenierschdtzungen. Berlin.

Miiller, J., N. Owen (1983). Economic Effects of Free Trade in Manufactured
Products within the EC. Berlin.

Miiller, J., N. Owen (1985). The Effect of Trade on Plant Size. In: J. Schwalbach
(ed.), Industry Structure and Performance. Edition Sigma, Berlin.

Myrdal, G. (1957). Economic Theory and Under-developed: Regions.- London,
Duckworth.



68

Nakamura, R. (1985). Agglomeration Economies in Urban Manufacturing.Industries:
A Case of Japanese Cities. Journal of Urban Economics, 17: 108-124:;-. -

Ohlin, B. (1933). Interregional and- International Trade, Harvard University Press,
Cambridge, MA.

Oulton, N. (1996). Increasing Returns and Externialities in UK Manufacturing: Myth
or Reality? The Joumal of Indistrial Economies, 44-(1): 99-113.

Owen, N. (1983). Economies of Scale, Competitiveness and Trade Patterns within the

- European Community. Clarendon Press; Oxford.

Pratten, C. (1971). Economies of Scale in Manufacturing Industry. Occasional Paper
28, Cambridge University Press, UK.

Pratten, C. (1988). A Survey of the Economies-of Scale. Economic Papers of the
Commission of the European Communities, 67.

Rees, R. (1973). Optimum Plant Size in the United Kingdom Industries: Some.
Survivor Estimates. Economica, 40: 395-401.

Ringstad, V. (1978). Economies of Scale and the Form of the Production Function.
Swedish Journal of Economics, 80 (3).

Rivera-Batiz; ~L.. .(1988). Increasing Returns, Monopolistic Competition, and
‘Agglomeration Economies in Consumption.and ‘Production. Regional Science
and Urban Economics, 18: 125-153. .

Roberts, M., J. Tybout :(1991). Size Rationalization and Trade Exposure. in
Developing Countries. In: R.E. Baldwin (ed.), Empirical Studies of Commercial
Policy. University of Chicago Press for the NBER, Chicago:: 169-193:

Robinson, E.A.G. (1958). The Structure of Competitive Industry.. .~ -~

Roeger, W. (1995). Can Imperfect. Competition. Explain™the Difference Between
Primal and Dual Productivity Measures? Estimates for: US:- Manufacturing.

= -Journal of Political Economy 103 (2): 316-330.



69

Rogers, R. (1993). The Minimum Opt;’mal.Szegl,qum.and the Survivor Technique of
Cost Estimation. Atlantique Economic Journal, 21 (3): 30-37. .

Romer, P, (1986). Increasing Returns and Long-run.Growth. Journal of Political
Economy, 94 (5): 1002-1037.

Romer, P. (1990). Endogenous Technological Change. Journal of Political Economy,
98 (5): 71-102.

Rotemberg, J., M. Woodfort (1993). Dynamic General Equilibrium Models. with
Imperfect Competition. NBER Working Papers, 4502. B o
Sands, S.. (1961). Changes in Scale of Production in-US Manufacturing lndustry

1904-1947. Review of Economics and Statistics.
Saving, J.R. (1961). Estimates of Optimum Size of Plant by the Survivor, Technique.
Quarterly Journal of Econoinics, 75 (4): 569-607. .
Scherer, F.M., (1980). Industrial Market Structure and Economic. Rerformance.
Boston, 2nd edition. . . e
Scherer, EM., A. Beckenstein, E. Kaufer, R. Murphy -:(1975). The Economics of
Multiplant Operation. An international Comparison Study. Cambridge, USA.
Scherer, EM., D..Ross (1990). Industrial Market. Structure and Economic
Performance. Boston, 3rd edition. »
Schmutzler, A. (1995). The Role of Externalities in the Explanation of Agglomeration
. Patterns — A Survey Qf Recent Theoretical and Empirical: Work. University of
Heidelberg, Discussion Papers, 222. X
Schwalbach, J. (1988). Economies, of Scale and Intra-community Trade. In: Research
_on the "Cost" of Non-Europe:. Basic Findings. Commision of the European
Communities, 2, Brussels. o ‘
Scitovsky, T. (1954). Two Concepts of External Economies. Journal of Political
Economy, 62: 143-151.



70

Scotchmer; S., J.F. Thisse (1992). Space and Competition A Puzzle. Annals of
Regional Science, 26: 269-286. . . . |
Segal, D. (1976). Are there Returns to Scale in City Size? Rev. Econom. Statist., 58:
339-350. e
Shapiro, M. (1987). Measuring Market Power in US Industry. NBER Working Paper

2212.

Shefer, D. (1973). Localization Economies in SMSAs: A Production Function
Analysis. Journal of Regional Sc1ence 13: 55-64. '

Shepherd W. (1967). What Does the Survivor Technigue Show About Economies of
Scale. Southemn Economic Journal, 34: 113-122.

Shepherd, W. (1985). The Economics of Industrial Organization. Prentice Hall. 3%
edition: 90.

Siebcrt, H. (1969). Lern- und sachtheoretische Aspekie neuen technischen Wissens.
Schmoliers Jahrbuch fiir Wirtschafts- und Sozialwissenschaften, 89 (5): 513-539.

Siebert, H. (1988). Swrategische Handelspolitik. Theoretische Ansitze und
wirtschaftspolitische Empfehlungen. Ausééhwixtschaft, 43: 549-584.

Siebert, H. (1991). A Schumpeteranian Model of Growth in the World Economy:
Some Notes on a New Paradigm in International Economics.
Weltwirtschaftliches Archiv, 127 (4): 800-812. ,

Siebert, H. (1992). Standortwettbewerb — nicht Indusiriepolitik. Die Weltwirtschaft
(4): 409-424.

Siebert, H. (1994). Auflenwirtschaft. Fischer, Stuttgart ,

Smith, A. [1776] (1986). The Wealth of Nations. Strahan and Cadele, London,
reprinted by Penguin. :

Smith, V.K. (1986). Another View of the State of Engineering Production Functions.
Econometrica, 53: 529-532.



71

Spence; A. (1976). Product Selection, Fixed Costs, and Monopolistic Competition, -
Review of Economic Studies, 43: 217-236. UTTUR Py
Stigler, G. (1958). The Economies of Scale. The Journal of Law and Econormcs, 1 56-

. : . R :

Stewart, F., E. Ghani (1992). Externalities, Development and Trade. In: G. Helleiner
(ed.) Trade Policy, Industrialization, and Development. Clarendon Press, Oxford. -

Stolpe,- M. (1995). Technology and -the Dynamics of Specialization in Open
Economics. Kieler Studie, 271, Mohr, Tiibingen. e et oo,

Sveikauskas, L. (1975). The Productivity of Cities. Quarterly Journal of Economics,

- 89:393-413.

Sveikauskas, L., P.M. Townroe, E.R. Hansen (1985). Intraregional Productivity
Difference in-Sao Paulo State Manufacturing Plants. Weltwirtschaftliches
Archiv, 121 (4): 722-740.

Sveikauskas, L, J. Gowdy, M. Funk (1988). Urban Productivity: City Size or
Industry Size. Journal of Regional Science, 28 (2).

Torstensson, J. (1995). Country Size and Comparative - Advantage. University of
Lund, Working Papers, 54.95.

Torstensen, J. (1996). Determinants of Intra-Industry Trade: A Sensitivity Analysis:
Oxford Bulletin of Economics and Statistics, 58 (3): 507-524.

Tybout, J. (1993). Internal Returns to Scale,as a Source of Comparative Advantage:
The Evidence. Georgetown University, Working Papers, 93-01. - - - - ‘
Tybout, J., M.D. Westbrook (1992). Trade Liberalization and the Structure of
Production in Mexican Industries. Georgetown University, Department of

Economics, Working Papers, 92-03.

Tybout, J., M.D. Westbrook (1995). Trade Liberdlization and the Dimension of

Efficiency Change in Mexican Manufacturing Industries. Journal of International

Economics, 39: 53-78.



72

Tyler, W. (1976). Manufactured Export Expansion and Industrialization in Brazil.
Mohr, Tiibingen.

Weber, A. (1909). Standort der Industrien. Mohr, Tiibingen.

Weiss, L. (1964) The Survivor Technique and the Extent of Suboptimal Capacity.

. Joumnal of Political Economy, 72: 246-261.

Weiss, L. (1976). Optimal Plant Size and the Extent of Suboptimal Capacity. In: T.
Masson, P.D. Qualls (eds.), Essays on Industrial Organization in Hounour of L.S.
Bain. Massachusetts. R .

Westbrook, M.D. and J. R. Tybout (1993). Estimating Returns to Scale with Large;
Imperfect Panels: An Application to Chilean Manufacturing Industries. The

... World Bank Economic Review, 7 (1): 85-112.

Wheeler, D., A, Mody (1992). International Investment Location Decisions: The
Case of US-firms. Journal of International Econormnics, 33 (1-2): 57-76.

Wibe, 8. (1984), Engineering Production Functions: A Survey. Economica, 51: 401-
411. |

Wibe, S. (1986). Observable and Non-observable Data: A Reply. Economica, 53:
-535~536.

Wright, T.P. (1936). Factors Affecting the Cost of Airplanes. Journal of Aeronautical
Science, 3: 122-128.

Young (1928). Increasing Returns and Economic Progress. The Economic Journal, 38
(152): 527-542.



