
Larch, Mario; Lechthaler, Wolfgang

Working Paper

Why 'buy American' is a bad idea but politicians still
like it

CESifo Working Paper, No. 3207

Provided in Cooperation with:
Ifo Institute – Leibniz Institute for Economic Research at the University of Munich

Suggested Citation: Larch, Mario; Lechthaler, Wolfgang (2010) : Why 'buy American' is a bad
idea but politicians still like it, CESifo Working Paper, No. 3207, Center for Economic Studies
and ifo Institute (CESifo), Munich

This Version is available at:
http://hdl.handle.net/10419/46313

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your
personal and scholarly purposes.

You are not to copy documents for public or commercial
purposes, to exhibit the documents publicly, to make them
publicly available on the internet, or to distribute or otherwise
use the documents in public.

If the documents have been made available under an Open
Content Licence (especially Creative Commons Licences), you
may exercise further usage rights as specified in the indicated
licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
http://hdl.handle.net/10419/46313
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


 
 
 
 
 
 
 
 
 
 

Why “Buy American” is a Bad Idea but 
Politicians still Like it 

 
 
 

Mario Larch 
Wolfgang Lechthaler 

 
 

CESIFO WORKING PAPER NO. 3207 
CATEGORY 6: FISCAL POLICY, MACROECONOMICS AND GROWTH 

OCTOBER 2010 
 

 
 
 
 

An electronic version of the paper may be downloaded  
• from the SSRN website:              www.SSRN.com 
• from the RePEc website:              www.RePEc.org 

• from the CESifo website:           Twww.CESifo-group.org/wp T 



CESifo Working Paper No. 3207 
 
 
 

Why “Buy American” is a Bad Idea but 
Politicians still Like it 

 
 

Abstract 
 
When the world economy was recently hit by a severe recession, governments all over the 
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1 Introduction

“But there is a short-run case for protectionism.” (Paul Krugman,
February 1, 2009, The New York Times)

During the great depression of the 1930s many countries tried to protect their
economies by building up trade barriers. Today there is widespread agreement
that these measures contributed importantly to the depth and persistence of the
crisis. Nevertheless, there has been a worrisome, though still small, increase in
protectionist measures as response to the latest global financial and economic
crisis that started in 2008.

This is manifested in the latest figures about world trade development. In the
course of the current crisis world trade has suffered tremendous decreases over
the last few months. Over the first six months of 2009 world trade has seen an
unprecedented slump of approximately 20% and was almost back to the level it
had at the beginning of 2005. This phenomenon is not restricted to just a few
countries, but has hit most economies around the globe.

As noted by Baldwin and Evenett (2009), so far this reduction is mainly due to
the recession and not (yet) due to protectionist measures. Nevertheless, there has
already been an increase in protectionist measures as documented, e.g., by IMF
and World Bank (2009) or GlobalTradeAllert.org. Gamberonin and Newfarmer
(2009) document that since the beginning of the crisis 17 of the G20 countries have
implemented measures to restrict trade. According to Gregory, Henn, McDonald
and Saito (2010) the protectionist measures that were implemented had a strong
negative impact on trade.

At the beginning of 2009, the US-congress wanted to incorporate “Buy Amer-
ican” clauses in the huge stimulus package. After an outcry of policy-makers and
economists around the globe, these measures have been cut down by a consider-
able degree. More recently China shocked the world community by announcing
that it would use similar clauses for their stimulus package,1 while in September
the Economist articulated in a leading article concerns about a new trade war fol-
lowing an announcement that the US wanted to raise tariffs on Chinese tyres.2 At
the beginning of 2010 the world economy is showing signs of recovery. However,
the fiscal stimuli of the crisis left the pockets of many governments empty and
especially in this situation protectionism might be very tempting. As argued by
Gregory, Henn, McDonald and Saito (2010), it is an opportunity to demonstrate
activity that does not directly affect the government budget.

One may think that there is relatively little room for increasing protectionism
due to the rules of the WTO. However, as argued for example in Bouet and

1See e.g. the report in the Wall Street Journal of June 18, 2009, available online at
http://online.wsj.com/article/SB124520724753222171.html.

2See http://www.economist.com/printedition/displayStory.cfm?story id=14450332.

1



Laborde (2008), there is currently still much room for raising tariffs without
violating WTO law. Most developed countries could increase tariffs by as much
as 100%, because they already set their tariffs lower than obliged. For low-income
countries this margin is even higher.

Given the latest political debates about the “Buy American” clause and sim-
ilar ambitions in China, one may ask if such policies really help countries to
dampen the negative effects of economic crises and mitigate economic downturns.

Richard Baldwin and Simon Evenett (2009) brought together well-renowned
researches to contribute to a recent VoxEU-E-book entitled “The Collapse of
Global Trade, Murky Protectionism and the Crisis: Recommendations for the
G20” in order to propose steps to counteract recent protectionist tendencies.
Specifically, they suggest to: (i) Follow Keynes at home and Smith abroad: Fis-
cal stimulus packages are fine, but it should be taken care that the measures do
not harm trade. Spill-overs to other countries are explicitly encouraged, or as
Simon Crean put it: “nurture-thy-neighbor” instead of “beggar-thy-neighbor”.
(ii) Introduce a global surveillance mechanism: Assemble a team of independent
experts to track protectionism and issue warnings in real-time. (iii) Agree on
a temporary, legal-binding standstill on protection: Government leaders should
commit on not to raise trade barriers for the duration of the global economic
downturn. (iv) Do not abandon developing nations. (v) Facilitate trade as foun-
dation for export-led recovery: Use the momentum of the crisis to accelerate the
completion of the WTO’s current negotiations on trade facilitation.

Especially the first point is criticized by Fredrik Erixon (2009). He argues
that “higher government spending means more discretionary powers for politi-
cians and bureaucrats, indiscriminate subsidies, rent-seeking and corruption” and
“Big Government at home means a new age of protection abroad”. Instead he
calls for a “coalition of the willing” committing themselves to not raise trade-
barriers. Kumar (2009) argues that the main problem lies in the shortage of
credit and suggests the foundation of an “International Trade Financing Fund”,
a new international organization along the lines of IMF and World Bank with
the mandate to finance trade of large global firms.

The E-book of Baldwin and Evenett (2009) also discusses some reasons why
protectionism would hurt a country rather than protecting it from the global
downturn: One argument is that through the global interlinkages and supply
chains, import restrictions would harm domestic firms because input-costs are
increased. Anne Krueger argues that import-competing goods would have higher
prices and thus reduce demand, while Viktor Fung stresses the danger of re-
taliation from trading partners. In line with this, Hufbauer and Schott (2009)
estimate that a “Buy American” clause could gain 10.000 jobs but lose as much
as 65.000 through retaliation.

However, not all economists agree that protectionism is always bad. Most
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prominently, Krugman argued in one of his New York time columns3 that there
is a short-run case for protectionism. His argument is that due to international
spillovers the size of stimulus packages is too small. Employing “Buy Local”
clauses reduces these externalities.

It is the purpose of this paper to thoroughly analyze the effects of protec-
tionism as a short-run response to an economic downturn. In order to capture
the short-run effects properly, it is necessary to look at the dynamics out of
steady-state. However, most of the literature in international trade focusses on
the steady-state effects of trade liberalization. And even though there are some
papers dealing with dynamics, none of them has a focus similar to ours. We will
briefly summarize these papers here.4

Costantini and Melitz (2007) develop a dynamic model of firm-level adjust-
ment to trade liberalization that captures the self-selection of more productive
firms into export markets, the joint export market participation and innovation
decisions, and the continuing innovation of other firms following their entry into
export markets. They compare three scenarios: (i) an unanticipated, abrupt de-
crease in trade costs; (ii) an abrupt change in trade costs, anticipated three years
in advance; (iii) and an anticipated but gradual change in trade costs. One of
their main findings is that the anticipation of future liberalization induces many
new exporters to innovate already before the actual liberalization, and also before
their own entry into the export market.

Ghironi and Melitz (2005) provide in a dynamic general equilibrium model
with trade in bonds the effects of a symmetric lowering of variable and fixed
trade costs. In both scenarios, trade liberalization induces a substantial increase
in the number of exporting firms, along with a decrease in the export productiv-
ity cutoff (exporting becomes more profitable for all firms), as in the standard
Melitz (2003) framework. In line with many micro-level studies of trade liber-
alization, a substantial portion of the increase in overall trade comes from the
extensive margin (more exporting firms). Br̊uha and Podpiera (2007) extend the
Ghironi and Melitz (2005) framework by endogenizing the vertical investments
(investments into quality improvements) in order to replicate the observed pace
of the real exchange rate appreciation in Central and Eastern European coun-
tries. Concerning trade liberalization, they investigate an exogenous, permanent
fall in trade costs at a specific point in time. They find that the smaller country
borrows to finance entry of additional firms, i.e., relatively more firms enter in
the smaller country because of the export market effect, leading to an increase in
GDP and an appreciation of the exchange rate.

Albuquerque and Rebelo (2000) consider reforms with different degrees of
permanence and timing and find that even though it is optimal to immediately

3Available at http://krugman.blogs.nytimes.com/2009/02/01/protectionism-and-stimulus-
wonkish/.

4We do not survey the trade and growth literature, which also investigates adjustment
dynamics. See for a good monograph Grossman and Helpman (1991).
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liberalize international trade, these reforms may not take place because of con-
cern over their impact on the distribution of income. A similar result is obtained
by Bacchetta and Dellas (1997), who show that the case for gradualism becomes
stronger when there is more emphasis on the longer term allocation of resources.
Antras and Caballero (2010) study in a dynamic general equilibrium model based
on Antras and Caballero (2009) with financial frictions how trade liberalization
effects income, consumption and the distribution of wealth in financially under-
developed economies.

Another part of the literature focuses on reasons for gradual trade reforms.
Mussa (1986) and Leamer (1980) show that unilateral trade liberalization in the
presence of adjustment costs, i.e. costs for workers to move from one industry
to another, may make gradualism preferable especially to reduce the pain of
workers in the protected sector. Staiger (1995) attributes gradualism in trade
liberalization to self-enforceability of agreements. Furusawa and Lai (1999) show
that self-enforceability of bilateral trade liberalization together with adjustment
costs for workers are also sufficient to induce gradualism.

In contrast to all of the above papers which are mainly concerned with the
transition from one steady-state to another, we extend the current literature by
explicitly focusing on the dynamics of transitory changes of trade barriers as a
response to economic shocks. In order to capture the relevant transmission mech-
anisms of changes in trade costs, such as market size and productivity changes
of firms,5 we build on the work by Melitz (2003) and specifically rely heavily on
the dynamic version introduced by Ghironi and Melitz (2005). While the basic
Melitz (2003) framework only allows for comparisons of different steady-states,
the Ghironi and Melitz (2005) framework is well suited for the analysis of the
current crisis since it allows for deviations from the long-run equilibrium, in other
words, it allows for recessions. Most of the macro models that analyze transi-
tional dynamics either assume closed economies or trade based on the assumption
of “Armington” (1969) preferences. The latter does not allow to distinguish firm
dynamics based on adjustments at the extensive margin, i.e., the set of firms, and
the intensive margin, i.e., the size of firms. However, recent empirical work reveals
that the often ignored extensive margin is an important adjustment margin and
that the intensive and extensive margins’ sensitivity to policy interventions such
as trade liberalization is different.6 In line with these recent findings, we allow

5Its popularity stems from the combination of being able to capture important stylized facts,
like the fact that only very productive firms export, that exporters are bigger and employ more
workers than domestic firms, and that small firms with low productivity are driven out of the
market, while it remains still very tractable. See the empirical studies by Dunne, Roberts
and Samuelson (1989); Davis and Haltiwanger (1992); Bernard and Jensen (1995, 1999, 2004);
Roberts and Tybout (1997); Clerides, Lach and Tybout (1998); and Bartelsman and Doms
(2000) for evidence concerning the stylized facts.

6See for example Chaney (2008), Helpman, Melitz and Rubinstein (2008), and Bernard,
Jensen, Redding and Schott (2007, 2009).
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for exit and entry of firms and find that both, adjustments at the extensive and
intensive margin, are important ingredients of our analysis, leading protectionism
to redistribute resources to less efficient firms.

It is quite obvious that we are currently not in a long-run equilibrium and
thus a sensible analysis of protectionism in the current crisis needs to take this
into account. We therefore explicitly study transitional dynamics. Here we depart
from the traditional international trade literature, which focuses on the gains from
trade liberalization by comparing steady-state outcomes (see for example Feenstra
(2004) for a discussion of the “gains from trade” hypothesis). Specifically, we are
interested in whether it is a good idea to respond with protectionism in the case of
a negative demand shock. We investigate various scenarios, where we distinguish
whether the trading partner responds to increased trade barriers or not. The
main conclusion is that protectionism hurts all countries, including the country
imposing the protectionist measures, even if the other countries do not react with
protectionism by themselves. Thus, the results from our model yield a powerful
argument against protectionism.

Nevertheless, many policy makers seem to like protectionist measures. Is there
a way to rationalize this? The answer is yes. There are two rationales that help to
understand why countries consider protectionism to be a good idea as a response
to a recession: (i) Firms are hit differently by protectionism. Actually, domestic
firms that do not export at all gain in terms of total profits from raising trade
barriers. Hence, whenever domestic firms that do not export have a strong lobby,
a government may raise trade barriers in order to gain political support for the
next election. (ii) Openness increases the vulnerability of a country with respect
to shocks occurring in a trading partner country. As loss-avers individuals are
likely to favor protectionism in the wake of a crisis, they may put pressure on
politicians to increase trade barriers.

2 The Model

In this section we describe the model framework underlying our analysis. As we
follow closely the Ghironi and Melitz (2005) model, allowing for international
capital flows, we describe only the key features that are important to understand
our results. The inclined reader is referred to the Technical Appendix and to the
article of Ghironi and Melitz (2005).

Households. The model features two countries with monopolistic compe-
tition and flexible prices. Households supply labor inelastically and maximize
expected intertemporal utility from consumption. At any given time, the con-
sumption basket, C, is defined as a CES aggregate over a continuum of varieties.
For simplicity, we assume that domestic and foreign varieties enter symmetrically
in the consumption index.7 In order to study the effects of demand shocks, we

7Allowing for a lower elasticities of substitution between foreign and domestic varieties as
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follow the macroeconomic literature and introduce an exogenous component to
consumption C̄,8 which consists of the same varieties as C.

Firms. There is a continuum of firms in each country, each producing a
different variety. There is only one factor of production, labor. Firms are het-
erogeneous due to differences in technologies, reflected in differences in labor
productivity. Before entering the market, firms are identical and have to incur
a sunk entry cost in the form of labor requirements. Upon entry, firms draw
their relative productivity level, which is assumed to stay constant thereafter,
from a known distribution. In contrast to Melitz (2003), there are no other fixed
production costs, implying that all firms produce until they are hit by a death
shock, which occurs with an exogenous probability δ.

Exporting. Besides serving the domestic market, a firm may export. How-
ever, exporting involves both a per-unit “iceberg” cost as well as a period-by-
period fixed cost measured in labor units. Exporting fixed costs lead to a sorting
of the most productive firms into exporting. Hence, firms with relatively low pro-
ductivity levels choose to only serve their domestic market. The varieties from
firms serving only the domestic market are thus not available abroad. We assume
an unbounded mass of forward-looking potential entrants that correctly antici-
pate their future expected profit d̃t in every period. Entrants at time t only start
producing at time t + 1, which introduces a one-period time-to-build lag in the
model. The exogenous exit shock occurs at the very end of the time period (after
production and entry). A proportion δ of new entrants will therefore never pro-
duce. Home entrants in period t compute their expected post-entry value given
by the present discounted value of their expected stream of profits {d̃s}

∞

s=t+1:

ṽt = Et

∞
∑

s=t+1

[β(1− δ)]s−t C
−γ
s

C−γ
t

d̃s, (1)

where C−γ
s is marginal utility of consumption at time s, β ∈ (0, 1) is the subjec-

tive discount factor of households and γ > 0 is the inverse of the intertemporal
elasticity of substitution. Firms discount future profits using the household’s
stochastic discount factor, adjusted for the probability of firm survival 1 − δ.
Entry then occurs until the expected present discounted value of future profits ṽt
is equalized with the sunk entry costs. It is assumed that macroeconomic shocks
are small enough so that there is positive entry in every period and the above
condition holds. Note that as the profitability of the export market changes over
time, also the set of traded and non-traded goods fluctuates over time.

International Capital Flows. Households in each country hold two types
of assets: shares in a mutual fund of domestic firms and domestic and foreign

compared to the elasticity of substitution between all domestic varieties and between all foreign
varieties, would lead to a “home bias”: Consumers would prefer domestic varieties over foreign
ones. This would lead to a lower volumes of trade. Hence, it has qualitatively similar effects as
higher levels of trade barriers in the initial situation.

8See e.g. Lewis (2009) for an application in a setting with endogenous firm entry.
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bonds. Since the household does not know which firms will be hit by the exoge-
nous exit shock δ, the mutual fund fully diversifies the idiosyncratic risk of firm
death. Hence, investment in share holdings finances the creation of new firms.
Due to the allowance of international capital flows via bonds trading, households
may transfer resources across countries to smooth consumption and generate ad-
ditional resources for firm creation. International borrowing and lending results
in current account fluctuations. The trade balance is obtained as the difference
between aggregate exports and imports in each period. The trade balance em-
bodies the contributions to trade of both the extensive margin (the number of
firms that export in each country) and the intensive margin (exported output per
firm).

Calibration. We assume that the productivity of firms is distributed Pareto,
which fits firm-level data quite well. Periods represent quarters. The subjective
discount rate β is set equal to 0.99, implying a steady-state interest rate of approx-
imately four percent. The inverse of the intertemporal elasticity of substitution
γ is set equal to 2, which is a standard choice for business cycle models. The
exogenous death shock is set equal to 0.025, which matches the U.S. empirical
level of 10 percent job destruction per year. Relying on Obstfeld and Rogoff
(2001) we set the steady-state value of trade costs τ equal to 1.3. The steady-
state fixed export cost fX is set to 23.5 percent of the per-period, amortized flow
value of the entry cost, [1 − β(1 − δ)]/[β(1 − δ)]fE , such that the proportion
of exporting plants matches the 21 percent reported in Bernard, Eaton, Jensen,
and Kortum (2003). Entry costs fE are set to 1 without loss of generality, as
changing fE while maintaining the ratio fX/fE does not affect any of the im-
pulse responses. For similar reasons, we normalize labor endowments to 1, i.e.,
L = 1 and L∗ = 1. In steady-state, the exogenous part of consumption is 10% of
endogenous consumption.

Parametrization of Shocks. In the following, we consider a negative shock
to the exogenous component of aggregate demand in one country in the order
of 10% of the steady-state value. In line with Ghironi and Melitz (2003) (and
the business-cycle literature) we assume that the shock has long-lasting but not
permanent effects so that aggregate demand slowly converges back to its steady-
state value according to

C̄t = C̄1−ρC̄ρ
t−1e

−ut , (2)

where C̄ (without time index) is the steady-state value of exogenous consumption,
ut is the shock term and ρ is the autocorrelation parameter, set equal to 0.9 if
nothing else is mentioned.

If a country wants to react to this shock by using trade policy, we assume
that it will do so by following a similar pattern: It increases trade-costs by 1%
and then slowly reduces them back to its old steady-state value (with the same
parameter of autocorrelation):

τt = τ 1−ρτρt−1e
−ut , (3)
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This pattern is equivalent to the way in which fiscal or monetary policy reactions
are modeled in the business-cycle literature.9

3 Protectionism and the Business Cycle

In this section we analyze the consequences of protectionism in response to a tem-
porary negative shock to the exogenous demand of country 1, called “America”
in the subsequent. To do so we distinguish between three different scenarios. i)
First, we analyze the case when America, where the shock occurs, raises trade
barriers (“Buy American”). The reason for raising trade barriers may be seen in
trying to shift demand from imported goods to home products, thereby trying
to mitigate the demand shock. ii) Second, we analyze the case when the trading
parter, called in the subsequent “Canada”, is raising trade barriers to protect
itself from the recession in America (“Buy Canadian”). iii) Finally, we illustrate
the consequences of retaliation. We will show that in each case, protectionism is
a bad idea, not only hurting the trading partner but also the country that raises
the trade barriers.

3.1 Buy American

Before we start with the discussion of trade policy let us first describe the effects
of the drop in demand and its consequences for both countries. For an illustration
see the solid line in Figure 1. For America, on impact overall (exogenous plus
endogenous) consumption and output go down.10 The decrease in exogenous
consumption is met by an increase in endogenous consumption but this can only
partially offset the downturn. Furthermore, the decrease in demand directly
decreases imports11 and therefore the trade balance becomes positive.

Note that the change in output and consumption turns positive after 14 pe-
riods. This is due to the desire of households to smooth consumption implying
that the (positive) change in endogenous consumption takes longer to get back
to its steady-state value than the (negative) change in exogenous consumption.12

In Canada the decrease in foreign demand also implies a decrease in output.
However, some of the resources formerly used for exports now go into domestic
production and therefore private consumption goes up.13

9See e.g. Gaĺı (2008) or Gaĺı, López-Salido and Vallés (2007).
10In this graph and all futures graphs consumption is the sum of exogenous and endogenous

consumption.
11Note that the exogenous part of demand also shows up in the demand for foreign products.
12This is a standard result in the literature. See e.g. Uhlig (2010).
13This was of course not the case in the current crisis. A simultaneous decrease in consump-

tion in both countries could be achieved by using correlated shocks to the exogenous part of
consumption in both countries or by adding productivity shocks. However, for the analysis of
protectionism this is irrelevant and therefore we stick to the simple shock-processes, making it
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Figure 1: Buy American: America raises trade barriers.

Having described the situation without changes in trade policy let us now
assume that America tries to counteract and dampen the decrease in demand by
shifting demand from foreign goods to domestic goods. In other words, America,
where the shock occurs, raises trade barriers. We model this by assuming that the
trade costs for goods sold from Canada to America are increased, while the trade
costs in the opposite direction stay the same. It is assumed that the increase in
trade costs does not yield any direct returns to the government. In other words
the increase in trade costs is not due to an increase in tariffs but rather due
to non-tariff barriers. This is very much in line with the empirical facts of the
current crisis, as documented by Baldwin and Evenett (2009).

Figure 1 compares the Buy American scenario with the case where trade
policy does not change. The effects for Canada in the lower panel are not very
surprising. The increase in trade barriers further reduces exports and output.
Consumption which was actually increasing without the increase in trade barriers
is now dropping, too, and recovering only very slowly.14 Notable is the size of the
impact. The drop in GDP is now about four times larger, than it was without
protectionism.

What is maybe more surprising is the fact that this does not help America.

easier to interpret results. See e.g. Backus, Kehoe and Kydland (1992) for a discussion about
business-cycle comovements.

14Looking at the graph it even appears that consumption in Canada is permanently lower.
This is not the case, but consumption takes a very long time to get back to its steady-state
value.
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In sharp contrast, for America things get much worse, too. The decrease in
consumption on impact is almost doubled. Looking at output there is only a
small positive effect on impact, rapidly turning negative. The recession is much
longer and deeper in America when it raises trade barriers. This is true even if
Canada is not reacting with retaliation.

The result is partially explained by the effects of trade barriers on the real
exchange rate (not depicted). The increase in trade barriers results in a sharp
increase of the price level in America relative to Canada. As a result exports drop
by more than 4 percent. At the same time imports drop by even more (due to
the increase in trade barriers). These changes have two important implications.
Less business opportunities for exporting firms and higher prices for consumers
(imports become more expensive). Basically, this kind of trade policy is redis-
tributing production from highly productive exporting firms to domestic firms
with relatively low productivity. As motivated in the introduction, this shift at
the extensive margin was found to be important empirically. Only by employ-
ing a dynamic heterogeneous firm model we are able to capture changes at the
extensive margin and the heterogeneous responses of firms to trade liberalization.

3.2 Buy Canadian

Next we take the perspective of the trading partner. Assume that Canada tries to
shield itself from the economic downturn in America and therefore raises import
restrictions in order to protect import competing firms from cheap exports. In
contrast to above, in this scenario we assume that America does not change its
trade policy. The results are illustrated in Figure 2.

Again both countries are hurt by this kind of trade policy. Although Canada
succeeds in overturning the trade deficit into a trade surplus, this comes at a high
cost. Canada suffers a large decrease in consumption and the recession becomes
deeper and much more persistent. In fact, the boom that typically follows such
a recession never occurs. The reasons are the same as in the experiment above.
The country initiating the protectionism is hurt by changes in relative prices,
the trading partner by the increase in trade barriers. Exports and imports go
down in both countries and thus high-productivity firms produce less while low-
productivity firms produce more.

So far we have assumed that one country does not care about the increase
in trade barriers of the other country. However, it is much more likely that a
country that is hurt by protectionism will resort to protectionist measures on its
own. This scenario is described in the next section.

3.3 Retaliation

During the great depression the attempts of some countries to shield themselves
by erecting trade barriers were retaliated by other countries which in turn raised

10



America

0 10 20 30 40 50
−1.5%

−1%

−0.5%

0

0.5%

Quarters

GDP

0 10 20 30 40 50
−0.8%

−0.6%

−0.4%

−0.2%

0

0.2%

Quarters

Consumption

0 10 20 30 40 50
−0.4%

−0.2%

0

0.2%

0.4%

Quarters

Trade ballance

Canada

0 10 20 30 40 50
−0.3%

−0.2%

−0.1%

0

0.1%

0.2%

Quarters

GDP

0 10 20 30 40 50
−0.4%

−0.3%

−0.2%

−0.1%

0

0.1%

Quarters

Consumption

0 10 20 30 40 50
−0.2%

0

0.2%

0.4%

0.6%

Quarters

Trade ballance

 

 

No reaction
Canada reacts

Figure 2: Buy Canadian: Canada raises trade barriers.

trade barriers and thereby started a vicious cycle that proofed to be disastrous.
Therefore we analyze in this subsection a third scenario in which both countries
increase trade barriers. For simplicity we assume that both countries react im-
mediately to the drop in demand and that both countries increase trade barriers
by the same amount.15 The resulting effects are illustrated in Figure 3, showing
scenario one and three in one graph. In line with the results of the previous
sections, retaliation only makes matters worth for both parties.

The real exchange rate is brought back exactly to the path it had without
any changes in trade costs and the same is true for the trade balance (hence,
the lines for the trade balance in Figure 3 of “No reaction” and “Both countries
react” overlap). In this respect, the two policy reactions seem to offset each other.
However, hidden behind this zero net effect on the trade balance is a huge decrease
in exports in both countries (more than 10 percent). The retaliation of Canada
deepens the inefficient redistribution of output between relatively unproductive
domestic firms and highly productive exporting firms, in this way further wasting
resources. This results in a stronger decline in output and consumption in both
countries. Thus, the raising of trade barriers again not only hurts the trading
partner but also the country imposing them.

15One might argue that it is not very realistic to assume that Canada reacts immediately to
the protectionist measures in America. However, our results are not sensitive to the assumption
about the timing of events. Assuming that Canada reacts one or more periods later would only
delay but not change the effects of protectionism.
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Figure 3: Retaliation: both countries raise trade barriers.

3.4 Changes at the Intensive and Extensive Margin

As motivated in the introduction, key for the analysis of short-term trade policy
responses to demand shocks is the distinction between effects on the intensive
margin (the size of firms) and the extensive margin (the number of firms). In
Table 1 we therefore decompose the change in GDP into changes on the extensive
and intensive margin. The table also summarizes the results of the previous
sections.

Each number in the table reports the change in the discounted present value
(from period one up to the number indicated in the column headline) of the
respective variable caused by protectionism in the three different scenarios (i.e.
the difference between the recession without protectionism and the recession with
protectionism). So, e.g., the second column shows the effect in the first period
while the fourth column shows the sum of the discounted effects in periods 1
to 8. For GDP and consumption the numbers are reported as percent of their
respective steady-state values. For the extensive and the intensive margin the
numbers are reported as percent of steady-state GDP.

The basic pattern is the same in all three scenarios. Protectionism (no matter
whether it is done by America, Canada or both) leads to decreases in output along
the extensive margin and to increases along the intensive margin. This means
that protectionism increases the output per firm but reduces the number of firms.

Higher trade barriers have two effects. On the one hand they change relative
prices, making domestic varieties relatively more attractive compared to foreign
varieties. On the other hand they shield domestic firms from foreign competi-
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tion, leading to higher prices, higher wages, and higher market entry costs. The
reduction on the extensive margin is mainly driven by the decrease of exporting
firms, which stems from the former effect of the change in relative prices. The
increase of output stemming from the intensive margin is due to the latter effect,
leading to higher residual demand of American firms due to lower competition
from Canada’s exporting firms.

Table 1: Short- and long-term responses for America

Periods 1 4 8 16 100
Buy American (Figure 1):
∆ Consumption -0.349 -1.195 -1.973 -2.808 -3.381
∆ GDP 0.162 0.136 -0.452 -1.769 -3.365
∆ Extensive margin -0.509 -2.181 -4.301 -7.286 -10.176
∆ Intensive margin 0.671 2.317 3.849 5.516 6.811
Buy Canadian (Figure 2):
∆ Consumption -0.103 -0.379 -0.689 -1.158 -2.257
∆ GDP -0.613 -1.710 -2.209 -2.197 -2.267
∆ Extensive margin -0.867 -2.552 -3.559 -4.076 -4.726
∆ Intensive margin 0.254 0.842 1.350 1.879 2.459
Retaliation (Figure 3):
∆ Consumption -0.451 -1.572 -2.654 -3.955 -5.625
∆ GDP -0.451 -1.572 -2.654 -3.955 -5.625
∆ Extensive margin -1.375 -4.727 -7.839 -11.330 -14.875
∆ Intensive margin 0.924 3.154 5.185 7.375 9.250
Numbers indicate changes in present discounted values up to the respective period

given in the column headline.

4 Two Rationales for Protectionism

So fare we have seen that both countries are worse off in terms of consumption
if they react with increases in trade barriers after a negative demand shock.
However, as discussed in the introduction, the voices for protectionism during
the great depression were loud and came up again with the latest downturn
of the economy. Hence, one might wonder if it is possible to make a case for
protectionism. In other words, is there any chance in our framework to rationalize
why countries consider protectionism as a good idea at all? The answer is yes.

In fact, one can come up with at least two rationales that help to understand
why protectionism may be seen as a good idea as a response to a recession:
(i) the lobbying of domestic, non-exporting firms, (ii) the relationship between
vulnerability and the degree of openness to trading partner countries. We discuss
each in turn.
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4.1 The Effects on Domestic, Non-Exporting Firms

Firms are hit differently by protectionism. In Figure 4 we show total profits for
two types of firms: a) a firm with low productivity, only serving the domestic
market, and b) a firm with high productivity, also serving the foreign market.
The upper panel shows total profits for both types of firms, while the lower
panel sub-divides total profits of the high productivity firm into profits from the
domestic market and profits from the export market.

Let us focus first on the results for America. As can be seen, profits of
purely domestic firms in America increase when America raises trade barriers for
imports from Canada, because competition from foreign exporters is lowered.16

On the other hand, there is nearly no change in total profits of exporting firms.
Hence, whenever politicians can be influenced by lobbying activities of firms,
there seems to be a good chance for higher import barriers. Domestic firms profit
from it, whereas stakes of exporting firms are small. The reason is that the losses
incurred due to lower exports are basically offset by gains in sales at the domestic
market.17 Note that this argumentation is well in line with the “Protection for
Sale” literature started by Grossman and Helpman (1994).18

A similar argument can be applied for Canada. Suppose that Canada knows
that America will raise trade barriers. This policy would slightly increase profits
of domestic firms but decrease profits of exporting firms. What are the effects
if Canada raises trade barriers on its own? Again, total profits of exporting
firms are more or less unaffected by this policy, since the increases in domestic
profits and the losses in exporting profits more or less offset each other. However,
domestic firms would gain a great deal from this kind of policy and therefore will
make lobbyism in favor of trade barriers. Thus, it seems to be a very plausible
outcome that Canada will retaliate.

To sum up, whenever domestic firms that do not export participate in lob-
bying activities, a government may raise trade barriers in order to gain political
support for the next election, as domestic firms gain, whereas exporting firms
are not strongly affected. In the end it depends on the lobbying power of firms
and the political support whether a government may find it worthwhile to react
to negative demand shocks with trade barrier increases. This is true for both,
America and Canada. Hence, this argument may rationalize “Buy American”

16This corresponds to the increase in production along the intensive margin discussed above.
17Note that the figure shows relative changes, whereas absolute changes depend on the level

of sales at the domestic and foreign market. Hence, even though the relative change is larger
for exporting sales, the absolute change is similar in size at the home market and the foreign
market, since the level of sales is higher in the home market.

18Goldberg and Maggi (1999) as well as Gawande and Bandyopadhyay (2000) find empirical
support for the “Protection for Sale” model in the US, even though the weight of contributions
in the governments objective function is modest. Grether, de Melo and Olarreaga (2001)
applies the “Protection for Sale” model to Mexico, McCalman (2004) to Australia, and Mitra,
Thomakos and Ulubasoglu (2002) to Turkey.
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and “Buy Canadian” as a retaliation to “Buy American” clauses at the same
time.
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Figure 4: Profits of a low-productivity, non-exporting firm and a high-
productivity, exporting firm in response to a demand shock in America for dif-
ferent scenarios.

4.2 The Role of Openness and Loss Aversion

International trade implies an interrelationship between countries that leads typi-
cally to more volatility in terms of GDP. To give just a recent example,
di Giovanni and Levchenko (2009) find a positive and economically significant
link between trade openness and volatility.19 There is a large literature dis-
cussing the link between growth and volatility. To put it with Kose, Prasad and
Terrones (2005): “While there appears to be a general consensus that openness
to trade flows stimulates domestic growth, it is also the case that such openness
increases vulnerability to external shocks.”

Exactly the same pattern can be found in our theoretical model. Figure 5
shows how GDP volatility at home, in response to demand and productivity
shocks occurring abroad, depends on the level of trade openness. Indeed, the
volatility of GDP decreases with the level of trade costs. Hence, the more open
countries are, the higher is the volatility of GDP due to shocks occurring in
the trading partners. Note, however, that for both countries the level of GDP
would be higher with lower trade barriers. Hence, a higher level of welfare is
accompanied by a higher degree of volatility in the case of a possibly occurring
shock.

19For additional references to the trade openness and volatility literature please see footnote
one in di Givanni and Levchenko (2009). Note that Rancière, Tornell and Westermann (2008)
find a similar positive effect of systemic risk in the financial sector on growth.
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Figure 5: Volatility of GDP (measured as standard deviation and expressed in
percent of the mean value of GDP).

Thus, on the one hand globalization brings on average higher income but on
the other hand income volatility is increased. As argued in behavioral economics,
typically losses are felt more strongly than gains (loss aversion) and people have
the tendency to have a stronger preference for more immediate payoffs relative
to later payoffs (hyperbolic discounting). This tendency increases the closer to
the present both payoffs are. Both facts were demonstrated in many experiments
(see for an overview Camerer, Loewenstein, Rabin, 2004; or Wilkinson, 2007).
Hence, given loss aversion and hyperbolic discounting, the more immediate losses
occurring through the current recession are felt stronger than the potential gains
of trade liberalization occurring in the future. It is easy to be pro-globalization
when you are in the middle of a boom, enjoying cheap and fancy products from
abroad. But if a recession spills over from your trading partner, opinions might
change all to quickly. This is very well documented by a recent poll of WorldPub-
licOpinion.org.20 In a poll of 19 countries spread all over the world, a majority of
11 nations is in favor of protectionist measures in the current crisis. Nevertheless,
in 16 of 19 nations a majority of people feels that globalization is mostly good.
While the results differ a lot between countries, even in the US 42% are in favor
of protectionism. The finance minister of West Bengal Asim Dasgupta seems
to agree when he says that the root cause of the present economic crisis lies in
globalization.21

In light of these results a policymaker might be tempted to react with pro-
tectionism in the wake of a crisis. The argument could go like this: We know
that trade liberalization is a good idea, increases output and consumption in the
long-run (in the steady-state). However, we also know that trade liberalization

20http://www.worldpublicopinion.org/pipa/articles/btglobalizationtradera/626.php.
21http://www.indianexpress.com/news/minister-blames-globalisation-for-recession/389465/.
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increases our vulnerability towards shocks, measured in terms of the volatility of
GDP. So why not temporarily increase trade costs when our trading partner is in
a crisis (thus reducing our own vulnerability and lowering the volatility of GDP)
and drive back trade costs once the crisis is over (thus enjoying the gains from
liberal trade)? In this way, we could enjoy the advantages of free trade without
suffering the disadvantages. Although certainly not realistic (as this paper tried
to demonstrate), in a crisis such a statement might well find its followers.

To sum up, even though overall welfare is reduced by increasing protectionism
in both countries, whether the other country reacts or not, there are reasons for
which politicians might consider increasing trade barriers as a good idea never-
theless, such as lobbying from firms or loss-aversion leading to an overvaluing of
lower volatility as compared to higher (steady-state) welfare levels.

5 Conclusions

Recently, political debates about raising trade barriers in order to mitigate the
effects of the latest financial crisis took place in many countries around the globe.
Trade flows have decreased tremendously during the crisis, mainly because of the
recession and not (yet) due to protectionist measures. However, IMF and World
Bank, among others, have already noticed an increase in protectionist measures.

We thoroughly analyze the dynamics of transitory changes of trade barriers as
a short-run response to an economic downturn in a dynamic, general equilibrium
new trade theory model with heterogeneous firms. We show that the beggar-thy-
neighbor policy does not work. A country cannot shield itself from an economic
downturn of its trading partners by temporarily imposing higher trade barriers.
It rather hurts itself.

The question then remains why politicians consider protectionism at all. We
give two reasons for this. First, firms are hit differently by protectionism. Do-
mestic firms that do not export at all gain in terms of total profits from raising
trade barriers, whereas exporting firms are hardly affected. Governments may
raise trade barriers in order to support local firms, which may be important cam-
paign contributors and voters in the next election. Second, even though higher
trade barriers deter the gains from trade, they mitigate volatility of output when
a shock occurs. Hence, whenever people are loss-averse, countries may react with
increasing trade barriers in the wake of a crisis in order to reduce volatility of
GDP.
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This Technical Appendix provides more discussion about the changes at the
intensive and extensive margin in Section A1, more robustness checks of key
model parameters in Section A2, a detailed description of the theoretical model
in Section A3, as well as a more thorough discussion of the calibration of the
model in Section A4.

In Section A2 we provide robustness checks concerning the elasticity of sub-
stitution (Subsection A2.1), the rate of firm-breakdown (Subsection A2.2), the
steady-state trade costs (Subsection A2.3), and the timing of retaliation (Sub-
section A2.4).

The model description given in Section A3 is subdivided into the presentation
of the household preferences and intratemporal choices in Subsection A3.1, the
production, pricing, and export decisions in Subsection A3.2, the averages of
key firm characteristics in Subsection A3.3, the important firm entry and export
decisions in Subsection A3.4, the household budget constraint and intertemporal
choices in Subsection A3.5, and the closing of the model, i.e., the aggregate
accounting and labor market clearing, in Subsection A3.6.

The calibration of the model described in Section A4 is subdivided into the
parametrization of the productivity draws (Subsection A4.1), and the parametriza-
tion of preferences and costs (Subsection A4.2).
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A1 More on Changes at the Intensive and Ex-

tensive Margin

America

0 10 20 30 40 50
−0.02%

−0.01%

0

0.01%

0.02%

Quarters

Intensive Margin − America

0 10 20 30 40 50
−0.05%

−0.04%

−0.03%

−0.02%

−0.01%

0

0.01%

Quarters

Extensive Margin − America

Canada

0 10 20 30 40 50
−0.01%

0

0.01%

0.02%

0.03%

0.04%

Quarters

Intensive Margin − Canada

0 10 20 30 40 50
−0.06%

−0.04%

−0.02%

0

0.02%

Quarters

Extensive Margin − Canada

 

 

No reaction
America reacts
Both countries react

Figure A1: Changes at the intensive and extensive margin.

In this section we discuss in more detail the results of Subsection 3.4. Hence,
we have a closer look at the effects of demand shocks and trade policy changes
at the extensive and intensive margin.

First, note that as discussed in the main text, consumption and GDP fall for
all time periods and all three scenarios considered, the only exception being the
Buy American scenario with a positive increase in GDP for the short-run when
compared to the situation without policy reaction (see Table 1). Without policy
response a sharp drop at the intensive margin occurs (see Figure A1), whereas
there is a moderate increase at the extensive margin. The reason is that a negative
demand shock directly affects demand for every variety negatively. Hence, the
amount sold per variety falls, which is the change at the intensive margin. On
the other hand, lower demand for each variety leads to less pressure on the labor
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market, a fall in wages, leading to lower entry costs into the market. This leads
to firm entry and a slight increase at the extensive margin.

As soon as America reacts to the demand shock by increasing trade barriers,
the effects on the intensive margin are mitigated, as can be seen by the positive
change reported in the table. This result holds for all time spans investigated.
The reason is that domestic varieties become relatively more attractive compared
to foreign varieties, counteracting the initial negative demand shock. However,
shielding domestic firms from foreign competition leads to less competition, higher
prices, and mitigates the incentive to enter the market. Hence, the lower negative
drop at the intensive margin comes at the cost of a larger drop at the extensive
margin, as indicated by negative effects for the change in the extensive margin.

For Canada a demand shock in America combined with increasing trade bar-
riers for imports of Canadian products to America also leads to an increase at
the intensive margin and a drop at the extensive margin as compared to the
initial situation without policy intervention (see again Figure A1). The reason
is that the negative demand shock lowers the export demand for Canadian vari-
eties. Hence, as a response, less exporting firms will be able to survive, leading
to a drop at the extensive margin. Due to fewer exporting firms, already existing
less productive domestic firms can sell more. This explains the increase at the
intensive margin.

What happens if Canada reacts to the increase in trade barriers for products
imported from America by an equal increase in trade barriers for American prod-
ucts sold in Canada? For America we see an increase at the intensive margin
in this case (reflected by a large positive change). Whereas the drop in demand
due to the demand shock reduces the change at the intensive margin, the trade
barrier increase reduces the drop. Hence, retaliation by Canada even shifts more
of the demand to home firms. This leads to larger firms, i.e., an increase at the
intensive margin. At the extensive margin we see again a drop in the number of
firms, as in the case of unilateral trade barrier changes, which is larger than in
all other scenarios. Similarly, in Canada the intensive margin increases and the
extensive margin decreases, as was the case when only America changed trade
barriers. However, the effects on both, the intensive and extensive margin are
stronger when Canada also increases trade barriers. The reason is that the shift
induced to domestic firms due to changing relative prices as well as the decrease
in competition, magnifies the decrease in the number of exporting firms and in-
creases the size of the average firm.
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A2 Robustness Checks

We infer in this section robustness concerning the most important parameters of
our model. Specifically, we provide evidence of different levels of the elasticity of
substitution in Subsection A2.1, the rate of firm-breakdown in Subsection A2.2,
the steady-state trade costs in Subsection A2.3, and the scenario of retaliation in
Subsection A2.4.

A2.1 The Elasticity of Substitution (θ)

The elasticity of substitution has, as in every new trade theory model, two impor-
tant roles: On the one hand it determines how willing consumers are to exchange
different varieties against each other, and on the other hand it directly determines
the mark-up on marginal costs of producers. Hence, the elasticity of substitution
is a key parameter.

Figure A2 shows the drop in consumption due to protectionism, i.e. a short
term increase in trade costs by America, for three different levels of the elasticity
of substitution θ for both, America and Canada.
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Figure A2: Drop in consumption due to protectionism in dependence of the
elasticity of substitution (θ).

As can be seen, the qualitative effects of protectionism remain the same,
while the quantitative impact changes only a little bit. A higher elasticity of
substitution lowers the drop in consumption for America and Canada in the first
few periods, whereas it is slightly increased in later periods. This result can be
explained as follows.

Protectionism increases the relative price of foreign varieties as compared
to domestic varieties. With a higher elasticity of substitution consumers are
more willing to switch from more expensive foreign varieties to domestic varieties.
Hence, the overall level of consumption is not so heavily affected. Additionally,
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with a higher elasticity of substitution product markets are more competitive and
firms have a lower mark-up. Hence, increasing protectionism is not so harmful
for consumers as product markets are already quite competitive. If the elasticity
of substitution is low, additional shielding of domestic firms from foreign compe-
tition leads to even higher prices and therefore a larger drop in consumption.
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A2.2 The Rate of Firm-Breakdown (δ)

As we argued in the main text, churning at both, the extensive and intensive
margin, is important in order to understand our results of changes in short-term
trade policy as a response to a demand shock. In order to allow changes at both
margins, we used a dynamic version of the Melitz (2003) model based on Ghironi
and Melitz (2005). In line with these models, we assumed an exogenous rate of
firm-breakdown δ.

The firm-breakdown has several important effects. On the one hand it drives
out inefficient firms from the market. On the other hand it uses up resources, as
new firms have again to incur fixed costs in order to start production. Hence,
one may wonder how the drop in consumption is affected due to protectionism
for different levels of firm-breakdown δ. Figure A3 gives the answer.

America Canada

5 10 15 20 25 30 35 40 45 50
−0.4%

−0.35%

−0.3%

−0.25%

−0.2%

−0.15%

−0.1%

−0.05%

0

0.05%

Quarters

 

 

δ=0.02
δ=0.025
δ=0.03

5 10 15 20 25 30 35 40 45 50
−0.11%

−0.1%

−0.09%

−0.08%

−0.07%

−0.06%

−0.05%

−0.04%

−0.03%

−0.02%

−0.01%

Quarters

 

 

δ=0.02
δ=0.025
δ=0.03

Figure A3: Drop in consumption due to protectionism in dependence of the rate
of firm-breakdown (δ).

First, note that the effects are small for both, America and Canada. Second,
in both countries a higher level of firm-breakdown means a sharper drop in con-
sumption after protectionism in the first periods, whereas a very modest lower
drop can be seen in the later periods. This result can be explained by the fact
that a larger rate of firm-breakdown allows for a more rapid adjustment in the
economy, leading to a faster exchange of more productive exporting firms by less
productive domestic firms. Hence, the drop in consumption is larger in the first
periods.
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A2.3 The Steady-State Trade Costs (τ)

In this subsection we investigate the drop in consumption due to protectionism,
i.e. the short-term change of trade costs by America, for various levels of steady-
state trade costs τ . Figure A4 displays the results.
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Figure A4: Drop in consumption due to protectionism in dependence of steady-
state trade costs (τ).

Again, qualitatively our results stay the same and even the quantitative im-
pact is very small. As can be seen, on impact higher steady-state trade costs lead
to larger drops in consumption for both countries after a temporary increase of
trade barriers by America. The reason is that we considered relative temporary
changes in trade costs, implying that the temporary increase in trade costs is
larger for higher values of steady-state trade costs.

If we would investigate an equal short-term change of trade barriers for dif-
ferent levels of steady-state trade costs, the decrease of consumption is higher for
more open economies (not displayed). The reason is that more open countries
have higher levels of trade volumes that are affected by a temporary increase in
trade barriers.
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A2.4 The Timing of Retaliation

In Subsection 3.3 we investigated how responses of GDP, consumption and the
trade balance vary, when Canada immediately reacts to the temporary increase in
trade barriers of America by raising trade barriers on its own. In this robustness
section we extend the analysis and allow Canada to react with delay.
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Figure A5: Retaliation: both countries raise trade barriers.

What we can see here is that the delay does not change any of our qualitative
results. Basically, when country 2 reacts with delay, the change in GDP and
consumption is equal to the case when country 2 would not react at all for the
periods until it reacts. Afterwards, there is a smooth adjustment to the path we
observed when country 2 reacted in the same period.

Hence, whether we assume that Canada changes the trade barriers in the
same period as America or not, does not affect any of our results qualitatively.
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A3 The Model

In this section we describe the model framework introduced in Ghironi and Melitz
(2005) allowing for international trade in bonds.

A3.1 Household Preferences and Intratemporal Choices

We assume two countries, labeled home and foreign. Foreign variables are denoted
by an asterisk. Each country is populated by a unit mass of atomistic households.
Prices are in nominal terms and flexible. In the following, we only solve for the
real variables. However, as the composition of consumption baskets in the two
countries changes over time, which affects the definitions of the consumption-
based price indexes, money is introduced as a convenient unit of account for
contracts. However, as money plays no other role, the demand for cash currency
is not modeled, following Ghironi and Melitz (2005).

The representative home (foreign) household supplies L (L∗) units of labor in-
elastically in each period at the nominal wage rateWt (W

∗

t ), denominated in units
of the home (foreign) currency. Every household maximizes expected intertem-
poral utility from consumption (C): Et[

∑

∞

s=t β
s−tC1−γ

s /(1− γ)], where β ∈ (0, 1)
is the subjective discount factor and γ > 0 is the inverse of the intertemporal
elasticity of substitution. At time t, the household consumes the basket of goods

Ct, defined over a continuum of goods Ω : Ct =
(∫

ω∈Ω
ct(ω)

(θ−1)/θdω
)θ/(θ−1)

, where
θ > 1 is the elasticity of substitution across goods. Note that only a subset of
goods Ωt ⊂ Ω is available at any given time t. We denote pt(ω) the home currency
price of a good ω ∈ Ωt. The consumption-based price index for the home econ-

omy is then Pt =
(

∫

ω∈Ωt
pt(ω)

1−θdω
)1/(1−θ)

, and the household’s demand for each

individual good ω is given by ct(ω) = (pt(ω)/Pt)
−θ Ct. Additionally, aggregate

demand comprises an exogenously given part C̄, which has the same composition
as C.

We assume that the foreign country (Canada) has identical parameters, lead-
ing to a similar price index and demand function. However, the subset of goods
available for consumption in the foreign economy during period t is Ω∗

t ⊂ Ω and
can differ from the subset of goods that are available in the home economy.

A3.2 Production, Pricing, and the Export Decision

There is a continuum of firms in each country, each producing a different variety
ω ∈ Ω. There is only one factor of production, labor. Aggregate labor productiv-
ity is indexed by Zt(Z

∗

t ), which represents the effectiveness of one unit of home
(foreign) labor. Firms are heterogeneous with respect to their unit cost of pro-
duction, following Melitz (2003), where a home firm with relative productivity z
produces Ztz units of output per unit of labor employed. Hence, the unit cost
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of production, measured in units of the consumption good Ct, is wt/(Ztz), where
wt ≡ Wt/Pt is the real wage. Similarly, unit costs of production for foreign firms
are given by w∗

t /(Z
∗

t z), where w∗

t ≡ W ∗

t /P
∗

t is the real wage of foreign workers.
Before entering the market firms have to incur a sunk entry cost of fE,t(f

∗

E,t)
effective labor units, equal to wtfE,t/Zt(w

∗

t f
∗

E,t/Z
∗

t ) units of the home (foreign)
consumption good. Upon entry, firms at home and abroad draw their productivity
level z from a common distribution G(z) with support on [zmin,∞), which stays
constant thereafter. In contrast to Melitz (2003) there are no fixed production
costs, which implies that all firms produce in every period. Every firm may be hit
by a “death” shock, which occurs with probability δ ∈ (0, 1) in each period. It is
assumed that this exit-inducing shock is independent of the firm’s productivity
level, so G(z) also represents the productivity distribution of all producing firms.

Beside serving the domestic market, a firm may export. Exporting involves
variable iceberg trade cost τt ≥ 1(τ ∗t ≥ 1) as well as period-by-period fixed costs
fX,t(f

∗

X,t) (measured in units of effective labor). Both, variable and fixed costs
are covered by domestic labor. These costs, in real terms and unit of the home
(foreign) consumption good, are then wtfX,t/Zt (w

∗

t f
∗

X,t/Z
∗

t ) for home (foreign)
firms.

Given the demand function with constant elasticity (θ) and monopolistic com-
petition, optimal pricing behavior of all firms is given by a constant markup
θ/(θ − 1) over marginal cost. Let pD,t(z) and pX,t(z) denote the nominal domes-
tic and export prices of a home firm, where the export prices are denominated
in the currency of the export market. Prices, in real terms relative to the price
index in the destination market, are then given by

ρD,t(z) ≡
pD,t(z)

Pt

=
θ

θ − 1

wt

Ztz
, ρX,t(z) ≡

pX,t(z)

P ∗

t

= Q−1
t τtρD,t(z), (A1)

where Qt ≡ εtP
∗

t /Pt is the consumption-based real exchange rate, i.e., units
of home consumption per unit of foreign consumption, where εt is the nominal
exchange rate in units of home currency per unit of the foreign currency.

Due to the fixed export cost, firms with low productivity levels z may decide
not to export. Total profits dt(z)(d

∗

t (z)) are distributed to households as dividends
and expressed in terms of the home consumption basket. They are given by
dt(z) = dD,t(z) + dX,t(z), where

dD,t(z) =
1

θ
[ρD,t(z)]

1−θ (Ct + C̄t), (A2)

dX,t(z) =

{

Qt

θ
[ρX,t(z)]

1−θ (C∗

t + C̄∗

t )−
wtfX,t

Zt
if firm z exports,

0 otherwise.
(A3)

Foreign firms behave in a similar way. As in Melitz (2003), more productive
firms earn higher profits (relative to less productive firms) and set lower prices
(see equation (A1)). A home (foreign) firm will export when productivity z is
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above a cutoff level zX,t = inf{z : dX,t(z) > 0} (z∗X,t = inf{z : d∗X,t(z) > 0}).
The lower bound productivity zmin is assumed to be low enough relative to the
export costs so that zX,t and z∗X,t are both above zmin. This ensures that firms
with productivity levels between zmin and zX,t (z

∗

X,t) decide not to export. Note
that this set of firms as well as zX,t and z∗X,t fluctuates over time with changes in
the profitability of the export market.

A3.3 Firm Averages

In every period, a mass ND,t(N
∗

D,t) of firms produces in America (Canada). These
firms have a distribution of productivity levels over [zmin,∞) given by G(z).
Among these firms, there areNX,t = [1−G(zX,t)]ND,t andN∗

X,t = [1−G(z∗X,t)]N
∗

D,t

exporters. Following Melitz (2003), we define two special “average” productivity
levels - an average z̃D for all producing firms (in each country), and an average
z̃X,t for all home exporters:

z̃D ≡

[
∫

∞

zmin

zθ−1dG(z)

]
1

θ−1

, z̃X,t ≡

[

1

1−G(zX,t)

∫

∞

zX,t

zθ−1dG(z)

]
1

θ−1

. (A4)

(The definition of z̃∗X,t is analogous to that of z̃X,t.) As shown in Melitz (2003),
these productivity averages - based on weights proportional to relative firm out-
put shares - summarize all the information about the productivity distributions
which is relevant for the macroeconomic variables. In essence, this implies that
the model is isomorphic to one where ND,t(N

∗

D,t) firms with productivity level
z̃D produce in America (Canada) and NX,t(N

∗

X,t) firms with productivity level
z̃X,t(z̃

∗

X,t) export to the foreign (home) market.
In particular, p̃D,t ≡ pD,t(z̃D)(p̃

∗

D,t ≡ p∗D,t(z̃D)) represents the average nominal
price of home (foreign) firms in their domestic market, and p̃X,t ≡ pX,t(z̃X,t)(p̃

∗

X,t ≡
p∗X,t(z̃

∗

X,t)) represents the average nominal price of home (foreign) exporters in
the export market. The price index at home reflects the prices of the ND,t home
firms (with average price p̃D,t) and the N∗

X,t foreign exporters to the home mar-
ket (with average price p̃∗X,t). The home price index can thus be written as

Pt =
[

ND,t(p̃D,t)
1−θ +N∗

X,t(p̃
∗

X,t)
1−θ

]1/(1−θ)
. This is equivalent to ND,t(ρ̃D,t)

1−θ +
N∗

X,t(ρ̃
∗

X,t)
1−θ = 1, where ρ̃D,t ≡ ρD,t(z̃D) and ρ̃∗X,t ≡ ρ∗X,t(z̃

∗

X,t) represent the aver-
age relative prices of home producers and foreign exporters in the home market.
Similar equations hold for the foreign price index.

The productivity averages z̃D, z̃X,t, and z̃∗X,t are constructed in such a way

that d̃D,t ≡ dD,t(z̃D)(d̃
∗

D,t ≡ d∗D,t(z̃D)) represents the average firm profit earned

from domestic sales for all home (foreign) producers; and d̃X,t ≡ dX,t(z̃X,t)(d̃
∗

X,t ≡
d∗X,t(z̃

∗

X,t)) represents the average firm export profits for all home (foreign) ex-

porters. Thus, d̃t ≡ d̃D,t + [1 − G(zX,t)]d̃X,t and d̃∗t ≡ d̃∗D,t + [1 − G(z∗X,t)]d̃
∗

X,t

represent the average total profits of home and foreign firms, since 1 − G(zX,t)
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and 1 − G(z∗X,t) represent the proportion of home and foreign firms that export
and earn export profits.

A3.4 Firm Entry and Exit

In every period there is an unbounded mass of prospective entrants in both
countries. These entrants are forward looking, and correctly anticipate their
future expected profits d̃t(d̃

∗

t ) in every period (the preentry expected profit is
equal to postentry average profit) as well as the probability δ (in every period)
of incurring the exit-inducing shock. Entrants at time t only start producing at
time t + 1, which introduces a one-period time-to-build lag in the model. The
exogenous exit shock occurs at the very end of the time period (after production
and entry). A proportion δ of new entrants will therefore never produce. Home
entrants in period t compute their expected postentry value given by the present
discounted value of their expected stream of profits {d̃s}

∞

s=t+1:

ṽt = Et

∞
∑

s=t+1

[β(1− δ)]s−t

(

Cs

Ct

)

−γ

d̃s. (A5)

This also represents the average value of incumbent firms after production has
occurred, since both new entrants and incumbents then face the same probabil-
ity 1 − δ of survival and production in the subsequent period. Firms discount
future profits using the household’s stochastic discount factor, adjusted for the
probability of firm survival 1 − δ. Entry occurs until the average firm value is
equalized with the entry cost, leading to the free entry condition ṽt = wtfE,t/Zt.
This condition holds as long as the mass NE,t of entrants is positive. Following
Ghironi and Melitz (2005), it is assumed that macroeconomic shocks are small
enough for this condition to hold in every period. Finally, the timing of entry and
production we have assumed implies that the number of home-producing firms
during period t is given by ND,t = (1− δ)(ND,t−1 +NE,t−1). A similar free entry
condition, requirements for the size of shocks, and law of motion for the number
of producing firms hold in Canada.

A3.5 Household Budget Constraint and Intertemporal

Choices

Households in each country hold two types of assets: shares in a mutual fund
of domestic firms and domestic and foreign risk-free bonds. Bonds at home and
abroad pay risk-free, consumption-based real returns. xt denotes the share in the
mutual fund of home firms held by the representative home household entering
period t. The mutual fund pays a total profit in each period (in units of the home
currency) that is equal to the average total profit of all home firms that produce in
that period, Ptd̃tND,t. During period t, the representative home household buys
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xt+1 shares in a mutual fund of NH,t = ND,t + NE,t home firms (those already
operating at time t and the new entrants). Only ND,t+1 = (1− δ)NH,t firms will
produce and pay dividends at time t + 1. Since the household does not know
which firms will be hit by the exogenous exit shock δ, it finances the continuing
operation of all preexisting home firms and all new entrants during period t. The
date t price (in units of home currency) of a claim to the future profit stream of
the mutual fund of NH,t firms is equal to the average nominal price of claims to
future profits of home firms, Ptṽt.

The home household enters period t with home (foreign) bond holdings Bt

(B∗,t) in units of consumption and mutual fund share holdings xt. It receives
gross interest income on bond holdings, dividend income on mutual fund share
holdings and the value of selling its initial share position, and labor income. The
household allocates these resources between purchases of bonds and shares to be
carried into next period and consumption. Thus, the period budget constraint
(in units of consumption) is

Bt+1 +QtB∗,t+1 +
η

2
(Bt+1)

2 +
η

2
Qt(B∗,t+1)

2ṽtNH,txt+1 + Ct + C̄t =

(1 + rt)Bt + (1 + r∗t )B∗,t + (d̃t + ṽt)ND,txt + T f
t + wtL, (A6)

where rt is the consumption-based interest rate on holdings of bonds between
t − 1 and t (known with certainty as of t− 1) and (η/2)(Bt+1)

2 ((η/2)(B∗,t+1)
2)

is the cost of adjusting home (foreign) bonds. The assumption of fees that are
quadratic functions of the stock of bonds is sufficient to uniquely pin down the
steady-state and deliver stationary model dynamics in response to temporary
shocks (see for more details Ghironi, 2006). T f

t is the rebate of fees, taken as
given by the household, and equal to (η/2)[(Bt+1)

2 +Qt(B∗,t+1)
2] in equilibrium.

A similar constraint holds for Canada:

B∗

t+1

Qt
+B∗

∗,t+1 +
η

2

(B∗

t+1)
2

Qt
+

η

2
(B∗

∗,t+1)
2ṽ∗tN

∗

F,tx
∗

t+1 + C∗

t + C̄∗

t =

(1 + rt)

Qt

B∗

t + (1 + r∗t )B
∗

∗,t + (d̃∗t + ṽ∗t )N
∗

D,tx
∗

t + T f∗
t + w∗

tL
∗, (A7)

where B∗

t+1 denotes holdings of the home bond, B∗

∗,t+1 denotes holdings of the

foreign bond, and T f∗
t = (η/2)[(B∗

t+1)
2/Qt + (B∗

∗,t+1)
2] in equilibrium.

The home and foreign households maximize their expected intertemporal util-
ity subject to (A6) and (A7), respectively.

The Euler equations for share holdings at home are

ṽt = β(1− δ)Et

[

(

Ct+1

Ct

)

−γ

(ṽt+1 + d̃t+1)

]

. (A8)
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The Euler equations for bond holdings at home are

(Ct)
−γ (1 + ηBt+1) = β(1 + rt+1)Et[(Ct+1)

−γ], (A9)

(Ct)
−γ (1 + ηB∗,t+1) = β(1 + r∗t+1)Et

[

Qt+1

Qt

(Ct+1)
−γ

]

. (A10)

Similar relationship for the Euler equations for share and bond holdings apply
abroad.

As expected, forward iteration of the equation for share holdings and absence
of speculative bubbles yield the asset price solution in equation (A5).

A3.6 Aggregate Accounting and Labor Market Clearing

Aggregating the budget constraint (A6) and (A7) across home (foreign) house-
holds and imposing the equilibrium conditions under international bond trading
(Bt+1 + B∗

t+1 = B∗,t+1 + B∗

∗,t+1 = 0 and xt+1 = xt = 1) yields the aggregate
accounting equation

Bt+1+QtB∗,t+1 = (1+rt)Bt+Qt(1+r∗t )B∗,t+wtL+ND,td̃t−NE,tṽt−Ct−C̄t. (A11)

This condition shows that in equilibrium, the markets for home and foreign bonds
clear, and each country’s net foreign assets entering period t+1 depend on interest
income from asset holdings entering period t, labor income, net investment income
(where NE,tṽt is the value of home investment in new firms), and consumption
during period t. The change in asset holdings between t and t+1 is the country’s
current account. A similar equation holds abroad. Home and foreign current
accounts add to zero when expressed in units of the same consumption basket.

To close the model, we have to impose labor market clearing at home and
abroad, given for America by:

L =
θ − 1

wt
(ND,td̃D,t +NX,td̃X,t) +

1

Zt
(θNX,tfX,t +NE,tfE,t), (A12)

and similarly abroad.
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A4 Calibration

A4.1 Parametrization of Productivity Draws

To solve the model numerically, we assume that productivity z is distributed
Pareto with lower bound zmin and shape parameter k > θ − 1 : G(z) = 1 −
(zmin/z)

k. The assumption of a Pareto distribution for productivity induces a size
distribution of firms that is also Pareto, which fits firm-level data quite well. k
indexes the dispersion of productivity draws: dispersion decreases as k increases,
and the firm productivity levels are increasingly concentrated toward their lower
bound zmin. Letting v ≡ {k/[k − (θ − 1)]}1/(θ−1), the average productivities z̃D
and z̃X,t are given by z̃D = vzmin and z̃X,t = vzX,t. The share of home-exporting
firms is then NX,t/ND,t = 1−G(zX,t) = (vzmin/z̃X,t)

k, and the zero export profit
condition (for the cutoff firm), dX,t(zX,t) = 0, implies that average export profits
must satisfy d̃X,t = (θ − 1)(vθ−1/k)wtfX,t/Zt. Analogous results hold for z̃∗X,t,

N∗

X,t/N
∗

D,t, and d̃∗X,t.

A4.2 Parametrization of Preferences and Costs

Every period represents a quarter and β is set equal to 0.99 and γ = 2. δ, the
exogenous firm exit shock, is set equal to 0.025, which matches the U.S. empirical
level of 10 percent job destruction per year. θ is set equal to 3.8 following Bernard,
Eaton, Jensen, and Kortum (2003). They also report that the standard deviation
of log U.S. plant sales is 1.67. As in the given model this standard deviation is
equal to 1/(k − θ + 1), the choice of θ = 3.8 implies that k = 3.4. Relying on
Obstfeld and Rogoff (2001) we set the steady-state value of trade costs τ̄ equal
to 1.3.

The steady-state fixed export cost fX is set to 23.5 percent of the per-period,
amortized flow value of the entry cost, [1 − β(1 − δ)]/[β(1 − δ)]fE , such that
the proportion of exporting plants matches the 21 percent reported in Bernard,
Eaton, Jensen, and Kortum (2003). We set the scale parameter for the bond ad-
justment cost to η = 0.0025, which is enough to generate stationarity in response
to transitory shocks but small enough to avoid overstating the role of this friction
in determining the dynamics of the model.

Entry costs fE are set to 1 without loss of generality, as changing fE while
maintaining the ratio fX/fE does not affect any of the impulse responses. For
similar reasons, we normalize zmin to 1. Labor endowments are also normalized
to 1, i.e., L = 1 and L∗ = 1. Aggregate labor productivity in steady-state is
normalized to one, i.e., Z̄ = 1 and Z̄∗ = 1. In steady-state, the exogenous part
of consumption is 10% of endogenous consumption.
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