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ABSTRACT

Solow or Lucas?
Testing Speed of Convergence on a Panel of OECD Countries

We test whether the growth experience of a sample of 21 OECD countries over the past three decades is more consistent with the augmented Solow model or the Uzawa-Lucas model, by exploiting the different non-linear restrictions implied by them as regards the relationship between factor shares and speed of convergence. Using cross-country/time-series data, we specify our growth regression without imposing cross-country homogeneity restrictions on the speed of convergence and short-run parameters. Indeed, both theoretical models imply that the speed of convergence to the steady state differs across countries due to heterogeneity in population growth, technical change or progressiveness of income taxes. Our estimated speed of convergence is too fast to be compatible with the augmented Solow model, but is consistent with the Uzawa-Lucas model with constant returns to scale. Our main findings are robust to several robustness tests.
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Introduction

In the recent empirical literature, a consensus is emerging that the accumulation of human capital is a fundamental factor determining output growth. Micro-econometric studies based on Mincerian human capital earnings functions suggest significant private returns to education: one additional year of schooling is invariably associated with between 5% and 15% higher earnings across a wide range of countries (Card, 1999, Psacharopoulos and Patrinos, 2004). Growth accounting exercises (e.g. Jorgenson et al., 1987; Jorgenson and Stiroh, 2000) provide additional support to the significant growth impact of human capital accumulation (see also Topel, 1999). Finally, recent growth studies based on improved econometric methods and datasets appear to unambiguously point to a positive effect of human capital on output growth, although significant uncertainty remains on the magnitude of this effect (see Krueger and Lindahl, 2001, Sianesi and van Reenen, 2003 for surveys).

But does the enhancement of human capital have a permanent impact on growth? Or does it affect only the level of steady-state output with a growth effect only in the transitional dynamics towards the new steady-state growth path? In other words, what is the appropriate way to model the relationship between human capital and aggregate output? The two archetypes of growth models that have been more frequently considered in empirical growth applications are the Solow model and the AK model; the main distinction between the two depending essentially on the hypothesis made on the production function (decreasing or constant returns to variable factors, respectively). The AK model implies a permanent effect of the investment rate on long-run growth and thus growth is endogenous, while in the Solow model the impact of the investment rate is only transitory, the only driver of growth being exogenous technological change. When a distinction between physical and human capital is made, the natural extensions of these models are, respectively, the augmented Solow model (Mankiw et al., 1992) and the two-sector AK (or Uzawa-Lucas) model (Uzawa, 1965, Lucas, 1988). Consistently, in the latter the process of accumulation of human capital is the main driver of growth, while in the former it has only a transitory impact on growth, permanently affecting only the level of the steady state output.

In an influential paper, Jones (1995) finds no evidence of a permanent effect of the investment rate on growth. Since then, one and two-sector AK models have been abandoned in the empirical literature, with scholars usually resorting to either agnostic reduced-form specifications or the augmented Solow model (e.g. De la Fuente and Domenech., 2001), although often struggling with a too fast convergence rate (e.g. Bond et al., 2001). In recent years, several empirical papers have reconsidered the relationship between the investment rate and output growth and found evidence of a permanent effect of the investment rate on economic growth, thereby rejecting the Solow model (Bernanke and Gürkaynak, 2001, Li, 2002, Bond et al., 2004). However, Bond et al. (2004) do not consider human capital in their specifications, and Bernanke and Gürkaynak (2001) assume that all countries are at their steady state – including developing countries – which is difficult to defend. Moreover, while rejecting the augmented Solow model, Bernanke and Gürkaynak (2001) nonetheless find no evidence supporting the Uzawa-Lucas model, except under implausible assumptions about the utility function. Finally, Li (2002), following Jones (1995), constructs a test of AK models based on the time-series properties of the output growth, the investment rate and the ratio of physical to human capital, obtaining mixed results. Although he finds evidence supporting a negative relationship between output growth and the physical-to-human-capital ratio – consistent with the transitional dynamics of the Uzawa-Lucas model – his results reject the hypothesis that this effect is only transitory – which is incompatible with that model.

In this paper, we test these classes of models using a complementary approach with respect to those used in these recent studies. One important difference between the one-sector AK model and the Uzawa-Lucas model is that the latter admits a well-defined transitional dynamics, even in its deterministic version. Thus, in contrast with the above-mentioned papers, we can exploit the different non-linear restrictions on
factor shares and speed of convergence implied by the augmented Solow and Uzawa-Lucas models to discriminate between them. To do so, we estimate a standard growth regression using Pooled Mean Group (PMG) estimators on a sample of OECD countries over the 1971-2004 period. PMG specifications allow reconciling the key assumptions of the growth models with the requirements of panel data regressions. In particular, we can allow for country-specific short-term adjustments and convergence speeds, while imposing cross-country homogeneity restrictions only on the long-run coefficients. The homogeneity assumptions on the long-run coefficients is consistent with the idea that the OECD countries have access to common technologies and have intensive intra-industry trade and foreign direct investment. However, there are good reasons to assume that the speed of convergence to the steady state differ across countries (in contrast with what assumed in the many studies based on standard dynamic fixed effects specifications). In particular, both the Solow and Uzawa-Lucas models imply that the speed of convergence to the steady state differs across countries because of cross-country heterogeneity in population growth, technical change and progressiveness of the income tax (on the latter, see Pintus, 2007). To anticipate the results of our analysis, we find that the speed of convergence is too fast to be compatible with the augmented Solow model, while we cannot reject the Uzawa-Lucas model with constant returns to scale. In addition, the implied output elasticities are consistent with the microeconomic evidence on private returns to investment in education.

The paper is organised as follows. Section 1 recalls the Solow and Uzawa-Lucas models, derives an encompassing empirical specification compatible with both models and describes our empirical strategy to discriminate between the two models on the basis of the empirical results. Section 2 discusses estimation methods, while Section 3 presents the data. The empirical results are presented in Section 4. The final section concludes.

1. The growth equation

1.1 The augmented Solow model

We consider the human capital-augmented Solow model with a standard Cobb-Douglas production function. At time \( t \) output per capita \( Y \) is given by:

\[
Y(t) = K(t)^{\alpha} H(t)^{\beta} \left( A(t) L(t) \right)^{1-\alpha-\beta}
\]

[1]

where \( K \) and \( H \) are physical and human capital respectively, \( L \) is labour, \( A \) captures the level of technology and \( \alpha \) and \( \beta \) are the partial elasticities of output with respect to physical and human capital. The time paths of the right-hand side variables are described by the following equations:

\[
\begin{align*}
\dot{k} &= s_k y - (n + g + d)k \\
\dot{h} &= s_h y - (n + g + d)h \\
y &= k^\alpha h^\beta \\
A &= gA \\
\dot{L} &= nL
\end{align*}
\]

[2]

where \( y = Y/AL \) and \( k = K/AL \) are output and physical capital in intensive terms, \( h = H/AL \) stands for average human capital, \( s_k \) and \( s_h \) for the investment rate in physical and human capital, \( n \) is the growth rate of labour, \( g \) is the rate of technological change and \( d \) is the common depreciation rate.\(^1\)

---

1. To simplify the notation, the suffix \( t \) has been dropped.
By taking logs, linearising around the steady state and taking into account that investment rates can be written as functions of steady state values of physical and human capital, it is a textbook exercise to show that the transitional dynamics can be expressed through the following differential equation (see e.g. Romer, 1996):

$$\frac{d \ln y(t)}{dt} = -\lambda (\ln y(t) - \ln y^*)$$

where $\lambda = (1 - \alpha - \beta)(g + n + d)$ and $y^*$ is the steady state of output. Under the assumption that $\alpha + \beta < 1$ (i.e. decreasing returns to reproducible factors), output converges to its steady state and the time path of output is given by:

$$\ln y(t) - \ln y(t - s) = \phi(\lambda)(\ln y(t - s) - \ln y^*)$$ \[3\]

where $s$ is an arbitrary lag and $\phi(\lambda) = 1 - e^{-\lambda s}$. By solving [2] for $\dot{k} = 0$ and $\dot{h} = 0$ we can express [3] either as a function of $s_k$ (investment in human capital) and the other variables or as a function of $h^*$ (the steady-state stock of human capital) and the other variables. From an empirical point of view, the choice between the two depends on the nature of available data (Mankiw et al., 1992). In this paper human capital can be better proxied by the average years of education of the working age population and thus we are interested in the expression in terms of human capital stock:

$$\ln y^* = \frac{\alpha}{1 - \alpha} \ln s_k + \frac{\beta}{1 - \alpha} \ln h^* - \frac{\alpha}{1 - \alpha} \ln(n + g + d)$$

Although $h^*$ is unobservable, since the system is stable, we can always approximate $\ln h^*$ with $\ln h(t) + \psi \Delta \ln h(t)$ with $\psi$ being a function of the parameters of the model that need not be specified. Inserting the expressions for $y^*$ and $h^*$ in equation [3] yields:

$$\Delta \ln y(t) = -\phi(\lambda) \left( \ln y(t-s) - \frac{\alpha}{1 - \alpha} \ln s_k - \frac{\beta}{1 - \alpha} \ln h(t) - \frac{\beta \psi}{1 - \alpha} \Delta \ln h(t) + \frac{\alpha}{1 - \alpha} \ln(n + g + d) \right)$$ \[4\]

Equation [4] can be estimated for any time interval. As we discuss in Section 3, the use of five-year or ten-year time intervals represents a loss of information, at least for the OECD sample for which annual data are available. Hence, we have retained one-year time spans in our empirical analysis. However, annual data contain short-run components that have to be accounted for. Assuming that the maximum lag is one and allowing all right-hand side variables to be time-variant, the equation can be written in the following general error correction form:

$$\Delta \ln y(t) = -\phi(\lambda) \left( \ln y(t-1) - \theta_1 \ln s_k(t) - \theta_2 \ln h(t) - \theta_3 \ln[n(t) + g(t) + d(t)] \right) + b_1 \Delta \ln s_k(t) + b_2 \Delta \ln h(t) + b_3 \Delta \ln[n(t) + g(t) + d(t)] + \epsilon(t)$$

where $\theta k$ are the long-run coefficients corresponding to the combination of theoretical parameters of equation [4], $b$ are the coefficients of the short-run dynamics, and $\epsilon$ is the usual i.i.d. error term. Finally, to

2. Higher-order lags can be easily accommodated within the same framework.

3. Equation [4] would imply that $\Delta nh$ should also be included in the long-run vector, which would mean that $\Delta nh$ should appear twice in the equation including the short-run dynamics. However, as in the empirical estimation only the sum of these coefficients can be identified and we impose no restriction on the
the extent that \( g \) and \( d \) are not observable, we substitute \( n \) for \( \ln(n + g + d) \), since this term will be used only as a control. Furthermore, given that the level of technology is not observable, \( \ln y \) and \( \ln h \) can be proxied by GDP per capita and average years of education in the population aged 25-64, respectively, provided that a constant term and a trend are added to account for technological change. This yields:

\[
\Delta \ln y(t) = a_0 - \phi \left[ \ln y(t) - \theta_1 \ln s_k(t) - \theta_2 \ln h(t) - \theta_3 n(t) \right] + \gamma \n\]
\[+ b_1 \Delta \ln s_k(t) + b_2 \Delta \ln h(t) + b_3 \Delta n(t) + \epsilon(t) \]  

To allow for a non-constant rate of technological change the same equation can also be estimated with country-specific non-linear time trend proxied by a sequence of (country-specific) time dummies.

1.2 The Uzawa-Lucas model

We will consider here the Uzawa-Lucas model with constant returns to scale. At time \( t \) output in intensive terms \( y = Y/AL \) is given by the following Cobb-Douglas technology:

\[
y(t) = (k(t))^{\alpha} (u(t)h(t))^{1-\alpha} \]  

where \( u \) is the share of the lifetime allocated to production, while \( 1-u \) is assumed to be allocated to increase human capital. The time paths of the right-hand side variables are described by the following equations in intensive terms:

\[
\dot{k} = s_k y - (n + g + d)k \\
\dot{h} = B(1-u)h \\
\dot{A} = gA \\
\dot{L} = nL 
\]

where \( B \) is a constant characterising the human-capital-producing technology while, in contrast with the standard Solow model, \( s_k \) is, for plausible values of the parameters, time-varying and determined by intertemporal preferences (see e.g. Barro and Sala-i-Martin, 1995). Furthermore, \( u \) is also determined by intertemporal preferences and, in general, will not be constant.

The dynamics of the model can be represented by a three dimensional system of differential equation, with the steady-state \( \bar{y}^* = y^*/uh \) being saddle-point stable, and the system converging to it from any initial value \( \bar{y}(0) \) along a one-dimensional manifold (Mulligan and Sala-i-Martin, 1993, Caballé and Santos, 1993). Moreover, as shown by Piras (1997), along the stable manifold, the dynamics of the system can be expressed as:

\[
\frac{d \ln \bar{y}(t)}{dt} = -\lambda(\ln \bar{y}(t) - \ln \bar{y}^*) 
\]

where \( \bar{y} = y/uh \) and, in this case, \( \lambda = (B + n + g + d)(1-\alpha)/\alpha \), which implies:

\[
\ln \bar{y}(t) - \ln \bar{y}(t - s) = \phi(\lambda)(\ln \bar{y}(t - s) - \ln \bar{y}^*) 
\]

empirical short-run dynamics (see Section 2 below), with no loss of generality, the term \( \Delta \ln h \) is included only once, outside the long-run vector. Its coefficient represents the sum of the two effects.
where \( s \) is an arbitrary lag and \( \phi(\lambda) = 1 - e^{-\lambda s} \). By solving \([7]\) for \( \hat{k} = 0 \), where \( \bar{k} = k / uh \) and taking logs we obtain:

\[
\ln \hat{y}^* = \frac{\alpha}{1 - \alpha} \ln s_k^* - \frac{\alpha}{1 - \alpha} \ln [B(1 - u^*) + n + g + d].
\]

Although \( s_k^* \) is unobservable, similarly to what was done above, we can always approximate \( \ln s_k^* \) with \( \ln s_k(t) + \eta \Delta_s \ln s_k(t) \). Inserting in equation \([9]\) the expressions for \( \hat{y}^* \) and \( s_k^* \) yields:

\[
\Delta_s \ln \hat{y}(t) = -\phi(\lambda) \left( \ln \hat{y}(t - s) - \frac{\alpha}{1 - \alpha} \ln s_k(t) - \frac{\eta \alpha}{1 - \alpha} \Delta_s \ln s_k(t) + \frac{\alpha}{1 - \alpha} \ln [B(1 - u^*) + n + g + d] \right)
\]

Following the same steps as done above to derive equation \([5]\) from equation \([4]\), we can obtain the following error correction form, where \( \ln \hat{y} \) is proxied by GDP per capita divided by average years of education in the population aged 25-64:

\[
\Delta \ln \hat{y}(t) = a_0 + \phi[\ln \hat{y}(t - 1) + \theta_1 \ln s_k(t) - \theta_2 \hat{n}(t)] + \gamma + b_1 \Delta \ln s_k(t) + b_2 \Delta \hat{n}(t) + \epsilon(t)
\]

where \( \hat{n} \) is the growth rate of total years of education (that is, the sum of the growth rates of population and average years of education). Alternatively, human capital can be switched to the right-hand side, yielding again the same expression \([5]\):

\[
\Delta \ln y(t) = a_0 - \phi[\ln y(t - 1) - \theta_1 \ln s_k(t) - \theta_2 \ln h(t) - \theta_3 n(t)] + \gamma + b_1 \Delta \ln s_k(t) + b_2 \Delta \ln h(t) + b_3 \Delta n(t) + \epsilon(t)
\]

although with the restriction that \( \theta_2 = 1 \). Again, to allow for non-constant technological change, the same equation can be estimated with a non-linear country-specific time trend proxied by a sequence of time dummies.

### 1.3 Discriminating between models

The fact that equation \([5]\) encompasses both models makes it ideal to discriminate among them. The first obvious test is to check whether the estimated value of \( \theta_2 \) is significantly different from 1, in which case we would reject the Lucas model. However, such a test would rely very strongly on the precision with which this parameter is estimated. One might argue that the natural null hypothesis would be that the augmented Solow model is true and that a test of the hypothesis \( \theta_2 = 1 \) has little power.

An alternative (and far more standard) test within this framework consists of checking whether the estimated speed of convergence is compatible with its predicted value implied by the augmented Solow model given the estimated factor shares (see e.g. Mankiw et al., 1992, Caselli et al., 1996 and Bond et al. 2001). More specifically, denoting the long-run estimated coefficient of the logarithm of the investment share with \( \hat{\theta}_1 \) and that of average years of schooling with \( \hat{\theta}_2 \), the derived estimate of \( \alpha \) is then equal to \( \hat{\theta}_1 / (1 + \hat{\theta}_1) \) while that of \( \beta \) to \( \hat{\theta}_2 / (1 + \hat{\theta}_2) \). Moreover, an estimate of the speed of convergence \( \lambda \) can be

---

4. Taking into account that \( 1 - u \) is the share of lifetime devoted to human capital, it can be argued that average years of education of the adult population is the best possible proxy for \( uh \) in the Lucas model in the same way as it is for \( h \) in the augmented Solow model where \( u \) can be seen as a constant (equal to 1).
obtained as $-\ln(1-\hat{\phi})/s$, where $\hat{\phi}$ is the estimated average convergence coefficient. Testing that the augmented Solow model is not rejected by the data is therefore equivalent to a test of the following nonlinear restriction:

$$-\ln(1-\hat{\phi}) = s \left( \frac{1-\hat{\theta}_2}{1+\hat{\theta}_1} \right) (n + g + d)$$  \[11\]

where plausible values of the rate of technological progress $g$, the rate of growth of the population $n$, and the depreciation rate $d$ are imputed.

An alternative test for the null hypothesis that the Lucas model is valid can be developed in a similar fashion. In fact, from equation [8] we obtain:

$$-\ln(1-\hat{\phi}) = s(1/\hat{\theta}_1)(B + n + g + d).$$  \[12\]

The problem with this formulation is finding a plausible estimate of the productivity of the human capital technology. Lucas (1988) calibrates $B$ to be equal to 0.05 on the basis of Denison’s estimates for the US economy (Denison, 1961) and the relations implied by the model. Alternatively, we can set $u$ equal to $2/3$ – i.e. assume that individuals spend one third of their lifetime on acquiring human capital – and derive $B$ from eq. [7] as $B = (h/h)(1/(1-u))$. This will typically yield a much smaller value of $B$. As a further alternative, since $B>0$, we can resort to an exact one-tail test:

$$-\ln(1-\hat{\phi}) > s(1/\hat{\theta}_1)(n + g + d),$$  \[12a\]

which can be particularly useful if the objective is to discriminate between the Solow and the Lucas model.

In practice, equations [11] and [12] imply that we can discriminate between the two models by simply glancing at the estimated parameters of equation [5], assuming that they are correctly estimated. In fact, for plausible values of the parameters, the Solow model implies a much slower speed of convergence to the steady state than that implied by the Lucas model. For instance, Taking $s=1$, $n=0.008$ and $(g+d)=0.05$, as typically assumed in growth empirics, if $\hat{\theta}_1$ and $\hat{\theta}_2$ are both equal to, say, $1/2$, with the latter not significantly different from 1, the predicted point estimate for $\phi$ would be 0.019, while in the Lucas model it would be at least 0.110.

2. The econometric approach

The encompassing growth equation [5] can be expressed in a form that can be estimated empirically with pooled cross-country time series as follows (with, as an example, one-lag short-run dynamics):

$$\Delta \ln y_{i,t} = a_{0,i} - \phi_i \ln y_{i,t-1} + a_{1,i} \ln s_{k,i,t} + a_{2,i} \ln h_{i,t} - a_{3,i} n_{i,t} + a_{4,i} t$$
$$+ b_{1,i} \Delta \ln s_{k,i,t} + b_{2,i} \Delta \ln h_{i,t} + b_{3,i} \Delta n_{i,t} + \epsilon_{i,t}$$  \[13\]

5. In the augmented Solow model, these point estimates would imply factor shares equal to 1/3, 1/3 and 1/3 for physical capital, human capital and labour, respectively.
where subscripts indicate country and time (\(i\), denotes countries, \(t\) time). Note that, for the time being, no cross-country restriction is imposed on the parameters.

The empirical estimation of the growth equation [13] can be performed in different ways. The choice of the econometric approach partially depends on the size of \(N\) and \(T\) and the quality of the data across these two dimensions. The bulk of growth regressions studies of the 1990s used cross-section data for a large number of countries (amongst the most well known contributions, see Barro and Sala-i-Martin, 1992, 1995; Mankiw et al., 1992) where the dependent variable is the average growth rate over a fairly long period (usually 20 or more years), and the explanatory variables are either long-run averages (\(e.g\). investment shares) or variables relating to the beginning of the period (\(e.g\). initial level of output per capita, educational enrolment, etc). The limited data requirement allows cross-section analyses to focus on large sets of countries. Moreover, the straightforward econometric procedure allows testing for different specifications and checking the robustness of coefficients to changes in the specification, \(e.g\). using Leamer’s extreme bound approach (\(e.g\). Levine and Renelt, 1992) or the Bayesian averaging of classical estimates (BACE) approach based on averaging OLS estimates across different specifications (Sala-i-Martin, 1997, Sala-i-Martin, Doppelhofer and Miller, 2004).

Cross-section specifications offer consistent OLS estimates of the average long-run relations only under quite restrictive conditions, namely that country-specific parameters are distributed independently of the regressors and the regressors are strictly exogenous (see Pesaran and Smith, 1995). These conditions are necessarily violated in the dynamic framework of growth regressions, as in equation [13] above. In particular, the country-specific effects \((a_{0,i})\) in the equation cannot be identified. These effects are, by construction, correlated with the lagged level of output per capita, leading to an upward bias in the estimated convergence coefficient \((-\phi)\), or equivalently, a downward bias in the estimated speed of adjustment to steady-state. Moreover, cross-section regressions ignore the possible cross-country heterogeneity of technological progress and population growth (see below).

When studies have focused on smaller numbers of countries, such as those in the OECD area, researchers have often exploited the time dimension of the data. In order to reduce the influence of short-run variation in the form of business-cycle effects and other processes, the most common technique has been to take averages of the data, typically 5 years (see, for example Englander and Gurney, 1994; Islam, 1995; Caselli et al., 1996, Bond et al., 2001). There are only few examples of growth regressions based on pooled cross-section and \textit{annual} time-series data (\(e.g\). Lee et al., 1997; Crain and Lee, 1999, Bond et al., 2004).

The main advantage of panel data for the analysis of growth equations is that the country-specific effects can be controlled for, for example by using a dynamic fixed-effect (DFE) specification, which can then be estimated using standard LSDV (Least Square Dummy Variable) or GMM estimators. However, DFE specifications typically impose homogeneity of all slope coefficients, allowing only the intercepts to vary across countries. Put another way, denoting with \(k\) the number of long-run parameters, DFE imposes \((N-J)(2k + 2)\) restrictions (including the short-run dynamics) on the unrestricted model in equation [13]: \(i.e.\, k\) long-run coefficients, \(k\) short-run coefficients plus the convergence coefficient and the common variance. In the context of the Solow or Lucas models, the validity of DFE, however, depends critically on the assumptions of common production function and common convergence parameter, which in turn requires both common technological progress and population growth across countries (recall equations [11] and [12]). In addition, as shown by Pintus (2007) for the Solow model, income tax rates must have the same degree of progressiveness in all countries. Population growth and tax progressiveness are manifestly different across countries. Moreover, the assumption on common technological progress is difficult to reconcile with the significant differences in estimates of multifactor productivity growth across countries (see \(e.g\). Bassanini and Scarpetta, 2002a). Finally, the assumption of cross-country homogeneity of the rate of convergence appears to be at odds with data for OECD countries (Bassanini and Scarpetta, 2002b).
Pesaran and Smith (1995) show that, under slope heterogeneity, both LSDV and GMM DFE estimates of the speed of convergence are usually affected by a downward heterogeneity bias. Consequently, DFE estimators do not appear suitable to implement our test.

An alternative strategy is the mean-group approach (MG), which consists of estimating separate regressions for each country and calculating averages of the country-specific coefficients (e.g. Evans, 1997; Lee et al., 1997). In particular, in specifications with one lag for all observables except the trend, there are \( N(2k + 3) \) parameters to be estimated: each equation has \( 2k \) coefficients on the exogenous regressors, an intercept, a coefficient on the lagged dependent variable and a variance. Albeit consistent, this estimator is likely to be inefficient in small country samples, where any country outlier could severely influence the averages of the country coefficients.

Following (Pesaran et al., 1999), we take an intermediate route between imposing homogeneity on all slope coefficients (DFE) and imposing no restrictions (MG), by using the pooled mean group approach (PMG). This approach consists in allowing short-run coefficients, the speed of adjustment and error variances to differ across countries, but imposing homogeneity on long-run slope coefficients, as defined in equation [5]. In other words, we impose \((N-1)k\) non-linear restrictions on the unrestricted model shown in equation [13], and estimate:

\[
\Delta \ln y_{i,t} = a_{0,i} - \varphi_i \left[ \Delta \ln y_{i,t-1} - \theta_1 \ln s_{i,t} - \theta_2 \ln h_{i,t} + \theta_3 n_{i,t} \right] + a_{1,t} + b_{1,i} \Delta \ln s_{i,t} + b_{2,i} \Delta \ln h_{i,t} + b_{3,i} \Delta n_{i,t} + \epsilon_{i,t} \]

where the non-linear restrictions are \( a_{i0}/\varphi_i = \theta_i \). Taking into account that, as discussed above, it is difficult to assume homogeneity of speed of convergence and short-term dynamics as in DFE specifications, this set of restrictions represents the maximum structure that can be imposed on equation [13] in order to preserve consistency with equation [5]. Indeed, the assumption of common long-run production function parameters appears reasonable for OECD countries, given their easy access to common technologies, and the intense trade relations. But, since the speed of convergence cannot be assumed to be homogeneous across countries, equation [5] excludes the possibility of simply assuming homogeneity of \( a \) parameters in equation [13].

The maximum likelihood estimator of eq. [14] is usually called PMG estimator. Under long-run slope homogeneity the PMG estimator increases the efficiency of the estimates with respect to MG estimators (Pesaran et al., 1999). The hypothesis of homogeneity of long-run parameters, however, cannot be

---

6. Instrumental variable GMM estimators are particularly suited to deal with endogeneity problems in dynamic panel data, and are therefore generally applied to overcome the downward dependent variable bias that would emerge with LSDV estimators when \( N \) is large and \( T \) relatively small. As shown by Nickell (1981), however, the downward lagged dependent variable bias is a declining function of \( T \) (i.e. it depends on \( 1/T \)) and thus it is less of a concern when \( T \) is large and of the same order of magnitude of \( N \). Indeed, as shown by Judson and Owen (1999), the LSDV estimator usually performs as well as GMM estimators for \( T=30 \). In this latter case, the heterogeneity of individuals (countries) is a more serious problem, and imposing homogeneity of all (short and long-run) parameters risk leading to inconsistent results (see Pesaran and Smith, 1995, Lee et al., 1997).

7. As discussed, equations [4] and [10] imply that \( \Delta \ln s_k \) and \( \Delta \ln h \) should also be included in the long-run vector, imposing cross-country homogeneity to their coefficients. However, the additional inclusion of the country-specific short-run dynamics of both terms in the specification implies that they should appear twice in equation [14], once with country-specific and once with homogeneous coefficients. As only the sum of these coefficients for each variable can be identified, with no loss of generality the terms \( \Delta \ln s_k \) and \( \Delta \ln h \) are included only with country-specific coefficients, therefore outside the long-run vector.
assumed \textit{a priori} and we test it empirically in all specifications. In particular, we use a Hausman test (Hausman, 1978) for this purpose: under the null hypothesis, the difference in the estimated coefficients between unrestricted MG and restricted PMG specifications is not significantly different from zero and estimates obtained using the restricted (PMG) specifications are more efficient.

3. The data

We estimate the growth equation on data for 21 OECD countries over the period 1971-2004. The variables we use are as follows (basic descriptive statistics of these variables are shown in Table 1):

- \textit{Dependent variable (\Delta \log y)}. Growth in real GDP per head of population aged 15-64 years, expressed in 2000 purchasing power parities (PPP).

- \textit{Convergence variable (\log y_{-1})}. Lagged logarithm of real GDP per head of population aged 15-64 years, in 2000 PPPs.

- \textit{Physical capital accumulation (\log S)}. The propensity to accumulate physical capital is proxied by the logarithm of ratio of real non-residential fixed capital formation to real GDP.

- \textit{Stock of human capital (\log h)} is proxied by the logarithm of the average number of years of schooling of the population aged between 25 and 64 years.

- \textit{Population growth (\Delta \log n)}. Growth in the working age population (15-64 years) in percentage points.

Growth regressions have been estimated in the literature using either GDP per person employed or, more frequently, GDP per capita (generally referring to working age population to avoid problems related to differences in the demographic structure). Under the assumption of full employment and stable participation rates, these two specifications yield the same results and the choice depends on the availability and quality of data on population and employment. However, employment rates (employment over the population of working age) have changed significantly over time in most OECD countries, and particularly so in Continental Europe, where some declines were recorded in the 1980s and 1990s with the increases in unemployment and a recovery has been observed in recent years with the decline in unemployment and the increased female participation. The resulting path of GDP per worker is strongly affected by short- and long-run fluctuations in the employment rate, due to composition effects (see e.g. OECD, 2007). Under these conditions, a specification in GDP per person employed is likely to yield different results from that in GDP per capita and to be less informative of both convergence and the role of investment in physical and human capital.

Various measures of human capital have been used in growth regressions. Given the objective of this paper – estimating equation [5] in order to discriminate between the Uzawa-Lucas and augmented Solow models – we use a measure of average years of education in working-age population to proxy the human capital stock, which is a natural choice for the Lucas model. Nevertheless, even in the standard augmented

---

8. The country sample include: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany (western Germany, up to 1989 only), Greece, Ireland, Italy, Japan, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, United Kingdom and United States. The choice of the countries is due to the availability of annual time series for the human capital variable.

9. See table 6 for the data. One of the main sources of variation of this variable is through graduation of students enrolled in tertiary education. As they are unlikely to have been employed for the entire year of graduation, we prefer to lag this variable one year.
Solow framework, there are practical and theoretical reasons that suggest the use of a stock variable for human capital. First, data on enrolment rates are generally of lower quality than years of education, there are significant cross-country differences in enrolment rates and completion rates, and changes in enrolment are likely to affect growth only with long lags, which are difficult to accommodate in our framework. Second, the alternative of using changes in years of education as a proxy for the accumulation of human capital is not suitable, as it refers to a net investment in human capital rather than the required measure of gross investment. Finally, reverse causality problems are less severe when a stock measure is considered (see, e.g., Temple, 2000).

The data used in this paper are from the following sources:

- Data on GDP, working age population, and gross fixed capital formation are from the OECD Annual National Accounts (ANA). Purchasing Power Parity benchmarks for 2000 are from the OECD Statistics Department. Western Germany is only included up to 1989.

- Data on the average years of education of the working age population have been obtained by updating the OECD dataset on average years of education (see Bassanini and Scarpetta, 2002b)\textsuperscript{11} with recent information from the OECD Education at a Glance database. Average years of educational attainment are estimated on the basis of completed levels of education and average years of schooling at each level of education amongst the population of working age (see Arnold, Bassanini and Scarpetta, 2007).

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
Variables & Sample & Standard & \\
 & mean & deviation & \\
\hline
GDP per capita & & & \\
(in USD at 2000 PPP) & 1971 & 22319 & 5181 \\
 & 2004 & 41757 & 7198 \\
Average years of education & 1971 & 9.15 & 1.57 \\
 & 2004 & 11.44 & 1.38 \\
Investment rate (per cent of GDP) & & 23.07 & 3.97 \\
\% growth of working age population & & 0.79 & 0.64 \\
\hline
\end{tabular}
\caption{Basic Statistics}
\end{table}

4. Empirical results

4.1 Parameter estimates

As discussed above, we estimate equation [14] as the empirical counterpart of equation [5] using a Pooled Mean Group (PMG) estimator following Pesaran et al. (1999), and check that the assumption of slope homogeneity for the long run parameters is not rejected. Given the large number of parameters that

\textsuperscript{10} The full dataset used for this paper can be downloaded at http://sites.google.com/site/bassaxsite/home/files/Solowlucasdata.zip.

\textsuperscript{11} This dataset combine information from de la Fuente and Doménech (2006) with the OECD Education at the Glance database.
need to be estimated, our baseline specification includes only one lag per variable for the short-run
dynamics. However, we check the robustness of our results to different lag structures (see the Appendix).

A crucial question for estimating equation [5] is how to control for time influences in the growth
regressions. Table 2 reports our estimation results using different ways to treat time influences. In the first
column, a benchmark model is estimated without any time controls. In the second column, country-specific
linear time trends are included. This should be sufficient to control for influences related to time as long as
time-effects on the OECD growth path evolved linearly. In comparison with estimates from the model with
no controls for time effects, the model with time controls implies noticeably faster estimates of the speed
of convergence.

However, the likelihood that non-linear trends affect the data is a priori relatively high. One standard
way to test the robustness of results in the presence of a possible non-linear time trend relies on the
introduction of (common) time dummies. The inclusion of cross-country homogeneous time dummies
instead of heterogeneous time trends, however, implies that all countries in the sample are affected by
common shocks, which is quite a strong assumption, particularly in a framework where the speed of
convergence and short-run parameters are assumed to be heterogeneous. When dummies are defined for a
set of years, however, it is possible to estimate equations wherein period dummies are country-specific
without running out of degrees of freedom. In the third column of Table 2, we include country-specific
dummies for consecutive 5-year periods.

As mentioned above, the validity of our choice of estimator hinges on whether homogeneous slopes
can be imposed for the estimated long-run parameters. With the exception of the model without any time
controls, the homogeneity restriction on the long run coefficients is not rejected by the Hausman tests, as
reported in the bottom row of Table 2. This gives us confidence that the Pooled Mean Group estimator is
indeed an appropriate choice for our data. The coefficients on both physical and human capital are highly
significant. Overall, the estimated partial elasticity of output with respect to physical capital is relatively
low, while that of human capital is relatively high, although still in line with the microeconomic literature
on private returns from schooling. Using an (average) estimate of the private returns to one additional year
of schooling of about 8% and a labour share of 0.6, Topel (1999) suggested an upper bound value for the
impact of schooling on output per capita of about 13%. Similarly, our estimated long-run elasticity of
output per capita to human capital implies that one additional year of schooling raises output per capita by
6-9%.

As shown in Table A1 in the Appendix, the best model according to the Schwarz Bayesian Information
Criterion (BIC) would include two lags of the investment rate and population growth but not of human
capital. Table A2 in the Appendix shows, however, that only minor parameter differences are estimated
between this and our baseline specifications. Moreover, Table A3 shows that key test statistics are robust to
this type of changes in the specification.

In addition, the convergence of the estimation algorithm depends on the number of homogeneous
coefficients. Therefore it is in practice impossible to run a PMG estimation of equation [14] with common
annual time dummies. Nevertheless, as a sensitivity analysis, we have re-estimated our specification using
Pesaran’s Mean Group Estimator with Common Correlated Effects (CCEMG, Pesaran, 2006). Results,
presented in Table A2, are quite similar to our specification with 5-year dummies. Although this estimator
is less efficient than the PMG estimator, it provides a robustness check for the size of the coefficients.

Another key issue for the consistency of the PMG estimator is that the variables defining the long-run
relationship need to be co-integrated. Table A4 in the Appendix reports cointegration tests based on Im et
al. (2003) and Levin et al. (2002). In both cases the null of no-cointegration is rejected.
Table 2. Baseline Estimation Results

**Dependent variable:** Growth of Log GDP per capita

<table>
<thead>
<tr>
<th>Model</th>
<th>(1) No time controls</th>
<th>(2) Linear time trend</th>
<th>(3) 5-year dummies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Long-Run Parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log investment rate ($θ_1$)</td>
<td>0.63 ***</td>
<td>0.29 ***</td>
<td>0.15 ***</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.03)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Log human capital ($θ_2$)</td>
<td>1.10 ***</td>
<td>0.74 ***</td>
<td>0.95 ***</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.16)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>Population growth ($θ_3$)</td>
<td>-23.05 ***</td>
<td>-5.32 ***</td>
<td>-4.85 ***</td>
</tr>
<tr>
<td></td>
<td>(3.70)</td>
<td>(0.82)</td>
<td>(0.77)</td>
</tr>
<tr>
<td><strong>Short Run Parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average convergence parameter ($φ$)</td>
<td>-0.04 ***</td>
<td>-0.22 ***</td>
<td>-0.27 ***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.03)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Average effect of $Δ$Log investment rate ($b_1$)</td>
<td>0.21 ***</td>
<td>0.18 ***</td>
<td>0.17 ***</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Average effect of $Δ$Log human capital ($b_2$)</td>
<td>0.29</td>
<td>-0.01</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.16)</td>
<td>(0.29)</td>
</tr>
<tr>
<td>Average effect of $Δ$Population Growth ($b_3$)</td>
<td>0.71 **</td>
<td>0.98 ***</td>
<td>0.88 *</td>
</tr>
<tr>
<td></td>
<td>(0.31)</td>
<td>(0.31)</td>
<td>(0.51)</td>
</tr>
</tbody>
</table>

Estimated Returns to Scale for Reproducible Factors
- 1.060
- 0.800
- 0.960

Test for Constant Returns to Scale (P-value)
- 0.433
- 0.113
- 0.657

Hausman Test of Long-Run Slope Homogeneity (P-value)
- 0.085 *
- 0.564
- 0.577

Observations
- 699
- 699
- 699

Only averages of short-run parameters are presented. Symbols refer to equations [5] (or [14]). Standard errors in parentheses. ***, **, *: significant at the 1%, 5% and 10% level, respectively.

### 4.2 Consistency of the estimated parameters with different theoretical models

Two additional features emerge from Table 2. First, the null hypothesis of constant returns to physical and human capital is never rejected by the data. Hence, our first rough test cannot reject the hypothesis that the Uzawa-Lucas model with constant returns to scale provides a better representation of the data. Yet, the width of the confidence intervals tends to suggest that this test has a very low power.15 Second, we estimate a very high convergence parameter, which is clearly inconsistent with the augmented Solow model. More precisely, the first three rows of Table 3 reports output elasticities and average values for $λ$ as derived from the estimated equations. The next two lines report “predicted” theoretical values of $λ$ that would be compatible with the derived output elasticities on the basis of growth specification (2) and (3) in Table 2.

---

15. Indeed, as indicated in section 1, in the Uzawa-Lucas model we would expect the coefficient of human capital to be equal to one under constant returns to scale. If we take the model with a linear trend, the confidence interval at the 5% level on the human capital coefficient ranges between 0.47 and 1.02. Conversely if we take the model with country-specific time dummies, the corresponding confidence interval ranges between 0.71 and 1.18.
In other words, they report the speed of convergence predicted by the right-hand side of eq. [11] in the case of the Solow model and of eq. [12] in the case of the Lucas model. As standard, in the case of the Solow model, predicted values are computed on the basis of plausible values for the population growth rate, the depreciation rate and the rate of technological progress. For population growth, we take the average value across our sample (0.8%). For the depreciation rate, we assume a standard value of 2%. For technological progress, we consider the average estimated time trend (1.26%) or the average annual shift implied by the estimated 5-year dummies (0.92%), depending on the specification. For these values, the point-estimates of λ are more than twenty times greater than what the Solow model would imply given the estimates of the other parameters.16

### Table 3. Derived parameters and speed of convergence tests

<table>
<thead>
<tr>
<th>derived parameters</th>
<th>Trend</th>
<th>Dummies</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.22</td>
<td>0.13</td>
</tr>
<tr>
<td>β</td>
<td>0.58</td>
<td>0.82</td>
</tr>
<tr>
<td>average $\lambda$</td>
<td>0.246</td>
<td>0.310</td>
</tr>
</tbody>
</table>

| Solow: theoretical $\lambda$ | 0.008 | 0.002 |
| Lucas: theoretical $\lambda, u=2/3$ | 0.223 | 0.403 |
| Lucas: theoretical $\lambda, B=0.05$ | 0.315 | 0.577 |

| Speed of convergence test: Solow model (Eq 11): $\chi^2(1)$ | 38.93 | 48.55 |
| p-value | 0.00 | 0.00 |

| Speed of convergence test: Lucas model (Eq 12, $u=2/3$): $\chi^2(1)$ | 0.28 | 0.56 |
| p-value | 0.60 | 0.46 |

| Speed of convergence test: Lucas model (Eq 12, $B=0.05$): $\chi^2(1)$ | 2.15 | 2.41 |
| p-value | 0.14 | 0.12 |

Trend and Dummies, refer to specifications in Table 2. Imputed parameters: population growth: 0.008; depreciation rate: 0.02; technological change: 0.0126 in the Trend model and 0.0092 in the Dummies model; and $B$: 0.0236.

1. Estimated partial elasticity to physical capital.
2. Estimated partial elasticity to human capital.
3. Estimated average speed of convergence.

In the case of the Lucas model, we need to impute also a value for the slope parameter of the human capital production function ($B$). From equation [7] above, we can write $B = (\bar{h}/h)(1/(1-u))$. Assuming that individuals spend one third of their lifetime on acquiring human capital, i.e., $u=2/3$, and using the observed average growth rate of human capital in the sample (0.79%), we obtain a value of $B$ equal to 0.0236. Alternatively we can use Lucas’ calibration at 0.05 (Lucas, 1988). Using equation [12] and these two proxies for $B$, we obtain theoretical speeds of convergence that are close to, or above, our estimated values.

As a next step, we perform a Wald test for the consistency of our estimated parameters within the Solow and Uzawa-Lucas models. This implies testing that the non-linear hypotheses implied by eq. [11]...
and [12], respectively, are not rejected by the data at standard statistical levels. The last rows of Table 3 show the Wald test statistics and P-values, computed assuming the same values as above for unobservables and using the average estimated value of $\lambda$. Not surprisingly, it appears that the Solow model is always rejected by the data at conventional statistical levels. By contrast, the Uzawa-Lucas model is never rejected. From the statistics reported in Table 3, it is also evident that the one-tail test corresponding to eq. [12a] can never reject the Uzawa-Lucas model.

We checked the sensitivity of our results to country coverage by excluding countries one-by-one and re-estimating the growth equation on the restricted sample. We then perform again the Wald tests on the speed of convergence, using the same imputed parameters as above: in all restricted samples the corresponding test statistics appear inconsistent with the Solow model while in no sample is the Uzawa-Lucas model rejected.\(^{17}\) Given these results, it seems reasonable to conclude that according to our estimates, the growth experience of OECD countries over the past three decades is not inconsistent with the Lucas model with constant returns to scale.

### 4.3 Further sensitivity analysis

As in any panel regression on macro data, attention should be paid to possible endogeneity problems. In our growth regression, in particular, the accumulation of both human and physical capital can be endogenous. We address these two possible endogeneity issues in turn in this section.

**Estimating the constrained equation**

As discussed in the previous section, the use of stock data for human capital in equation [14] mitigates the reverse causality problem, but it does not settle the issue completely. In the Lucas model with constant returns to scale, the coefficient of human capital is exactly equal to 1, a hypothesis that we cannot reject on the basis of our estimates presented in Table 2. These theoretical and empirical considerations suggest that we may simply restrict the coefficient on human capital to be one, in order to gain efficiency on the remaining parameter estimates and perform our test on the speed of convergence without any risk of a bias from the possible endogeneity of human capital. Following equation [10] and our discussion in the previous section, imposing the unitary coefficient on human capital implies rewriting the dependent variable in the growth equation as the logarithm of GDP per capita divided by average years of education. In other words, the constrained version of eq. [14] reads as:

\[
\Delta \ln \tilde{y}_{i,t} = a_{0,i} - \phi_1 [\ln \tilde{y}_{i,t-1} - \theta_1 \ln s_{k,t} + \theta_3 (n_{i,t} + \Delta \ln h_{i,t})] + a_{4,i,t} \\
+ b_{1,i} \Delta \ln s_{k,t} + b_{3,i} (\Delta n_{i,t} + \Delta \ln h_{i,t}) + \varepsilon_{i,t}, \tag{15}
\]

Estimates from equation [15], are presented in Table 4. Two-tail speed of convergence tests are reported at the bottom of the table. It appears that the Lucas model with constant returns to scale cannot be rejected by the data at conventional statistical level, subject to the same choice of imputed parameters as above.\(^{18}\)

---

\(^{17}\) The results of these sensitivity tests are available from the authors on request.

\(^{18}\) One-tail tests (not reported) are also supportive of this statement.
Table 4. PMG Estimation Results of the constrained equation

Dependent variable: Growth of Log GDP divided by total years of education

<table>
<thead>
<tr>
<th>Model</th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear time trend</td>
<td>5-year dummies</td>
</tr>
<tr>
<td><strong>Long-Run Parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log investment rate ( (\theta_1) )</td>
<td>0.28 ***</td>
<td>0.16 ***</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Growth of total years of education ( (\theta_3) )</td>
<td>-4.52 ***</td>
<td>-4.65 ***</td>
</tr>
<tr>
<td></td>
<td>(0.65)</td>
<td>(0.61)</td>
</tr>
<tr>
<td><strong>Short Run Parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average convergence parameter ( \phi )</td>
<td>-0.22 ***</td>
<td>-0.27 ***</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Hausman Test of Long-Run Slope Homogeneity (P-value)</td>
<td>0.56</td>
<td>0.46</td>
</tr>
<tr>
<td>Average estimated ( \lambda )</td>
<td>0.24</td>
<td>0.31</td>
</tr>
<tr>
<td>Theoretical ( \lambda ) (Eq 12, ( u=2/3 ))</td>
<td>0.23</td>
<td>0.39</td>
</tr>
<tr>
<td>Speed of convergence test: Lucas model (Eq 12, ( u=2/3 )) ( \chi^2(1) )</td>
<td>0.14</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>P-value</td>
<td>0.71</td>
</tr>
<tr>
<td>Theoretical ( \lambda ) (Eq 12, ( B=0.05 ))</td>
<td>0.32</td>
<td>0.56</td>
</tr>
<tr>
<td>Speed of convergence test: Lucas model (Eq 12, ( B=0.05 )) ( \chi^2(1) )</td>
<td>3.26 *</td>
<td>2.65</td>
</tr>
<tr>
<td></td>
<td>P-value</td>
<td>0.07</td>
</tr>
<tr>
<td>Observations</td>
<td>678</td>
<td>678</td>
</tr>
</tbody>
</table>

Short-run parameters are not presented (except for the convergence parameter). Symbols refer to equation [10] (or [15]). Standard errors are reported in parentheses. ***, *: significant at the 1% and 10% level, respectively.

Mean Group GMM estimates of the constrained equation

As a second robustness check, we address the possible endogeneity of the investment rate in equations [14] and [15], which would cast doubt on our tests for the speed of convergence. The problem is complicated by the fact that it is difficult to find a suitable instrument for investment, i.e. an exogenous variable affecting the investment rate without directly affecting, or being affected by, GDP per capita growth (see e.g. Sianesi and van Reenen, 2003). One way to sort out this problem is to exploit the lag structure of the different variables by implementing a GMM estimator. This is relatively cumbersome in a model in which long-run parameters are restricted to be common across countries while the convergence parameters are not, since it involves estimating a GMM model with additional non-linear restrictions. Conversely, as suggested by Bond, Leblebicioglu and Schiantarelli (2004), it is relatively straightforward to do so in an un-restricted model where both short and long-run parameters are assumed to be heterogeneous (that is a MG specification). Given that our interest lies on the common (or averaged) long-run parameters, we can obtain consistent – albeit relatively inefficient – estimates of their values by taking averages of estimated parameters. As the GMM estimation is sensitive to the number of parameters to be estimated, and this problem can be particularly important in our MG version of the GMM estimator, we use this method only to estimate the constrained version of the growth specification with country-specific trends. Table 5 presents difference GMM-MG estimates for two alternative specifications of this model: in column 1, the short-run dynamics for all variables is included; while in column 2 the short-run dynamics of the growth of population and human capital is omitted to further reduce the number of parameters.
### Table 5. Difference GMM-MG Estimation Results of the constrained equation

**Dependent variable:** Growth of Log GDP divided by total years of education

<table>
<thead>
<tr>
<th>Model</th>
<th>(1) Linear time trend, full short-run dynamics</th>
<th>(2) Linear time trend, reduced short-run dynamics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>Short Run Parameters</strong></td>
</tr>
<tr>
<td></td>
<td>Average convergence parameter (φ)  0.42 *** (0.07) 0.38 *** (0.07)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hansen over-identification test (P-value)  0.24 0.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arellano-Bond AR1 test -1.20 -1.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arellano-Bond AR2 test -0.22 -0.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average estimated λ  0.55 0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Theoretical λ (Eq 12, u=2/3)  0.23 0.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Speed of convergence test: Lucas model (Eq 12, u=2/3) ×(1) 2.51 0.13 P-value 0.11 0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Theoretical λ (Eq 12, B=0.05)  0.33 0.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Speed of convergence test: Lucas model (Eq 12, B=0.05) ×(1) 0.75 0.01 P-value 0.39 0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Observations  657 657</td>
<td></td>
</tr>
</tbody>
</table>

Short-run parameters are not presented (except for the convergence parameter). Symbols refer to equation [10] (or [15]). Heteroskedasticity-consistent standard errors are reported in parentheses. The average growth of total years of education (population growth plus growth of average years of education) is treated as exogenous. Beyond exogenous variables, instruments include the second and third lag of the level of logGDP divided by total years of education and the second and third lag of the level of the log investment rate. No short-run dynamics for the growth of total years of education is included in the second column. ***, ** and *: significant at the 1%, 5% and 10% level, respectively.

Results from this exercise appear to confirm that the Uzawa-Lucas model with constant returns to scale provides an appropriate representation of the data. First, in both specifications, the estimated speed of convergence is above the theoretical speed of convergence that can be derived from partial output elasticities. Hence, trivially, one-tail tests cannot reject the model. Second, at conventional statistical levels, under the standard assumptions for imputed parameters, two-tail tests cannot reject the model as well. Overall, taking into account the uncertainty about the productivity parameter in the human capital production function, it appears that the evidence provided in this exercise is reasonably consistent with the Lucas model.

5. **Concluding remarks**

This paper provides empirical evidence on the role of human capital accumulation for economic growth in a sample of 21 OECD countries over the 1971-2004 period. Our main objective is to assess whether the data are more consistent with the human-capital augmented Solow model of exogenous
growth, or with an endogenous growth model à la Uzawa-Lucas with constant returns to scale to “broad” (human and physical) capital. This distinction has important implications for our understanding of the process of economic growth and the role of policies in influencing it. In the world of the Solow model, human capital enhancing policies would only have a temporary effect on economic growth during the transition towards the new steady-state growth path of output, while in the Uzawa-Lucas model the growth effect would be more persistent.

Discriminating between these two models requires, first of all, good quality data for a sufficiently long time period. We use a proxy for human capital based on the average number of years of formal education of the working age population, drawing on updated OECD data. Moreover, in line with the requirements of the growth model, we apply an econometric technique, the pooled mean group estimator (PMG), which allows us to consistently estimate an empirical model in which speed of convergence and short-term dynamics vary across countries. This makes our approach different from most panel-data approaches that impose homogeneity restrictions on all these parameters. Consistent with a few recent studies (e.g. Bassanini and Scarpetta, 2002b, De La Fuente and Domenech, 2006, Cohen and Soto, 2007), our results point to a positive and significant impact of human capital accumulation to output per capita growth. The estimated long-run effect on output of one additional year of education (about 6-9%) is also within the range of the estimates obtained in microeconomic analyses of the private returns to schooling. Our results also suggest a significant growth effect from the accumulation of physical capital and a rapid speed of convergence to the steady state growth path of output.

We exploit the different non-linear restrictions on factor elasticities and speed of convergence as implied by the augmented Solow and Uzawa-Lucas models to discriminate between them. Our estimated speed of convergence appears to be too high to be consistent with the human-capital-augmented version of the Solow model, but rather support the endogenous growth model à la Uzawa-Lucas. This main finding is robust to a thorough sensitivity analysis. In particular, the results are unaffected by the exclusion of any of the countries in our sample. Moreover, we tackle the potential endogeneity problems of both human and physical capital in the growth model by using a restricted version of the growth equation and instrumental variables, and again find results that cannot reject the Uzawa-Lucas model. All in all, it seem reasonable to conclude that, according to our results, the growth experience of the OECD countries over the past three decades is more consistent with an endogenous process in which the accumulation of human capital can have a persistent effect on growth. Further work is needed to corroborate this conclusion, in particular to improve our proxies of human capital. While this paper uses a harmonized series, more needs to be done to account for changes in the quality of education and in the skill composition.
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Appendix

Table A1. Comparison of specifications based on the Schwarz Bayesian Information Criterion (BIC)

<table>
<thead>
<tr>
<th>Specification</th>
<th>Number of lags for the short-term dynamics</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>phys cap</td>
<td>human cap</td>
</tr>
<tr>
<td>a (baseline)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>c</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>e</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>f</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>g</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>h</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

All specifications include country-specific 5-year dummies. Based on a sample of 699 observations for all specifications except for those with two lags of human capital (b, f, g and h, where the sample includes 678 observations only, due to data availability).

Table A2. Additional regression estimates

<table>
<thead>
<tr>
<th>Dependent variable: Growth of Log GDP per capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>(1) 5-year dummies, lag structure 2, 1, 2</td>
</tr>
<tr>
<td>(2) CCEMG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Long-Run Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log investment rate ($\theta_1$)</td>
</tr>
<tr>
<td>0.21 ***</td>
</tr>
<tr>
<td>(0.05)</td>
</tr>
<tr>
<td>Log human capital ($\theta_2$)</td>
</tr>
<tr>
<td>1.40 ***</td>
</tr>
<tr>
<td>(0.13)</td>
</tr>
<tr>
<td>Population growth ($\theta_3$)</td>
</tr>
<tr>
<td>8.00 ***</td>
</tr>
<tr>
<td>(1.18)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Short Run Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average convergence parameter ($\phi$)</td>
</tr>
<tr>
<td>-0.26 ***</td>
</tr>
<tr>
<td>(0.03)</td>
</tr>
<tr>
<td>Cross-section averages of variables</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Estimation Method</td>
</tr>
<tr>
<td>PMG</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>699</td>
</tr>
</tbody>
</table>

Short-run parameters are not presented (except for the convergence parameter). Symbols refer to equation [5] (or [14]). Column 1 includes 2 lags for physical capital and population growth. Standard errors are reported in parentheses. ***: significant at the 1% level.
Table A3. Convergence tests, based on the specification with 2, 1, 2 lag structure

<table>
<thead>
<tr>
<th>Speed of convergence test: Solow model (Eq 11):</th>
<th>$\chi^2(1)$</th>
<th>56.43</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Speed of convergence test: Lucas model (Eq 12, $\omega$=2/3):</th>
<th>$\chi^2(1)$</th>
<th>0.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value</td>
<td>0.96</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Speed of convergence test: Lucas model (Eq 12, $B=0.05$):</th>
<th>$\chi^2(1)$</th>
<th>1.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value</td>
<td>0.24</td>
<td></td>
</tr>
</tbody>
</table>

Based on Column 1 of Table A2. Imputed parameters: population growth: 0.008; depreciation rate: 0.02; technological change: 0.0092; and $B$: 0.0236.

Table A4. Panel cointegration tests

<table>
<thead>
<tr>
<th>IPS test</th>
<th>LL test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient / t-bar</td>
<td>-3.060***</td>
</tr>
<tr>
<td>W(t-bar)</td>
<td>-4.763</td>
</tr>
<tr>
<td>t-star</td>
<td></td>
</tr>
<tr>
<td>P-Value</td>
<td>0.00</td>
</tr>
<tr>
<td>Observations</td>
<td>660</td>
</tr>
</tbody>
</table>

Based on the residuals of the specification of Column 3 of Table 2. Since both tests require a balanced sample, Western Germany is dropped from the sample. IPS test is the Im-Pesaran-Shin test, LL test is the Levin-Lin test. The null hypothesis is no cointegration in both cases. ***: significant at the 1% level.