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Abstract

The empirical U-shaped pattern between product diversification and economic development has been widely examined, but here we analyze the determinants of diversification. We find that a high level of rent-seeking activities has a large impact on the diversification of nations: in countries where rent-seeking is a widespread practice, the number of products being exported will be smaller and its value more concentrated in certain goods. Our analysis embraces a large sample of more than 130 countries between 1995 and 2007, using a highly disaggregated export database comprising 5000 products adopting both diversification indices or the number of new products as measures of diversification. To establish this relationship we use a Generalized Method of Moments estimation, controlling for endogeneity originated from reverse causality, and we also use a negative binomial regression to estimate the impact of rent-seeking on new export products. These empirical predictions contribute to the idea that resources allocated to harm diversification are an important binding constraint for developing countries.
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“From South Korea to Singapore, history shows that countries thrive when they invest in their people and in their infrastructure... when they promote multiple export industries, develop a skilled work force and create space for small and medium-sized businesses that create jobs.” Barack Obama’s speech on 07/11/2009, in Ghana.

1 Introduction

The development agenda is still characterized by the idea that the presence of many exporting sectors is very important to reach economic prosperity\(^1\). In that sense, in the past few years, a growing literature showing a pattern between diversification and economic development has emerged\(^2\). However, the determinants of diversification were not deeply explored. Parteka and Tamberi (2008) searched for possible determinants of export diversification, such as geography, size and institutions. But these authors did not solve for endogeneity rising from reverse causality from specialization to institutions, and so proper statistical inference was not properly done. This article tries to fill this gap and looks on the link between the level of rent-seeking in a country and its pattern of diversification. We use a highly disaggregated export database covering thirteen years of international trade and more than 130 countries, between 1995 and 2007. So when we focus on export diversification and look at rent-seeking activities as a possible determinant, we turn to possible explanations found in the development economics literature\(^3\).

In this direction, we analyze product diversification, meaning a wider range of goods being produced and exported by a country through time. To measure product export diversification, we alternate between two different measures: diversification indices and the number of new export products (with the same cut-off methodology as Carrere, Cadot, and Strauss-Khan (2007)). This allow us to test the impact of rent-seeking both on diversification indices and on the dynamics of new product introduction. As we look into the literature, we find many mechanisms of how

\(^1\)Justin Lin (Lin, 2010), chief economist of the World Bank, recently underlined the relevance of the productive structure and an active industrial policy to promote economic development

\(^2\)Imbs and Wacziarg (2003), Klinger and Lederman (2006) and Carrere, Cadot, and Strauss-Khan (2007) documented this relationship, which has a U-shaped format: at low levels of income per capita, countries have concentrated productive structures, but as they move along the development path, their production (exports) become much more diversified. That process goes up to a level of development, in which the forces of specialization become more powerful and the now advanced countries specialize in some sectors, resulting in a more concentrated productive structure.

\(^3\)Even though we acknowledge the importance of the international trade literature (as the results found in Amurgo-Pacheco and Pierola (2008)) for this matter, the use of traditional gravity-like variables is not in the scope of this paper.
the amount of rent-seeking activities in a country impacts its productive structure, making it less diversified. Public rent-seeking affects innovation, and specially inside-the-frontier innovations, which is defined as new products for the technological frontier of a given country. Rent-seeking can also influence the process of diversification in a self-discovery framework, as in Hausmann and Rodrik (2003), where uncertainty costs on the individual product level diminishes the level of investment done by entrepreneurs. This last article shares the same views as in Hausmann, Hwang, and Rodrik (2007) and Hausmann and Klinger (2006), where the diversification of a country’s productive structure towards high earning goods can boost exports and economic growth.

More recently, Cuberes and Jerzmanowski (2009), even though focusing on growth reversals, showed empirically and theoretically how democracy, through a higher level of barriers to entry, impacts diversification. Their model and findings are related to the work of Acemoglu (2008), where in “oligarchic” societies there are bigger barriers to entry to new entrepreneurs, as a result of the concentration of political power with major producers.

Regarding rent-seeking, Murphy, Shleifer, and Vishny (1993) defines it as a redistributive activity that consumes resources. Rent-seeking activities can take the form of corruption, protection costs or attempts to obtain political power and restraint political rights from opponents (Svensson, 2000), amongst other possibilities. Following Murphy, Shleifer, and Vishny (1993), we focus on the detrimental effect of public rent-seeking on innovative activities. By the fact that innovations are risky, an entrepreneur is discouraged to innovate if the returns of its successful project are expropriated and the burden of a failure falls on his shoulders (uncertainty costs à la Hausmann and Rodrik (2003)). Rent-seeking also impacts innovation if the licenses needed to implement new activities are expensive and the entrepreneurs are opponents of the established producers, who will lobby in order to prevent the creation of new goods and services. Credit constraints faced by innovators and the long-term maturation of new goods are the other factors that makes rent-seeking so costly to diversification. Combining all these factors together, the probability of the introduction of new goods is severely diminished. By consequence, economic diversification is hampered.

The quest for clear and solid answers on the diversification process goes back a long way in the
economic literature. Concerns about diversification and specialization and its impact on economic growth and development have been an important matter subject since Smith and Ricardo. We can also find distinguished remarks in the works of development pioneers such as Rosenstein-Rodan and Lewis, and in policies derived from the Prebisch-Singer hypothesis for Latin American economic development. More recently, Lederman and Maloney (2008) pointed that export concentration hampers economic growth. In a similar way, Hesse (2008), in a dynamic panel, shows that export concentration is detrimental to economic growth. Al-Marhubi (2000) and Agosin (2007) found the same result in a cross-sectional regression. Hesse (2008) does also a good review on the empirical works on the subject.

We find that rent-seeking has a negative impact on product diversification. At first, we explore the theoretical link on how rent-seeking affects diversification. Empirically, our results show that the level of rent-seeking has a positive impact on an index of specialization (the opposite of diversification). Most importantly, we control for the problem of endogeneity using Generalized Method of Moments (GMM), in order to capture the reverse causality (and possible positive bias) relationship going from rent seeking to diversification. To give support to our estimations, we also use external instruments in the GMM framework. This is proven to be robust to different specifications, using a different index for diversification, changing the proxy for rent-seeking and controlling for the institutional environment and geographical conditions. This pattern is also confirmed by our results using the number of new export products as a measure for diversification. Through different specifications and controlling for the same aspects evoked above, and using a fixed-effect negative binomial regression, we find that rent-seeking has a negative effect on the number of new products launched by a country.

The goal of this paper is to estimate the impact of rent-seeking on diversification in a panel data setting, which it comes up to be quite important. To reduce the Theil index of one point, our estimations show a need for a 1.39 reduction in the corruption index. Even if this seems a big evolution, it is much smaller than the jump in the income level needed for a similar change in the productive structure.

This paper is organized as follows: in section 2 we present our theoretical framework, based on
how rent-seeking impacts diversification; section 3 introduces our database on international trade and the measures of diversification, number of new export products and rent seeking. Section 4 contains our empirical methodology, with our results using GMM, including robustness checks; on section 5 we use the number of new export products approach for diversification and section 6 wraps up our story with concluding remarks.

2 Rent-seeking and diversification

Several arguments (Hesse, 2008; Berthelemy, 2005) have been used to support the vital role of diversification for economic development and growth.\(^4\) Differently, we underline the mechanisms in which rent-seeking impacts diversification and then we test it empirically. Before doing so, we summarize the finding on previous works on diversification.

To our knowledge, only a few papers have looked into the determinants of diversification. In a recent paper, Malik and Temple (2009) briefly study the determinants of export concentration. Through Bayesian methods, they show that market access, climate variability, geography and institutional quality have influences on export concentration. This results will be also of important guidelines in our empirical approach. As we explore the micro foundations of product diversification, the framework was consolidated by Hausmann and Rodrik (2003), where economic development is originated from the discovery of what a country is a good producer. The authors show that in the existence of uncertainty costs to entrepreneurs, diversification is restrained by imitation and other failures generated by a laissez-faire equilibrium, as entrepreneurs are not able to appropriate the full amount of their investments. If we link product diversification to economic growth, we find the conclusions made by Hausmann, Hwang, and Rodrik (2007), where the components of the export basket are good predictors of economic growth. To these authors, structural transformation, i.e., the change in developing countries to a export basket composed by high yield products, have an important impact on growth.

\(^4\)In this line, we emphasize the role of a reallocation of resources in higher level activities (therefore boosting productivity) in learning-by-doing in the manufacturing sector (Matsuyama, 1992), reducing volatility (Ramey and Ramey, 1995; Imbs, 2007; Koren and Tenreyro, 2007; Stanley and Bunnag, 2001), and diminishing risks to economic agents through the financial system (Acemoglu and Zilibotti, 1997).
Following Hausman and Rodrik’s story, Klinger and Lederman (2006) found that a good part of the explanation for the lack of diversification is related to the presence of market failures. Market failures disfavor the positive incentives entrepreneurs are faced with when they decide to invest in new activities that can be possibly “discovered” by the country. These discoveries are not necessarily innovations to the global technological frontiers, such as patents, but in its most part they are new products to the countries’ export basket.

While analyzing why developing countries have larger growth reversals, Cuberes and Jerzmanowski (2009) found that less democratic countries, with larger barriers to entry for new firms, have lower sectoral diversification. They developed a model where only one sector pays off at each time so less democratic countries, with higher barriers to entry, have a more concentrated productive structure in the sectoral level. This concentration leads to a higher probability of growth reversals. The authors empirical tests, explaining diversification by democracy, income and it’s squared term show that our empirical methodology is proven to be correct. But our theoretical framework is different, as we look at the product level and we explore how rent-seeking impacts diversification directly, but the contribution of Cuberes and Jerzmanowski (2009) is very important in understanding the link between diversification and the global environment of a country.

Mohtadi and Roe (2003) also defines rent-seeking as the appropriation of public funds for private goals, similar to the definition of corruption. The authors explain that rent-seeking is behind the U-shaped effect of democracy on growth: as there are more rent-seekers with a higher level of democracy, growth is affected by corruption. This effect goes until an inversion point, where the number of rent-seekers diminish with more democracy and this smaller level of corruption has a positive effect on growth. Recently, Hodler (2009) extended the Hausmann and Rodrik (2003) model with a industrial public policy agenda and he shows that rent-seeking is not detrimental to social welfare allocation only when the industrial policy is quantitatively modest or when there is relatively low support for unprofitable projects.

Switching to our framework, Murphy, Shleifer, and Vishny (1993) developed the idea that rent-seeking has an impact on growth, especially in innovative activities. More importantly, we can
relate these to the empirical works of Mauro (1995) and Svensson (2000). It is well established in this literature that rent-seeking activities have a negative impact on growth, and this leads us to think that rent-seeking has an effect on diversification. A larger presence of rent-seeking harms the diversification of production and exports, meaning a smaller variety of goods being produced. We follow Murphy, Shleifer, and Vishny (1993) and we enumerate a series of reasons why the introduction of new goods are significantly affected by rent-seeking. These effects are the main channels why rent-seeking impacts diversification (new products or innovations), so we use it as the core of our framework.

The first one is political, as the entrepreneurs that introduce innovations are not part of the government and do not have established lobbies. They are more exposed to heavy bribes and expropriation, especially when the interest of the establishment and the innovators are opposed. This is one of the main reasons that the productive structure will be hard to diversify, as there are limited options of investments and the established economic and political elite will do the necessary efforts to block this process. This mechanism is the same one as developed by Acemoglu (2008). Secondly, Murphy, Shleifer, and Vishny (1993) observe that the lack of credit is a binding constraint, as these entrepreneurs do not have the possibility of assuming additional costs due to bribery and other forms of illegal payments. Rent-seeking imposes another barrier to the launch of new products as this extra fixed cost has to be overcome, in the same way as Cuberes and Jerzmanowski (2009) introduce a fixed cost of entry for a new firm generated by barriers to entry.

Thirdly, innovations are long term projects, as it takes more time and steps to create the new product and to reap its profits, so the possibility of the extraction of rent-seeking is greater in this kind of process. Hence, a higher level of rent-seeking will impact more the introduction of new products. The last reason why new procedures are more susceptible to rent-seeking deserves a careful treatment, as we analyze the importance of risk in the diversification in two different ways. In one way, the process of introducing innovations has a higher level of embedded risk, as entrepreneurs are not sure if the project will succeed. If it is the case, there is still the possibility of \textit{ex post} rent-seeking, meaning that a good part of the specific returns of this activity will be

\footnote{Svensson (2000) focus on the relationship between aid and rent-seeking, showing that in countries that have larger social competing groups, there exists an association between aid and corruption.}
captured from the entrepreneur. If the innovation is not successful, the entrepreneur will have to face all the costs of the failure. Therefore, with a high level of rent-seeking, entrepreneurs are less prone to invest. If entrepreneurs do not know if an important part of their profits will be reaped by any kind of rent-seeking practice undermines new investments. This could be related to the Klinger and Lederman (2006) idea where new discoveries are not realized because entrepreneurs cannot appropriate the total of their benefits due to market failures.

Differently, Acemoglu and Zilibotti (1997) studied the importance of risk in economic development, where the latter is accompanied by market expansion and different diversification possibilities. According to the authors, diversification allows the reallocation of resources towards more productive uses and diminishes growth variability. In their model, agents dislike risks and they try to diversify the economies correlated projects in order to spread out this risk. To Acemoglu and Zilibotti (1997), “the more sectors that are open, the higher the proportion of their savings that agents are willing to put in risky investments”. In this framework, agents will not be encouraged to innovate if the country’s productive structure is too concentrated, because of the risky nature of the innovation process. The economy would then be stagnated on few activities of low level of productivity, where the level of idiosyncratic risks is not high but its resources are easily appropriated by a political powerful elite. The process of diversification is then affected.

When it comes to introducing innovation and the role of entrepreneurial activity, Baumol (1990) analyzed the interaction between the systems of payoffs of a society and the allocation of its entrepreneurial activity. Entrepreneurial activity can either have incentives to innovate or to focus on unproductive activities. If the payoff favours rent-seeking activities, it is hard to believe that entrepreneurs will innovate, and this effect will reinforce itself, because of the increasing returns in rent-seeking activities (Murphy, Shleifer, and Vishny, 1993). In their work on rent-seeking and resource booms, Baland and Francois (2000) also integrated the idea that rent-seekers prey on entrepreneurs, diminishing the introduction of new products and services.

All the above literature points out the evidence of a noxious effect of rent-seeking in the process of introducing new goods, through the channels proposed by Murphy, Shleifer, and Vishny (1993). The impact of rent-seeking on diversification seems clear and we test it empirically in section 4
on diversification indices and in section 5 on new export products, after presenting the measures of the main variables and the data sources in the next section.

3 Data and measures

3.1 Measures of diversification: export indices and new products

It is important to clarify that our framework is based on product diversification\(^6\) - and not sectoral diversification. Even though they are closely related subjects, the level of aggregation in the datasets, measuring goods or sectors, has a huge impact on analysis. This is confirmed by the work of De Benedictis, Gallegati, and Tamberi (2009) and Parteka and Tamberi (2008). The approach on the link between diversification and development based on a higher level of aggregation was analysed by Kalemli-Ozcan, Sorensen, and Yoshia (2003), Koren and Tenreyro (2007) and Cuberes and Jerzmanowski (2009). Differently, we explore the relationship between rent-seeking and diversification on a product basis.

We define product diversification as the widening of the range of goods in a country’s export basket and a more equal distribution of the values between the products in a country exports. Hence, diversification has two important dimensions: the first one is when a country produces and exports goods that it didn’t do it before, as is the case of innovations and discoveries (Klinger and Lederman, 2006). Next, diversification can originate from a more even distribution of total value of exports within a fixed number of goods. At section 4, we will use indices to measure the diversification of the export basket. Differently, at section 5, we use the new export products framework from Klinger and Lederman (2006) and Carrere, Cadot, and Strauss-Khan (2007) to measure the number of new products introduced by a country.

Both dimensions are of important matter. The case of discoveries or new export products fits correctly our theoretical hypothesis and empirical testing, as we discussed how rent-seeking can influence the introduction of new goods, as in Murphy, Shleifer, and Vishny (1993). Nonetheless,

\(^6\)We recognize that geographical diversification has an important impact on income (Jansen, Lennon, and Piermartini, 2009) and output (Malik and Temple, 2009) through the reduction of volatility, but in this paper we do not explore this dimension of diversification
we think that these same channels influence a more even distribution export (or production) basket. We make the assumption that a low value of exports in a high number of goods combined with big export values that are concentrated in a few products can be originated by the same problems to the introduction of new goods: large scale investments are not made due to the inexistence of the correct system of incentives and a high level of rent-seeking. We conclude that a more even distribution within goods means that most of these failures have been surpassed.

In order to measure diversification through export indices, we alternate between two widely used indicators. The Theil and the Herfindahl specialization indexes are absolute measures as they compare product distribution with a uniform distribution (De Benedictis, Gallegati, and Tamberi, 2009). To measure export diversification, we follow Carrere, Cadot, and Strauss-Khan (2007) and we construct the Theil index as:

\[
T_{i,t} = \frac{1}{n} \sum_{g=1}^{n} \frac{X_{g,i,t}}{B_{i,t}} \ln \left( \frac{X_{g,i,t}}{B_{i,t}} \right)
\]

where \( B_{i,t} = \sum_{g=1}^{n} X_{g,i,t} \)

(1)

Where \( X_{g,i,t} \) is the export value of each individual good in each country and year and \( n \) is the number of products exported for each country-year pair\(^7\). Differently, a normalized Herfindahl index is built as:

\[
H_{i,t} = \sum_{g} \left( Q_{g,i,t} \right)^2 \left( 1 - \frac{1}{n} \right)
\]

where \( Q_{g,i,t} = \frac{X_{g,i,t}}{\sum X_{g,i,t}} \)

(2)

Where \( Q_{g,i,t} \) is the export value in a individual product divided by total exports.

As we built the number of new products exported by a country at each given year, we follow the cut-off from Carrere, Cadot, and Strauss-Khan (2007). They follow the methodology of Klinger and Lederman (2006), but with a 5-year moving window. That means a new export good is counted as one when it has not been exported for two years, it starts to be exported (so this is the

\(^7\)We follow Carrere, Cadot, and Strauss-Khan (2007) and we normalize the number of products for the 5017 products existing in the Harmonized System as in the Baci database. This is done in order to compare the index between all countries in our sample.
year where it belongs to) and it stays with a positive export value during two subsequent years. Therefore, a new export product for any country $i$ in 2005 means that it was not exported the two years before that (2003 and 2004) and it still has a positive value in 2006 and 2007. For more discussions on the cut-off, see Carrere, Cadot, and Strauss-Khan (2007).

### 3.2 Data source

To measure rent-seeking, we use the index Control of Corruption, compiled by the Governance Indicators in the World Bank (Kaufmann, Kraay, and Mastruzzi, 2009). The variable “measures the extent to which public power is exercised for private gain, including petty and grand forms of corruption, as well as “capture” of the state by elites and private interests”, which is one definition of rent-seeking. Even though rent-seeking could take other forms, this index is a very good approximate, as in Svensson (2000) and Mohtadi and Roe (2003). The use of this kind index is proven to be a standard procedure in the economic literature.

To use this variable in a simple way, we followed Croix and Delavallade (2009) and we transformed this variable to have values between 0 and 5, in which a lower value (close to 0) means that the country has a low level of corruption, and a high value (near 5) means that the country has a high level of corruption. The data shows that low-income countries are the more corrupt ones, and they also have a highly concentrated export basket.

Rent-seeking can be also captured by an alternative variable, the Political Rights from the Freedom House Index. In this case, we follow Croix and Delavallade (2009) who explain that “few political rights for the population indicate a strong concentration of power in the hands of a few. And those who hold the power are presumably rent-seekers”. This definition is quite straight and follows the idea of Acemoglu (2008), and it also proves to be a good approximation of rent-seeking. This variable measures the lack of political right and ranges between 1 and 7, where a low value means broad political rights for the population and high levels represents the lack of political rights for its citizens.

To calculate both indexes on trade data, we used the BACI database (Gaulier and Zignago, 2009). Although they use the Corruption Index from ICRG, the definitions of both variables are quite similar.
2008), compiled by the CEPII (Centre d’Etudes Prospectives et d’Informations Internationales) using the data reported by the United Nations COMTRADE. The BACI database was built to provide international trade analysis at the product-level. Covering 13 years (1995-2007) and almost 200 countries, it is disaggregated using the Harmonized System (HS) at the 6-digit level, distinguishing more than 5000 products. This high level of desegregation is the thinnest one available for an international comparison in a panel setting, and merging with the data on rent-seeking and GDP, we are able to keep more than 130 countries of all levels of economic development. The list of countries used in our estimations and descriptive statistics for each group can be found in the appendix.

We see that countries have different productive structures, depending on their development level. Low income countries (following the World Bank classification) have highly concentrated export baskets. They also are the ones with a high level of rent-seeking. In the opposite way, high income countries have diversified export baskets and a low level of rent-seeking. Descriptive statistics show that these variables are correlated, and our theoretical mechanisms and empirical treatment will reflect the correct impact of rent-seeking on diversification.

So what are some of the factors that determine this difference in the productive structure? As described by the literature and seen in our results, a higher level of economic development is associated with greater diversification. Therefore, we look at those factors that impact economic growth and are the ones that could mostly affect the process of diversification in a direct way.

9The HS 6-digit level of classification is an important evolution from the usual 4-digit Standard International Trade Classification (SITC) covering 1200 products. As a matter of fact, some studies done on diversification uses the Feenstra, Lipsey, Deng, Ma, and Mo (2005) database, which is built on the revision 2 of the SITC classification, in a 4 digit format, covering around 1000 products. One of the important contributions of our work is indeed the fact that using a more disaggregated database we will provide a more robust study on diversification. The HS classification can provide us a better picture of the country’s productive structure in the product level. Largely used when studying sector shares in the economy, the UNIDO (United Nations Industrial Development Organization) database has only 28 sectors so it doesn’t allow the same kind of study on the product level.

10Benin, for example, has a Theil index that on average stays around 6 and in 1995 a single export product line - cotton - accounted for 70% of total exports value. Differently, a high income country as France has a Theil index of around 2, and no product exceeds more than 4% of the total value of exports. Also, while Benin has an average of 830 export lines, France has a greater number of products, reaching more than 5000 product export lines.
4 Diversification indices: econometric methodology and results

4.1 Methodology: baseline equation and preliminary results

As it can be seen at Figure 1, for a sample of 131 countries in 2007, a scatter plot of our data show a negative relation between product concentration and level of development, respectively measured by the Theil index and GDP per capita. Also in the Figure 1 below, a simple pooled OLS regression (equation (3), following Imbs and Wacziarg (2003)) of export diversification on per capita revenue reveals the same pattern found in previous studies: low-income countries have highly concentrated structures, but it diversifies as long their income per capita becomes higher. After a level of revenue that characterizes high-income countries, specialization restarts and countries concentrate their exports.

\[ DIV_{i,t} = \alpha + \gamma_t + \beta_1 GDP_{i,t} + \beta_2 GDP_{i,t}^2 + \epsilon_{i,t} \] (3)

Where \( DIV \) is the index of diversification (a high value means less diversification and a low value means more diversification), the right-hand-side variables are the GDP per capita and this same term in it’s quadratic form. \( \epsilon \) is the error term and \( \alpha \) is the constant. We add time dummies (\( \gamma \)) to control for possible year effects in trade patterns through time\(^{11}\).

We continue to follow the empirical framework of the articles studying the relationship between diversification and development. Our point of departure is that the parametric evidence found in Imbs and Wacziarg (2003) and Carrere, Cadot, and Strauss-Khan (2007) (and followed by Cuberes and Jerzmanowski (2009)) capture this relation in a quadratic form, and it has significant similarities to the non-parametric estimations found in these same articles\(^{12}\). Our model of departure, including rent-seeking, is then:

\[ DIV_{i,t} = \alpha + \gamma_t + \beta_1 RT_{i,t} + \beta_2 GDP_{i,t} + \beta_3 GDP_{i,t}^2 + \beta_4 POP_{i,t} + \epsilon_{i,t} \] (4)

\(^{11}\)The results of the estimation of equation (3) are not shown, but can be obtained with the author.

\(^{12}\)We did a test proposed by Lind and Mehlum (2007) to verify the existence of the U-shaped relationship, which we find it to be the correctly present.
Figure 1: Diversification and development

Where $RT$ is the proxy of rent-seeking. We also add the population variable (POP) to control for the size of the economy, as it is suggested in Berthelemy (2005), where a larger number of producers and a bigger internal market would lead to a higher level of diversification. But at this stage we will not include other possible determinants of diversification, like geography or institutional environment, with the objective of not entering in the same procedure (a horse race) on the cross country determinants of growth, which found 145 possible determinants but with small robustness.

Our empirical methodology, as will see in the next sub-section, is to use System-GMM. With this methodology we can make empirical corrections and specially for endogeneity. Reverse causality is the main reason we do not present our results in Pooled OLS. But preliminary results using Pooled OLS show a stable and robust pattern: the coefficient of the rent-seeking variable is positive and strongly significant and it is true for all four pairs of combinations between the index of diversification and the proxy for rent-seeking. So a higher level of corruption is correlated with a higher level of specialization measured by the Theil or the Herfindahl index. These preliminary results reflects the correlation between rent-seeking and diversification, meaning that countries with higher levels of rent-seeking are more specialized countries.\(^{13}\) In turn, if we use Fixed Effects

\(^{13}\)For the coefficients of GDP and GDP\(^2\), they have the expected signs and they are often significant. The
estimations, these results are the same in its most part\textsuperscript{14}.

4.2 Generalized Method of Moments

Results using Pooled OLS and Fixed Effects show a positive correlation between rent-seeking and specialization. Countries that have higher levels of rent-seeking activities have also more concentrated productive structures, through the reasons we explained in section 2. But both methods used to estimate this relationship do not account for a major problem in econometrics that we find in our model: endogeneity. Endogeneity arises when one or more independent variables are correlated with the error term. In this sub-section, we try to solve for the endogeneity issue that arises both from reverse causality (simultaneity bias) and omitted variable bias\textsuperscript{15} in order to estimate the impact of rent-seeking on diversification correctly.

In our model, the simultaneity bias is originated from reverse causality. When we try to estimate the impact of rent-seeking on diversification, it is important to distinguish in which sense the causal direction works, and we need special methods to correct for potential problems. In our case, there could be a reinforcement process, going from diversification to the level of rent-seeking. More specialized productive structures facilitate the capture of resources by a powerful elite, creating more rent-seeking. This is the case for the capture of natural resources and the degradation of the institutional quality, explored by Couttenier (2008). Isham, Woolcock, Pritchett, and Busby (2005) cites Ross (2001) rentier argument on three mechanisms where easily controlled sources have a negative impact on development: lower level of taxation, government buying of opponents and critics and also by repression and violence against the opposition. Similarly, Anthonsen, Lofgren, and Nilsson (2009) explains that elites do not develop well functioning bureaucracies because their revenue comes without political conditions. At last, in a widely cited paper, Ades and Di Tella (1999) investigate how rents, generated by the absence of product market competition, coefficient of the population variable is negative and significant, meaning that a larger population facilitates diversification.

\textsuperscript{14}The presence of individual-specific effects was verified through a Breusch-Pagan test. In our case, we allow the individual specific effect to be correlated with the regressors, as a Hausman test suggested when it was made on our regression.

\textsuperscript{15}In the Pooled OLS, the estimations could not be consistent due to reverse causality and omitted variables problems. When using Fixed-Effects, it is especially the reverse causality issue that generates inconsistent estimates, because this model of panel data could be used to obtain consistent estimators under certain assumptions.
leads to a higher level of corruption.

All this evidence leads us to think of many existing mechanisms where a more concentrated productive structure leads to a higher level of rent-seeking (and also corruption). Therefore, in Pooled OLS and Fixed Effects, the coefficient estimated to the rent-seeking variable is inconsistent and biased, as this term could be correlated with the error term. In this scenario, the coefficient could be upward biased, as we expect that more specialized countries will have a larger amount of rent-seeking activities. The treatment for this problem is fundamental to obtain sound and robust results.

Omitted variables bias often leads to inconsistency of OLS estimates. We think that the omitted variable issue is also quite possible in our model, because we could find possible determinants of diversification that are correlated with rent-seeking (such as institutions or geography), but whose omission of the regression leads to inconsistent estimations, leading to the overestimation of the effect of rent-seeking on diversification.

To solve for the endogeneity problem, we use the Generalized Method of Moments (GMM). System GMM solve for the omitted variables problem by controlling for possible unobserved heterogeneity (time variant and invariant) between rent-seeking and diversification. Most important, to solve for the reverse causality issue, we need eligible instruments. In this direction, this method uses lagged regressors as instruments and also estimates by lagging regressors. One of the reasons we use system GMM is that we do not have many suitable external instruments, and so estimations using Two-Stage Least Squares are not a appropriate method of estimation, due to the impossibility of testing overidentifying restrictions. Even though there are common instruments for the corruption index or other institutional variables found in the literature, such as legal origin or religion, they are constant through time, not allowing a fixed effects estimation in a panel data setting. As we will see, even if we find one instrument for corruption index that varies in time, we can’t test overidentifying restrictions, so we use a GMM estimation.

System GMM has been widely used in the growth literature, as an improvement from the Difference GMM\textsuperscript{16}. Arellano and Bover (1995) and Blundell and Bond (1998) built a system of

\textsuperscript{16}Arellano and Bover (1995) and Blundell and Bond (1998) show that in the difference GMM the lagged levels of
equations where we estimate the equation in levels (equation 5) using lagged values of the difference of regressors as instruments and we use lagged values of the level of regressors as instruments for the regressors in the equation in first differences (equation 6).

\[ DIV_{i,t} = \eta_i + \gamma_t + \beta_1 RT_{i,t} + \beta_2 GDP_{i,t} + \beta_3 GDP_{i,t}^2 + \beta_4 POP_{i,t} + \epsilon_{i,t} \]  
(5)

\[ DIV_{i,t} - DIV_{i,t-1} = \beta_1 (RT_{i,t} - RT_{i,t-1}) + \beta_2' (X_{i,t} - X_{i,t-1}) + \epsilon_{i,t} - \epsilon_{i,t-1} \]  
(6)

Where X contains GDP, GDP^2 and POP in order to simplify our equation (6). This set of equations can solve for the problem of endogeneity of the rent-seeking variable and to obtain unbiased and consistent estimates of the parameters we assume the following moment conditions:

\[ E[RT_{i,t-s} \cdot (\epsilon_{i,t} - \epsilon_{i,t-1})] = 0 \text{ for } s \geq 2; t = 3, \ldots, T \]  
(7)

\[ E[X_{i,t-s} \cdot (\epsilon_{i,t} - \epsilon_{i,t-1})] = 0 \text{ for } s \geq 2; t = 3, \ldots, T \]  
(8)

\[ E[(RT_{i,t-1} - RT_{i,t-2}) \cdot (\eta_i + \epsilon_{i,t})] = 0 \]  
(9)

\[ E[(X_{i,t-1} - X_{i,t-2}) \cdot (\eta_i + \epsilon_{i,t})] = 0 \]  
(10)

To be consistent, the system GMM estimators depend on the validity of the moment conditions (7) to (10). We test this using the Sargan/Hansen test and the Arellano-Bond test. The Hansen test (as we use a robust estimation) checks the null hypothesis that the instruments are exogenous. It is a test of the over-identifying restrictions of the model, and the failure to reject the test validates the assumptions of the model, so a higher p-value of Hansen statistic is a positive result. Differently, the Arellano-Bond test looks at the null hypothesis of no autocorrelation in the error term \( \epsilon_{i,t} \). As the Hansen test, the failure to reject the null gives support to the model. The explanatory variables (if they are persistent over time) are weak instruments for the regression in differences, creating a small-sample bias and raising the asymptotic variance of the estimator (Calderon and Serven, 2004).
test for the first-order serial correlation usually rejects the null hypothesis, but this should not
be a problem, as it is expected. But the presence of second-order correlation would endanger the
validity of some lags of the instruments, so we should fail to reject the null.

We use the standard treatment for the lags of the endogenous variable (rent-seeking) as in
Roodman (2006). That means we specify 2 lags and longer for the equation in difference and 1
lag for the equation in level. Also, we will use this treatment to the other explanatory variables.
We will see that treating the other explanatory variables as predetermined, by using 1 lag and
earlier for the differenced equation and lag 0 for the level equation, won’t change the results.
Moreover, we follow Roodman (2006) and we use a two-step system GMM estimator to correct
for heteroscedasticity and serial correlation\textsuperscript{17}.

Roodman (2009) also highlights the special care we should give to the instrument count.
He criticizes recently published papers showing that their system GMM estimations are flawed
due to a high number of instruments. Roodman (2009) establishes as rule of thumb that the
number of instruments should be smaller than the number of groups in the panel. We stick
with his recommendations and we report the number of instruments used in our regressions, as
we “collapse” the blocks in the instruments matrix\textsuperscript{18}. In accordance with the author, we will
comment the results from difference-in-Hansen tests for all subgroups of the instruments used in
our estimations, although we will not report them in order to save space.

Furthermore, our estimations have two specificities that slightly differ from the usual appli-
cation of system GMM found in the literature. At first, we do not use the lagged dependant
variable as an explicative variable. We think that the diversification process is a static process, as
past realizations of diversification will not influence future changes in diversification. Therefore,
diversification is a static notion of a productive structure that modifies itself with time.

\textsuperscript{17}Although the two-step robust estimator is more efficient than the one-step estimator (Cameron and Trivedi
(2005) explain the theory on the optimality of the two-step GMM estimator), it could result in a significant
downward bias of the standard deviation. In order to correct for this, we use the Windmeijer (2005) finite-sample
correction to the standard errors, which makes two-step robust estimates more efficient rather than the one-step
procedure.

\textsuperscript{18}As Roodman (2009) explains, “this allows us to combine instruments through addition in smaller sets”, and to
reduce the number of instruments.
Secondly, we use external instruments in order to validate the relationship between rent seeking and diversification. Although it is not the most common procedure, the system GMM allows the inclusion of external instruments (Roodman, 2006). Our objective with the use of external instruments is to eliminate any further concerns with the endogeneity of the rent-seeking variables. We use the instruments in two ways: we first add them as additional instruments in our estimations and we also remove the rent-seeking variable and replace it only by the external instruments.

As an instrument, we choose the percentage of women holding seats in parliament\textsuperscript{19}. We follow Dollar, Fisman, and Gatti (2001) as they found in a cross country study that higher the representation of women in a government chamber, the lower the level of corruption. As we find in our data, corruption and the percentage of seats held by women in national parliaments are negative correlated. Furthermore, we believe that the participation of women in the national chamber has no other effect on diversification other that the one through corruption.

### 4.3 Main results

In Table (1), using system GMM, we see that through all specifications the coefficient for the rent-seeking variable is positive and significant. We conclude that there is a positive impact of rent-seeking on specialization. A higher level of rent-seeking, measured by the corruption variable, results into a more concentrated productive structure. This event occurs as a consequence of the constraints faced by entrepreneurs on the introduction of new activities as explained in Murphy, Shleifer, and Vishny (1993).

In regard to each specification, column (1) is our baseline system GMM specification with the characteristics explained in section 4.2. In column (2), we changed the lags of the control variables (GDP, GDP\textsuperscript{2} and POP) and we treat them as predetermined. All the results of the first column remain the same. Column (3) was estimated slightly different, as we dropped all lags of the corrupt variable to provide an extra proof of the exogeneity of the instruments, as we explained in the end of section 4.2. Column (4) follows column (3) but we also change the lags as in column (2), and we find the same results as in the previous tables. In column (5), we change the diversification index.

\textsuperscript{19}This data is compiled by the Inter-Parliamentary Union.
from Theil to Herfindahl and we estimate in the same way as column (1). All our main results remain unchanged, even though the control variables are no longer significant albeit having the usual sign.

The coefficient of the corrupt variable is 0.716 in column (1) and of a similar magnitude in columns (2) to (4). A reduction of one point on the corruption index means 0.716 less in the Theil index, that is, a more diversified export basket. To compare with the effect of GDP and GDP$^2$ on diversification, we calculate the change needed in these independent variables to a one point change on the Theil index. To decrease the Theil index by one point it is needed a 1.39 fall in the corruption index. This change in the corruption index is a figure that was almost reached by a few countries during our 12 year period of analysis. Differently, for the same one point reduction in the Theil index, it is needed at least a 160% increase in the GDP level of the country (or 8300 US dollars of increase in the GDP per capita), which is a unrealistic growth scenario for the same time period. Furthermore, the increase needed to the GDP variable is much higher for low-income countries, due to the non-linearity of the GDP term.

In respect to the control variables, they are significative and they have the expected sign in the first four columns. GDP and GDP$^2$ show the U-shaped relationship between diversification and development, while the negative sign on the population variable reflects the size effect of the population towards a more diversified productive structure. The Hansen test in all specifications confirms the validity of the set of instruments. To be valid, the results from the GMM estimations need to provide exogenous instruments and so it is the case in Table (1), where we can’t reject the null of the validity of the set of instruments. We do not report the Difference-in-Hansen tests of exogeneity of instrument subsets for all subgroups of instruments in each specification, but we find that we can’t reject the null of the validity of those instruments subsets for all specifications in Table (1). In addition, the Arellano-Bond test (AR-1 and AR-2) show that the model is correctly specified, as we reject the null hypothesis of no autocorrelation of first order in the disturbance term $\epsilon$, but we can’t reject autocorrelation of second order. This result is the same for all specifications in Table (1).

All this empirical evidence assert the significant impact of rent-seeking on diversification as
Table 1: Generalized Method of Moments

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Theil</td>
<td>Theil</td>
<td>Theil</td>
<td>Theil</td>
<td>Herfindahl</td>
</tr>
<tr>
<td>corrupt</td>
<td>0.716** (0.323)</td>
<td>0.707** (0.330)</td>
<td>0.582** (0.293)</td>
<td>0.607* (0.317)</td>
<td>0.065** (0.031)</td>
</tr>
<tr>
<td>gdp</td>
<td>-1.211e-04*** (4.545e-05)</td>
<td>-1.171e-04*** (4.277e-05)</td>
<td>-1.276e-04*** (4.574e-05)</td>
<td>-1.240e-04*** (4.375e-05)</td>
<td>-2.553e-06 (4.213e-06)</td>
</tr>
<tr>
<td>gdpsq</td>
<td>3.115e-09*** (9.304e-10)</td>
<td>2.974e-09*** (9.189e-10)</td>
<td>2.964e-09*** (9.760e-10)</td>
<td>2.904e-09*** (9.625e-10)</td>
<td>1.250e-10 (7.917e-11)</td>
</tr>
<tr>
<td>population</td>
<td>-2.521e-09*** (4.921e-10)</td>
<td>-2.543e-09*** (5.032e-10)</td>
<td>-2.746e-09*** (4.273e-10)</td>
<td>-2.745e-09*** (4.704e-10)</td>
<td>-6.973e-11 (4.565e-11)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.931*** (1.032)</td>
<td>2.943*** (1.041)</td>
<td>3.426*** (0.929)</td>
<td>3.350*** (0.981)</td>
<td>-0.075 (0.101)</td>
</tr>
<tr>
<td>Observations</td>
<td>987</td>
<td>987</td>
<td>987</td>
<td>987</td>
<td>987</td>
</tr>
<tr>
<td>Number of i</td>
<td>131</td>
<td>131</td>
<td>131</td>
<td>131</td>
<td>131</td>
</tr>
<tr>
<td>Number of instruments</td>
<td>56</td>
<td>59</td>
<td>45</td>
<td>48</td>
<td>56</td>
</tr>
<tr>
<td>Hansen Test</td>
<td>0.189</td>
<td>0.264</td>
<td>0.345</td>
<td>0.382</td>
<td>0.470</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.0190</td>
<td>0.0168</td>
<td>0.0157</td>
<td>0.0150</td>
<td>0.0291</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.130</td>
<td>0.143</td>
<td>0.177</td>
<td>0.174</td>
<td>0.819</td>
</tr>
</tbody>
</table>

* significant at 10%; ** significant at 5%; *** significant at 1%

Notes: Estimated coefficients of time dummies are not reported here. Robust standard errors are in parentheses.
Hansen test and the Arellano-Bond (AR(1) and AR(2)) tests are P values.

We expected with our theoretical framework. This effect affects nations that are diversifying their productive structure, and the explanations for the second half of the U-shaped curve can be found in Imbs and Wacziarg (2003). In order to see if this is not specific to the indexes used, in Table (2) we change the proxy for rent-seeking and the index used to measure diversification. We see that, as in Table (1), all specifications exhibit a positive and significant impact of the lack of political rights on specialization. Fewer political rights (more in our index) means a more concentrated export basket, and we could translate this effect similarly to the economic interpretation above.

Again we find that in all specifications the Hansen test can’t reject the null of the validity of our instruments. Also, the difference-in-Hansen tests confirms the exogeneity of the different instruments subsets. The Arellano-Bond tests give more support to the validity of the model, as in every single column of Table (2) we reject the null of no first order autocorrelation and we do not reject the null of second-order autocorrelation.

The specifications in Table (2) follow the same pattern as in Table (1). Column (1) is estimated using the specifications described in section 4.2. In column (2) we treat GDP, GDP^2 and POP as
predetermined variables. In column (3) we do not use the lagged levels and lagged differences of the political rights variables as instruments, following our external instrument strategy. Column (4) combines both specificities of columns (2) and (3). Finally, column (5) has the same specification of column (1) but using the Herfindahl index at the place of the Theil index.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>prights</td>
<td>0.358***</td>
<td>0.356***</td>
<td>0.490***</td>
<td>0.487***</td>
<td>0.021*</td>
</tr>
<tr>
<td></td>
<td>(0.114)</td>
<td>(0.108)</td>
<td>(0.161)</td>
<td>(0.169)</td>
<td>(0.012)</td>
</tr>
<tr>
<td></td>
<td>(3.944e-05)</td>
<td>(3.754e-05)</td>
<td>(4.204e-05)</td>
<td>(4.277e-05)</td>
<td>(3.090e-06)</td>
</tr>
<tr>
<td>gdpsq</td>
<td>1.757e-09*</td>
<td>1.528e-09*</td>
<td>1.095e-09</td>
<td>8.810e-10</td>
<td>9.593e-11</td>
</tr>
<tr>
<td>population</td>
<td>-2.449e-09***</td>
<td>-2.400e-09***</td>
<td>-2.120e-09***</td>
<td>-2.007e-09***</td>
<td>-8.291e-11*</td>
</tr>
<tr>
<td></td>
<td>(5.248e-10)</td>
<td>(5.173e-10)</td>
<td>(7.068e-10)</td>
<td>(7.528e-10)</td>
<td>(5.039e-11)</td>
</tr>
<tr>
<td>Constant</td>
<td>3.659***</td>
<td>3.623***</td>
<td>2.967***</td>
<td>2.956***</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>(0.533)</td>
<td>(0.506)</td>
<td>(0.762)</td>
<td>(0.791)</td>
<td>(0.049)</td>
</tr>
</tbody>
</table>

Observations 1336 1336 1336 1336 1336
Number of i 131 131 131 131 131
Number of instruments 60 63 48 51 60
Hansen Test 0.397 0.563 0.700 0.824 0.608
AR(1) 0.0265 0.0252 0.0310 0.0303 0.0226
AR(2) 0.814 0.804 0.890 0.882 0.792

* significant at 10%; ** significant at 5%; *** significant at 1%

Notes: Estimated coefficients of time dummies are not reported here. Robust standard errors are in parentheses. Hansen test and the Arellano-Bond (AR(1) and AR(2)) tests are P values.

Thus, Table (2) gives further evidence of the impact of rent-seeking on diversification. This effect is captured independently of the variable used to measure rent-seeking and the index of diversification. We also changed the lags of control variables (GDP, GDP^2 and POP), treating them as predetermined or endogenous, and the results are robust. In the next subsection we will take into account other empirical findings found in the contemporary literature on diversification and development in order to discuss how could our results be sensitive (or not) to the introduction of other determinants of export diversification.
4.4 Robustness checks

Following Parteka and Tamberi (2008), De Benedictis, Gallegati, and Tamberi (2009) suggest three groups of variables that are the possible determinants of export diversification: size, geography and institutions. We already control for the size of the population and the economy (POP and GDP). Concerning geography, we normally control for their effect as they are constant through time for each country (fixed effect). Nevertheless, we include geography variables in our baseline system GMM regression that comes from Column (1) of Table (1). The variables used are the distance from major markets or the distance from the nearest navigable river or coastline, from the Gallup, Sachs, and Mellinger (1999) dataset, and we also use a dummy for countries that are landlocked. In Table (4) in the appendix we see that the coefficient of the corrupt variable remains significant and positive when we add these three different measures of geography, and all usual tests for the system GMM estimation validates the assumptions of our model. The size of the coefficient of the rent-seeking variable is still high and comparable to the estimates found when we do not add the geography variables.

With reference to the impact of institutions on diversification, the literature mentioned above made no clear theory of how could this be originated other than Cuberes and Jerzmanowski (2009). When using the corruption and political rights variables, we are trying to capture the effect of rent-seeking on product diversification, and we explain how this phenomenon works in our review of literature. We use two broad institutional indexes to test if our rent-seeking variables are still significative when controlling for these effect: ICRG, which is a composite index of institutions; and Polity2, a political institutional index. Columns (3) and (4) on Table (4) show that the introduction of these variables do not affect our results.

We have found a negative and significant linear impact of rent-seeking on diversification, which is robust to different specifications. We do not believe that there is a non-linearity in this effect, as Dutt and Traca (2009) found in the relationship between corruption and bilateral trade flows. They were analyzing trade flows and it’s own dynamic, whereas we study the diversification of the productive structure. But to test this, we look at the relationship between our corruption variable and our levels of diversification using a non-parametric technique (Kernel-weighted local
polynomial smoothing). We see at Figure (2) on the appendix that non-linearity doesn’t seem to exist in our context.

5 Diversification as new export products

In this section we measure diversification differently to further explore the validity of the impact of rent-seeking on diversification. As we mentioned earlier, we build a measure based on the number of new export products, which counts, for each year, the number of new products exported by a country, with the cut-off explained in section 3. The goal is then to explain this count measure by the same variables (and sample) we have been using in our empirical approach. The use of the number of new export products started in the work of Klinger and Lederman (2006), and has been also explored in Carrere, Cadot, and Strauss-Khan (2007). The central ideas was to show the U-shaped relationship between production and development from Imbs and Wacziarg (2003) was also valid for exports and development, especially when we take into account the positive influence of export growth on economic development we presented earlier.

To estimate the relationship between the number of new export products and our explicative variables, we need to use a count data model, as our right hand side variable is a count number. We follow Klinger and Lederman (2006) and Carrere, Cadot, and Strauss-Khan (2007) and we use a Negative Binomial model. Before that, we test if the data on the count variable is overdispersed so a Poisson Regression Model is not appropriated to use for this estimation. We follow the methodology on Hilbe (2007) and we find that the hypothesis of no overdispersion can be rejected at a 1% level of significance\(^\text{20}\).

In order to assess the determinants of the introduction of new products, we estimate a exponential functional form (to follow the negative binomial estimator) as in equation (11) below. We have a similar estimated equation as the level equation in the System-GMM, but as we use a negative binomial estimation, we transform our variables in logarithms. We continue to use the GDP, GDP\(^2\), the population size and other controls \(Z’\) to test the robustness of our results, and we

\(^{20}\)The results from this test can be requested with a demand to the author.
also estimate the coefficient of our rent-seeking measure (unless in the first column to reproduce the results from the other studies).

\[
\text{Newprod}_{i,t} = e^{\eta_i + \beta_1 \ln RT_{i,t} + \beta_2 \ln GDP_{i,t} + \beta_3 \ln GDP^2_{i,t} + \beta_4 \ln POP_{i,t} + \beta_5 \ln Z'}
\]  

(11)

Table 3: Fixed-Effects Negative Binomial

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lgdpsq</td>
<td>0.441</td>
<td>1.007</td>
<td>0.815</td>
<td>1.489*</td>
<td>0.638</td>
<td>1.080*</td>
</tr>
<tr>
<td>lpopulation</td>
<td>0.0387</td>
<td>0.0333</td>
<td>0.0773</td>
<td>-0.0424</td>
<td>0.0575</td>
<td>-0.0155</td>
</tr>
<tr>
<td>lcor</td>
<td>-0.298***</td>
<td>-0.220**</td>
<td>-0.202**</td>
<td>0.0871</td>
<td>0.0889</td>
<td></td>
</tr>
<tr>
<td>lair</td>
<td>0.146</td>
<td>0.145</td>
<td>0.0780</td>
<td>-0.122</td>
<td>0.111*</td>
<td>0.115</td>
</tr>
<tr>
<td>ldis</td>
<td>-0.0131</td>
<td>-0.0507</td>
<td>-0.0318</td>
<td>-0.0843*</td>
<td>-0.0220</td>
<td>-0.0587*</td>
</tr>
<tr>
<td>landlocked</td>
<td>0.0333</td>
<td>0.0447</td>
<td>0.0489</td>
<td>0.0320</td>
<td>0.0354</td>
<td></td>
</tr>
<tr>
<td>icrg</td>
<td>1.241***</td>
<td>1.102***</td>
<td>0.326</td>
<td>0.240</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lprigts</td>
<td>-1.534</td>
<td>-3.197</td>
<td>-3.597</td>
<td>-5.414</td>
<td>-2.337</td>
<td>-2.838</td>
</tr>
<tr>
<td>Constant</td>
<td>(2.123)</td>
<td>(2.906)</td>
<td>(2.916)</td>
<td>(3.557)</td>
<td>(2.162)</td>
<td>(2.682)</td>
</tr>
<tr>
<td>Observations</td>
<td>1177</td>
<td>785</td>
<td>785</td>
<td>668</td>
<td>1177</td>
<td>995</td>
</tr>
<tr>
<td>Number of</td>
<td>131</td>
<td>131</td>
<td>131</td>
<td>131</td>
<td>131</td>
<td>131</td>
</tr>
</tbody>
</table>

* significant at 10%; ** significant at 5%; *** significant at 1%

At first we follow the other studies and we do not include the rent-seeking variable. Therefore, in column (1) of Table (3), we find the expected signs for the GDP variables, but they are not significative. That pattern is the same in most of our estimations, except columns (4) and (6). At column (2) we introduce our variable of interest (lcor for the corruption variable explained before) and we find a negative impact of rent-seeking on the number of new export products. We find the same result in column (3), where we introduce time dummies (that we do not report) to control for possible time variant effects. In column (4), we add the same controls as in the robustness checks.
of section 4: geography and the ICRG measure for the general institutional environment. We can see that the coefficient of the rent-seeking variable is always negative and significative: higher levels of rent-seeking diminishes the number of new export products a country is able to launch, as we expected. In column (5) and (6) we change our index of rent-seeking and we use the Political Rights variable (lprigts) presented above. We still find that rent-seeking has a negative impact on the number of new products, even when we control from the other possible determinants, as in column (6). The empirical evidences in Table (3) contribute to show the negative impact of rent-seeking on diversification, even when we change the measure for diversification and the estimation method.

6 Concluding Remarks

The U-shaped pattern between diversification and development has been quite explored, but the search for the determinants of product diversification is still an open debate. In this article, we find that rent-seeking has an impact on diversification. In countries where the level of rent-seeking is high, the introduction of new goods will be smaller. New activities made by unestablished entrepreneurs are more prone to public rent-seeking, as they are long term and riskier projects, and these entrepreneurs are often financially constrained and usually opposed to a established lobby. Hence, in the presence of a high level of rent-seeking activities, the diversification process is damaged. This is specially true for low-income countries, where the effect of rent-seeking on diversification is greater than the wealth effect (measured by the GDP and GDP$^2$).

In order to estimate the impact of rent-seeking on product diversification we use a highly disaggregated (on the product level) export database, between 1995 and 2007. We control for the endogeneity problem originated by reverse causality using system GMM. Our results are robust to the change of index for diversification and for the rent-seeking variable, and for the introduction of geographical and institutional variables. We have also changed the measure for diversification, using the framework of new export products, and we still find a negative and significant impact of rent-seeking on diversification through a negative binomial regression. Consequently, we go beyond the description of the relationship between diversification and development and we give
theoretical reasons and empirical estimations to why rent-seeking impacts diversification.

Following the consensus on the importance of diversification as a driver of economic growth, our findings contribute to understand how should diversification be managed. Arguments for the importance of the productive structure are a contemporary topic, as we find in a recent presentation by the World Bank chief economist (Lin, 2010). Knowing that an active industrial policy is crucial to economic development (Rodrik, 2004), these policies need to be implemented with care, as they lead to opportunities of corruption and rent-seeking (Dutt, 2009). Emerson (2006) also shows evidences that leads him to conclude that reducing corruption is one of the principal components to boost industrial competition. Therefore, a positive industrial policy with the objective of diversifying the productive structure needs to incorporate the struggle against rent-seeking in it’s agenda.
## Robustness check

### Table 4: Robustness check

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Theil</th>
<th>(2) Theil</th>
<th>(3) Theil</th>
<th>(4) Theil</th>
<th>(5) Theil</th>
</tr>
</thead>
<tbody>
<tr>
<td>corrupt</td>
<td>0.592**</td>
<td>0.837***</td>
<td>0.714**</td>
<td>0.898***</td>
<td>0.671**</td>
</tr>
<tr>
<td></td>
<td>(0.260)</td>
<td>(0.308)</td>
<td>(0.317)</td>
<td>(0.274)</td>
<td>(0.290)</td>
</tr>
<tr>
<td></td>
<td>(3.769e-05)</td>
<td>(4.265e-05)</td>
<td>(4.479e-05)</td>
<td>(4.743e-05)</td>
<td>(4.512e-05)</td>
</tr>
<tr>
<td>gdpsq</td>
<td>2.772e-09***</td>
<td>1.774e-09**</td>
<td>3.031e-09***</td>
<td>2.851e-09***</td>
<td>2.968e-09***</td>
</tr>
<tr>
<td></td>
<td>(9.119e-10)</td>
<td>(8.782e-10)</td>
<td>(9.261e-10)</td>
<td>(9.697e-10)</td>
<td>(9.004e-10)</td>
</tr>
<tr>
<td>population</td>
<td>-2.469e-09***</td>
<td>-2.413e-09***</td>
<td>-2.376e-09***</td>
<td>-2.522e-09***</td>
<td>-2.490e-09***</td>
</tr>
<tr>
<td></td>
<td>(4.510e-10)</td>
<td>(5.005e-10)</td>
<td>(4.746e-10)</td>
<td>(4.676e-10)</td>
<td>(5.020e-10)</td>
</tr>
<tr>
<td>distcr</td>
<td>0.001***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airdist</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.423e-04***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(5.684e-05)</td>
</tr>
<tr>
<td>landlocked</td>
<td></td>
<td></td>
<td></td>
<td>0.370</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.270)</td>
<td></td>
</tr>
<tr>
<td>icrg</td>
<td></td>
<td></td>
<td></td>
<td>0.793</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.157)</td>
<td></td>
</tr>
<tr>
<td>polity2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.027)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.904***</td>
<td>1.197</td>
<td>2.812***</td>
<td>1.932*</td>
<td>3.046***</td>
</tr>
<tr>
<td></td>
<td>(0.799)</td>
<td>(1.027)</td>
<td>(1.004)</td>
<td>(1.168)</td>
<td>(0.953)</td>
</tr>
<tr>
<td>Observations</td>
<td>971</td>
<td>987</td>
<td>987</td>
<td>852</td>
<td>974</td>
</tr>
<tr>
<td>Number of i</td>
<td>129</td>
<td>131</td>
<td>131</td>
<td>114</td>
<td>130</td>
</tr>
<tr>
<td>Nb of instruments</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>Hansen Test</td>
<td>0.281</td>
<td>0.163</td>
<td>0.222</td>
<td>0.409</td>
<td>0.542</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.0121</td>
<td>0.0122</td>
<td>0.0183</td>
<td>0.100</td>
<td>0.0182</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.207</td>
<td>0.158</td>
<td>0.133</td>
<td>0.142</td>
<td>0.234</td>
</tr>
</tbody>
</table>

* significant at 10%; ** significant at 5%; *** significant at 1%

Notes: Estimated coefficients of time dummies are not reported here. Robust standard errors are in parentheses. Hansen test and the Arellano-Bond (AR(1) and AR(2)) tests are P values.
B Country List and grouped statistics


UPPER MIDDLE INCOME(UMIC): Albania, Algeria, Argentina, Belarus, Bolivia, Brazil, Bulgaria, Chile, Colombia, Costa Rica, Croatia, Dominican Republic, Ecuador, Egypt, Arab Rep., El Salvador, Estonia, Guatemala, Iran, Islamic Rep., Jamaica, Jordan, Kazakhstan, Latvia, Lebanon, Lithuania, Macedonia, FYR, Malaysia, Mauritius, Mexico, Panama, Paraguay, Peru, Poland, Romania, Russian Federation, South Africa, Syrian Arab Republic, Thailand, Tunisia, Turkey, Ukraine, Uruguay, Venezuela.

HIGH INCOME COUNTRIES(HIC): Australia, Austria, Canada, Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Israel, Italy, Japan, Korea, Rep., Libya, Netherlands, New Zealand, Norway, Portugal, Saudi Arabia, Singapore, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Trinidad and Tobago, United Kingdom, United States.
Table 5: Summary statistics for LIC

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>gdp</td>
<td>716.591</td>
<td>258.328</td>
<td>259.294</td>
<td>1702.191</td>
<td>137</td>
</tr>
<tr>
<td>corrupt</td>
<td>3.224</td>
<td>0.406</td>
<td>1.731</td>
<td>3.936</td>
<td>137</td>
</tr>
<tr>
<td>TT</td>
<td>5.807</td>
<td>0.932</td>
<td>3.918</td>
<td>8.037</td>
<td>137</td>
</tr>
</tbody>
</table>

Table 6: Summary statistics for LMIC

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>gdp</td>
<td>2154.416</td>
<td>1128.145</td>
<td>833.426</td>
<td>7413.789</td>
<td>297</td>
</tr>
<tr>
<td>corrupt</td>
<td>3.267</td>
<td>0.351</td>
<td>2.371</td>
<td>4.234</td>
<td>297</td>
</tr>
<tr>
<td>TT</td>
<td>5.132</td>
<td>1.497</td>
<td>1.94</td>
<td>8.292</td>
<td>297</td>
</tr>
</tbody>
</table>

Table 7: Summary statistics for UMIC

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>gdp</td>
<td>8088.230</td>
<td>3074.158</td>
<td>3429.97</td>
<td>19327.148</td>
<td>322</td>
</tr>
<tr>
<td>corrupt</td>
<td>2.725</td>
<td>0.572</td>
<td>1.015</td>
<td>3.801</td>
<td>322</td>
</tr>
<tr>
<td>TT</td>
<td>4.041</td>
<td>1.264</td>
<td>1.999</td>
<td>7.42</td>
<td>322</td>
</tr>
</tbody>
</table>

Table 8: Summary statistics for HIC

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>gdp</td>
<td>28173.2</td>
<td>8086.485</td>
<td>11885.384</td>
<td>49358.906</td>
<td>231</td>
</tr>
<tr>
<td>corrupt</td>
<td>1.093</td>
<td>0.809</td>
<td>-0.088</td>
<td>3.374</td>
<td>231</td>
</tr>
<tr>
<td>TT</td>
<td>2.951</td>
<td>1.21</td>
<td>1.53</td>
<td>7.878</td>
<td>231</td>
</tr>
</tbody>
</table>
C Descriptive statistics of main variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT</td>
<td>4.399</td>
<td>1.655</td>
<td>1.517</td>
<td>8.292</td>
<td>1703</td>
</tr>
<tr>
<td>H</td>
<td>0.135</td>
<td>0.188</td>
<td>0.002</td>
<td>0.926</td>
<td>1703</td>
</tr>
<tr>
<td>gdp</td>
<td>9181.416</td>
<td>10649.952</td>
<td>136.829</td>
<td>49358.906</td>
<td>1699</td>
</tr>
<tr>
<td>corrupt</td>
<td>2.603</td>
<td>1.015</td>
<td>-0.088</td>
<td>4.589</td>
<td>1172</td>
</tr>
<tr>
<td>population</td>
<td>45120725.915</td>
<td>145019661.735</td>
<td>1122457</td>
<td>1318309760</td>
<td>1703</td>
</tr>
<tr>
<td>prights</td>
<td>3.474</td>
<td>2.111</td>
<td>1</td>
<td>7</td>
<td>1703</td>
</tr>
<tr>
<td>women_par</td>
<td>13.685</td>
<td>9.404</td>
<td>0</td>
<td>49</td>
<td>1336</td>
</tr>
<tr>
<td>airdist</td>
<td>3927.511</td>
<td>2370.118</td>
<td>140</td>
<td>9590</td>
<td>1703</td>
</tr>
<tr>
<td>distcr</td>
<td>354.925</td>
<td>469.74</td>
<td>7.952</td>
<td>2385.58</td>
<td>1677</td>
</tr>
<tr>
<td>icrg</td>
<td>0.554</td>
<td>0.209</td>
<td>0.111</td>
<td>1</td>
<td>1440</td>
</tr>
<tr>
<td>polity2</td>
<td>3.999</td>
<td>6.103</td>
<td>-10</td>
<td>10</td>
<td>1678</td>
</tr>
<tr>
<td>newprod</td>
<td>56.561</td>
<td>51.556</td>
<td>0</td>
<td>597</td>
<td>1179</td>
</tr>
</tbody>
</table>

D Data Source

We use two other independent variables in our regressions, following the common framework in the literature. We use the Gross Domestic Product (GDP) per capita, taken from the World Development Indicators. It is measured in PPP values in constant 2005 US dollars, so we can compare our results to one of the main articles in this area (Carrere, Cadot, and Strauss-Khan, 2007). We also use the size of population taken from the World Development Indicators.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>gdp</td>
<td>Gross Domestic Product PPP per capita in constant 2005 US DOLLARS</td>
<td>World Development Indicators</td>
</tr>
<tr>
<td>population</td>
<td>Country Population</td>
<td>World Development Indicators</td>
</tr>
<tr>
<td>corrupt</td>
<td>Control of Corruption</td>
<td>World Governance Indicators</td>
</tr>
<tr>
<td>prights</td>
<td>Lack of political rights</td>
<td>Freedom House</td>
</tr>
<tr>
<td>women_par</td>
<td>Percentage of the number seats women hold in Parliament</td>
<td>Inter-Parliamentary Union survey</td>
</tr>
<tr>
<td>airdist</td>
<td>km to closest major port (Rotterdam, New York or Tokyo)</td>
<td>Gallup et al. (1999)</td>
</tr>
<tr>
<td>distcr</td>
<td>mean distance to coast or river</td>
<td>Gallup et al. (1999)</td>
</tr>
<tr>
<td>icrg</td>
<td>ICRG Indicator of Quality of Government</td>
<td>ICRG</td>
</tr>
<tr>
<td>polity2</td>
<td>Revised combined Polity Score</td>
<td>PolityIV database</td>
</tr>
</tbody>
</table>
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