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1 Introduction

Special interest groups play an important role in political decision making (Richardson, 1994, Potters and Sloof, 1996, Congleton, Hillman, and Konrad, 2008). Regarding electoral competition - the focus of this study - a substantial number of theoretical studies have appeared over the last two decades trying to explain the influence of interest groups through campaign contributions, strategic information transmission, and the like (for surveys, see Austen-Smith 1994, Grossman and Helpman, 2001, van Winden, 2003, Prat, 2006). Thusfar, however, the impact of interest groups on the political preferences and voting behavior of voters through the sociopsychological mechanism of identification has been neglected. This is in line with Akerlof and Kranton’s (2000) more general observation that identity is “a missing motivation in economists’ current description of organizations” (op. cit., p.10). Their seminal analysis suggests that this neglect is an important shortcoming of the present state of the art. Identity refers to a person’s social category and self-image (e.g. being ‘leftist’, ‘rightist’, ‘green’, or ‘red’) and it: “describes gains and losses in utility from behavior that conforms or departs from the norms for particular social categories in particular situations” (op. cit., p.12). Identification induces people to behave more or less in concert with the goals of organizations, even if social sanctions on deviant behavior are absent. An important goal of an interest group involved in electoral competition is to coordinate the voting behavior of its members on the political issue that is furthered by the group. The literature on identity then suggests that those identifying with the group will, to a certain extent, give priority to this issue and disregard their political stances on other issues. Consequently, the issue may gain more clout in the election than predicted by existing models of electoral competition. Moreover, there is plenty of empirical evidence that group membership affects preferences. Experiments have shown that even minimal groups, defined by an arbitrary label like yellow or blue and with random assignment of individuals, affect behavior (Brewer, 1979, Tajfel and Turner, 1986, Schram and Sonnemans, 1996). In fact, the psychological theory of cognitive dissonance predicts that already the decision to join a group will tend to make the issues represented by that group relatively more attractive (Festinger and Aronson, 1968). Akerlof and Kranton (2000) have shown for various types of economic interactions that taking account of the phenomenon of identification – that is, incorporating identity into the utility function – substantively changes the conclusions of previous economic analyses. The aim of this paper is to investigate the consequences of identification in a political economic context, using a standard spatial model of electoral competition (see e.g. Enelow and Hinich, 1984).

More specifically, our research question concerns the differential impact of the presence of interest groups on electoral competition if voters join and identify with an interest group that furthers an issue of importance to them. Making the usual note that identification with an interest group need not necessarily imply (registered) membership of that group. People may be supportive of an interest group’s objectives without becoming a formal member. In this paper we will not distinguish between these two forms.

For an empirical illustration, see Chong (1991, p.236): “Black organizations and institutions helped to coordinate the preferences and actions of those who supported the civil rights movement.”
assumption of (weighted) Euclidean distance preferences in the absence of interest groups, essentially, identification in this context implies that the political preferences of voters become more lexicographic. The reason is the extra weight or priority they attach to the issue represented by the group. Furthermore, it will be assumed that interest group membership (identification) is positively correlated with the level of dissatisfaction with the incumbent’s policy. This assumption is supported by evidence on the importance of discontent and frustration for collective action (see e.g. Kernell, 1977, Lau, 1982, Chong, 1991, Romer, 1996, Javeline, 2003). Identification and coordination then produce our main result which relates to the winning set, i.e. the set of policy platforms with which a challenger can defeat a given incumbent’s policy position. Assuming for simplicity a two-dimensional issue space and a uniform distribution of the voters ideal points over this space, we are able to show that the introduction of interest groups in this environment typically increases the winning set. This result is particularly important if one takes into account that in practice political parties do not have complete information about voting behavior, urging them to use instruments like polls for acquiring information. Our result then suggests that in the presence of interest groups, it will be easier for the challenger to find a position defeating the incumbent. Or, put differently, the challenger’s probability of winning the election will be enhanced by interest groups.

The organization of this paper is as follows. Section 2 presents the spatial competition model with interest groups and our main result. The proof of the main result is outlined in Section 3, whereas the formal proofs of the results used there are relegated to the Appendix. Section 4 concludes with a further discussion of relevance and implications.

2 Spatial competition and interest groups

Two political parties, an incumbent and a challenger, are assumed to compete for votes by selecting certain policy platforms. Platforms are represented as points in an issue space. We take this issue space to be continuous and equal to \( \mathcal{X} = B(O, K) \subset \mathbb{R}^2 \); that is, political parties can choose platforms on two dimensions from an open ball with center at the origin \( O = (0,0) \) and radius \( K > 0 \).\(^3\) There is a continuum of voters where each voter \( j \) is characterized by an ideal point \( x^j \in \mathcal{X} \) and an issue weight vector or profile \( s^j \in \mathcal{S}^2 \) where \( \mathcal{S} = \{s^1, s^2, \ldots, s^r\} \), with \( s = s^1 < s^2 < \ldots < s^r = \bar{s} \). Let\(^4\) \( \bar{s} > 0 \) and, without loss of generality, \( \bar{s} = 1 \). Suppose voters’ ideal points are uniformly distributed over \( \mathcal{X} \) and voters’ weights are independently and identically distributed (and also independently from voters’ ideal points) according to some distribution on \( \mathcal{S} \).\(^5\) A voter’s utility with respect to a certain policy outcome \( y \in \mathcal{X} \)

\(^3\)We will return to this assumption in Section 4.

\(^4\)As will become clear when we introduce interest groups, voters with weight 0 on one of the issues do not change their voting behavior when these interest groups enter the scene. Taking \( \bar{s} > 0 \) is therefore an innocuous assumption. Moreover, the alternative assumption that strengths are continuously distributed on \([0, \bar{s}]\) would lead to the same results.

\(^5\)That is, for all \( s, t \in \mathcal{S} \) and all \( v, w \in \mathcal{X} \) we assume that \( \Pr \{s^j = (s, t)\} = \Pr \{s^1 = s\} \Pr \{s^2 = t\} \) and \( \Pr \{s^j = (s, t) | x^j = v\} = \Pr \{s^j = (s, t) | x^j = w\} \).
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is given by the negative of the (weighted) Euclidean distance between this policy outcome and the voter’s ideal point. Formally, utility for voter \(j\) of policy outcome \(y\) is given by

\[
 u^j(y) = -\|x^j - y\|^2_{s^j},
\]

where \(\|x^j - y\|^2_{s^j} = s^j_1 (x^j_1 - y_1)^2 + s^j_2 (x^j_2 - y_2)^2\).

Let \(y\) be the given position of the incumbent.\(^7\) In the absence of interest groups voters will vote for that candidate whose position will give him or her the highest utility according to (1). In case of a tie the voter will randomize, with equal probability, between the candidates. Now define by \(W(y) \subset X\) the set of policy platforms \(z\) that are expected to attract (strictly) more votes than the incumbent’s platform \(y\). Clearly, the challenger’s objective is to select a policy platform from \(W(y)\). Notice that by definition \(y \notin W(y)\) since a voter is indifferent between a challenger and the incumbent with identical policy platforms. An equilibrium point of the electoral competition game is defined as a platform \(y^*\) for which the winning set is empty, i.e. \(W(y^*) = \emptyset\). The uniform distribution of voters’ ideal points over the issue space \(X\) implies that in our framework such an equilibrium point will indeed exist (cf. Plott, 1967) and is in fact given by the origin (this statement will be made more precise in Proposition 2 in Section 3). By \(W(y; s)\) we will denote the set of policy platforms defeating the incumbent’s platform \(y\) in the special case where all voters have weight vector \(s\).

The next step is to incorporate interest groups in the model. We model a special interest group as being interested in the policy outcome with respect to only one of the two issues. Moreover, for expositional reasons we are going to investigate the situation where for every position on an issue voters can join an interest group and where all voters join an interest group.\(^8\) Before we describe how voting behavior is coordinated by the interest groups let us first determine how individual voters decide which interest group to join. An individual voter with ideal position \(x = (x_1, x_2)\) is a potential member of two interest groups, the interest group on the first issue located at position \(x_1\) and the interest group on the second issue located at position \(x_2\). Which interest group this voter joins depends upon the incumbent’s position and the weights the voter attaches to the two issues. We assume that voters are more inclined to join an interest group on a particular issue the more distant the incumbent’s policy position is from their own position on that issue (see the Introduction).\(^9\) Of course, the weight a voter attaches to the issues also comes into play. Hence we assume that, given the incumbent policy platform \(y\), voter \(j\) decides to join the interest group on

---

\(^6\)Notice that, following Enelow and Hinich (1984), we assume that preferences are separable. Our formulation implies that the indifference curves are ellipses with horizontal and vertical axes.

\(^7\)It is realistic to assume that the challenger is more flexible in choosing a platform, since (s)he cannot be held responsible for the existing policy (see e.g. Kramer, 1977, and Kollman, Miller, and Page, 1992).

\(^8\)Thus, an interest group can be joined (identified with) at every position of each issue. As our focus is on the consequences of identification we keep this part of the model as simple as possible.

\(^9\)For models of interest group formation using a similar approach but applied to, respectively, taxation and informative lobbying, see Sadiraj, Tuinstra, and van Winden (2005, 2006).
the issue \( i \) with the largest value of \( s^i_j \left( x^i_j - y^i \right)^2 \), where \( i \in \{1, 2\} \).

In this way the population of voters is divided over the different interest groups. Now consider the interest group located at position \( x_1 \) on the first issue. Identification with the interest group’s stance (see the Introduction) stimulates its members, who take the same position on the first issue, to vote for that political candidate which is closest to the interest group on this issue. Thus, if \( y \) and \( z \) are the policy platforms of the two political parties, then identification is taken to induce a member \( j \) of this interest group to vote for the first party according to the following decision rule:

\[
\text{voter } j \text{ votes for } y \text{ if } \begin{cases} |y^1_1 - x^1_1| < |z^1_1 - x^1_1| \\ |y^1_1 - x^1_1| = |z^1_1 - x^1_1| \quad \text{and} \quad |y^2_2 - x^2_2| < |z^2_2 - x^2_2| \end{cases}
\]

and similarly for the second party. Naturally, we will assume that the voter votes with probability \( \frac{1}{2} \) for either policy platform if \( |y - x^1| = |z - x^1| \). A similar decision rule holds for members of interest groups on the other issue. The introduction of interest groups thus effectively is equivalent with a change in the structure of voter preferences from weighted Euclidean distance to lexicographic preferences.

Similar to \( W(y) \) we denote by \( W^I(y) \) the set of policy platforms defeating the incumbent’s platform \( y \) when interest groups are present.

The aim of this paper is to investigate the consequences of the introduction of interest groups for the winning sets given an incumbent’s position \( y \), i.e. the areas of the winning sets denoted by \( |W(y)| \) and \( |W^I(y)| \). Our main result is

**Theorem 1** Let \( \bar{s} > 0 \) be given. Denote

\[
\Psi(\bar{s}) = \min \left\{ \frac{2(\varphi(\bar{s}))^\frac{3}{2}}{1 + (\varphi(\bar{s}))^3}, \sqrt{1 + \frac{4\sqrt{2} \varphi(\bar{s})}{s^*}} \right\},
\]

where \( \varphi(\bar{s}) = 1 + \frac{1}{2} \). Then for all \( y \in B(O, \Psi(\bar{s}) K) \backslash \{O\} \) the area of the winning set increases in the presence of interest groups.

This result shows that for all incumbent positions \( y \) within a prespecified circle within the issue space, the winning set increases in the presence of the interest groups. Note that this circle is shrinking as \( \bar{s} \) approaches 0 and that the ray of this circle goes to \( \frac{1}{3} K \) as \( s^* \) approaches 1. For an intermediate value of \( \bar{s} = \frac{1}{2} \), we have \( \Psi(\frac{1}{2}) K = (1 + 6\sqrt{2})^{-\frac{3}{2}} K \approx 0.325K \), which is rather close to \( \frac{1}{3} K \) already. Notice that if the incumbent’s position falls outside the region specified by Theorem 1, i.e. the incumbent platform is at least a distance \( \Psi(\bar{s}) K \) away from the origin, which is the equilibrium point, the winning set for the challenger is relatively large anyway, whether interest groups are present or not.

---

\(^{10}\) We assume that a voter \( j \) with \( s^i_j \left( x^i_j - y^i \right)^2 = s^i_j \left( x^i_j - y^i \right) \) with probability \( \frac{1}{2} \) chooses to join the interest group on issue 1 and otherwise chooses the interest group on issue 2.
Figure 1: Construction of the winning set for the benchmark model. Left panel shows how $W(y; s)$ can be constructed (part 2 of Proposition 2), the right panel illustrates part 3 of Proposition 2.

3 Outline of the proof of the Theorem

In this section we will outline the proof of Theorem 1 in a number of intuitive steps. Formal and rigorous proofs of these different steps are relegated to the appendix. It will be convenient to define, for given $v, w \in \mathbb{R}^2$ and $c \in \mathbb{R}^2_+$

$$
\mathcal{E}_c(v, w) = \left\{ x \in \mathbb{R}^2 : \| x - v \|^2_c < \| w - v \|^2_c \right\}.
$$

Hence $\mathcal{E}_c(v, w)$ contains all the points inside an ellipse, which is centered at the point $v$, and going through the point $w$. The area of this ellipse equals $\pi \| w - v \|^2_c / \sqrt{c_1 c_2}$.

First we consider the benchmark model, i.e. electoral competition between political parties in the absence of interest groups. We have the following result.

**Proposition 2** Assume voters' ideal positions are independently (across issues and across voters) drawn from the uniform distribution on $\mathcal{X}$ and that voters' weights on each issue are independently drawn from a distribution on $\mathcal{S}$ and are uncorrelated with each other and with the ideal positions. Let $y$ be the platform of the incumbent and let $C = \{(\frac{1}{2}, 1), (1, \frac{1}{2})\}$. Then

1. $W(O) = \emptyset$,
2. $W(y; s) = \mathcal{E}_s(O, y)$,
3. $\forall y \in \mathcal{X} \setminus \{O\}, W(y) \subset \bigcup_{s \in C} \mathcal{E}_s(O, y)$ and $|W(y)| \leq \pi \| y \|^2 \varphi(\frac{1}{2}) \sqrt{3}.$

This result is illustrated in Figure 1. Observe that any line through the origin $O$ divides the issue space $\mathcal{X}$ in two subspaces which are equally large. Therefore,
since ideal points are symmetrically (and uniformly) distributed over the issue space, no other platform will be able to defeat the origin (the origin here corresponds to the position of the generalized median voter, see Hoyer and Mayer, 1974). Now consider an arbitrary position \( z \) in \( \mathcal{E}_s(O, y) \) (see the left panel of Figure 1). The line \( l_s \) presents all positions \( x \) such that all voters with weight vector \( s \) and ideal point \( x \) are indi
cerent between \( z \) and \( y \). Therefore all voters with weight vector \( s \) and an ideal point below \( l_s \) will vote for \( z \) and it is then easily seen that the majority of voters with that profile will indeed vote for \( z \) (basically, since voters with ideal point \( O \) will vote for \( z \)). This argument holds for any element of \( \mathcal{E}_s(O, y) \) and therefore \( W(y; s) = \mathcal{E}_s(O, y) \). Moreover, for all \( \forall s \in S \) we have \( \mathcal{E}_s(O, y) \subset \bigcup_{c \in C} \mathcal{E}_c(O, y) \) (see the right panel of Figure 1), which implies \( W(y) \subset \bigcup_{c \in C} \mathcal{E}_c(O, y) \). With some tedious but straightforward computations one can then derive the upper bound from part 3 of Proposition 2.

Let us now turn to the model with interest groups. We will derive a lower bound for the size of the winning set in the model with interest groups in a number of steps. The results are driven by the fact that decisions of interest group members can now be represented by lexicographic preferences, instead of by weighted Euclidean distance. Consider all voters with a certain weight vector \( s \in S^2 \). Consider a given position \( y \) of the incumbent. From now on we will, without loss of generality, assume \( y_1 \geq 0 \) and \( y_2 \geq 0 \). In order to determine the sizes of the interest groups take the two lines \( l_- \) and \( l_+ \), which go through \( y \) with slopes \(-\sqrt{\frac{21}{22}}\) and \( \sqrt{\frac{21}{22}}\), respectively. These two lines demarcate four regions in the issue space (see Figure 2), which we denote as \( I \) (below \( y \)), \( II \) (above \( y \)), \( III \) (to the right of \( y \)) and \( IV \) (to the left of \( y \)). For each of the regions it is easy to determine whether voters with an ideal point in that region (and with weight vector \( s \)) will join an interest group on the first issue or one on the second issue.

**Lemma 3** Consider voter \( j \) with ideal point \( x^j \) and weight vector \( s \).

i) If \( x^j \in I \cup II \) then voter \( j \) joins the interest group on the second issue.

ii) If \( x^j \in III \cup IV \) then voter \( j \) joins the interest group on the first issue.

Figure 2 also illustrates the lines \( ll_- \) and \( ll_+ \), which pass through the origin \( O \) and lie parallel to \( l_- \) and \( l_+ \), and the regions \( S_+ (y; s) \) and \( S_- (y; s) \) which lie between \( l_+ \) and \( ll_+ \) and between \( l_- \) and \( ll_- \), respectively. The significance of these two regions will become evident shortly.

We are now ready to prove our main results. First, in Proposition 4 we characterize, given the incumbent’s position \( y \neq 0 \) and a weight vector \( s \), the set of positions for the challenger that attract more than half of the voters with that weight vector. Proposition 5 then looks at the intersection of all these sets over different weight vectors, in order to find a lower bound for \( |W^I (y)| \). Finally, comparing this lower bound with the upper bound for \( |W(y)| \) that was found in Proposition 2, Theorem 1 is proven.
Figure 2: Illustration of the different regions needed for determining the area of the winning set for the interest group model. The point $y$ corresponds to the incumbent’s position. The lines $l_-$ and $l_+$ through $y$ divide the issue space in four regions: regions $I$ and $II$ (below and above $y$ respectively, containing ideal positions of voters joining interest groups on the second issue, see Lemma 3) and the regions $III$ and $IV$ (to the right and to the left of $y$, respectively, containing the ideal positions of voters joining interest groups on the first issue). The shaded region between $l_-$ and $l_+$ (between $l_+$ and $l_+$) corresponds to $S_- (y; s)$ ($S_+ (y; s)$).

**Proposition 4** In the presence of interest groups any element of the set $A (y; s)$ is supported by more than half of the voters with weight vector $s$, where $A (y; s) = A_- (y; s) \cup A_+ (y; s)$ and

$A_- (y; s) = \{ z: z_1 < y_1, z_2 < y_2 \} \cap \mathcal{E}_s (y, w_-) \cap \mathcal{X}$,

$A_+ (y; s) = \{ z: z_1 < y_1, z_2 \geq y_2 \} \cap \mathcal{E}_s (y, w_+) \cap \mathcal{X}$.

where $w_*, * \in \{-, +\}$ satisfies $\| y - w_* \|_s^2 = 4 \sqrt{s_1 s_2} |S_+ (y; s)|$.

This proposition tells us that the area of $S_- (y; s)$ (or $S_+ (y; s)$) defines a region $A_- (y; s)$ (or $A_+ (y; s)$), which is part of an ellipse and has the property that all positions within this region defeat the incumbent for the given weight profile. The proof of this proposition can be illustrated by the left panel in Figure 3. Pick an arbitrary $z < y$ and denote by $m$ the midpoint of the line connecting $z$ with the incumbent’s position $y$. Now draw a vertical and a horizontal line through $m$. The intersections of these lines with $l_+$ and $l_-$ define two triangles, $\triangle_1$ and $\triangle_2$. By construction (see Lemma 3) all voters with weight profile $s$ and an ideal point below $l_-$ will vote for $z$, except those voters with ideal points in one of the two triangles. Hence we have to determine for which positions $z$ the area of the associated triangles...
is not too large. In fact, from Figure 2 it follows that the area below $l_-$ can be described as $|l_-(O)| = \frac{1}{2} |\mathcal{X}| + |S_-(y; s)|$. Moreover, the area corresponding to the voters that cast their vote for the incumbent is given by $|\mathcal{X}| - (|l_-(O)| - |\Delta_1 + \Delta_2|)$. Using the expression for $|l_-(O)|$ we find that the challenger wins the election when $|\Delta_1 + \Delta_2| < |S_-(y; s)|$. This inequality holds exactly for all $z \in A_-(y; s)$. A similar argument can be made for $A_+(y; s)$.

The set $A_-(y; s)$ can be constructed for any weight profile $s$. Clearly, a policy position $z$ which lies in the intersection $\cap_s A(y; s)$ of these sets has the property that for each possible weight profile a majority of the voters with this profile will vote for that policy position $z$. Any element of this set will therefore belong to the winning set $W^I(y)$ and the area of this intersection then gives a lower bound for $|W^I(y)|$. The next proposition deals with this intersection and a lower bound for its area, for the case with $y_1 > 0$ and $y_2 > 0$. For the other configurations of $y$ a similar result can be obtained.

**Proposition 5** Consider $y_1 > 0$ and $y_2 > 0$. Let $R_y = 2\sqrt{S(y)}\sqrt{2}$, where $S(y) = \inf \{|S_-(y; s)| : s_1, s_2 \in S\}$.

1. $B = B(y, R_y) \cap \{z \in \mathcal{X} : z_i < y_i, i = 1, 2\} \subset \cap_s A(y; s)$;

2. $S(y) \geq \left( K + \sqrt{K^2 - \|y\|^2} \right) \frac{|y_1 + |y_2|)}{\sqrt{\varphi(2)}}$.

We now have determined an upper bound for the area of the winning set in the absence of interest groups (Proposition 2) and a lower bound for the area of the winning set in the presence of interest groups (Proposition 5). Our main theorem then simply follows from comparing these two bounds.
Sketch of the proof of Theorem 1. From Proposition 2, part 3 we find that

\[ |W(y)| \leq \pi \|y\|^2 \varphi(s) \sqrt{s}. \]

Moreover, Proposition 5 implicitly gives a lower bound for \( |W^I(y)| \). Comparing the two, we find that a sufficient condition for \( |W^I(y)| > |W(y)| \) is that \( y \) belongs to \( B(O, \Psi(s) K) \setminus \{O\} \), where

\[
\Psi(s) = \min \left\{ \frac{2 (\varphi(s))^{\frac{3}{2}}}{1 + (\varphi(s))^3}, \frac{1}{\sqrt{1 + 4 \varphi(s) \sqrt{s}}} \right\}.
\]

4 Concluding remarks

In this short note we have shown that the introduction of interest groups into a spatial voting model of electoral competition between two political parties will typically increase the winning set for the challenger. Since in mass elections candidates or political parties will in general lack information concerning the distribution of voter preferences, it can be quite difficult to find winning positions. This paper suggests that winning sets for the challenger will increase in the presence of interest groups, thereby increasing the probability of winning for the challenger and making it harder to locate an equilibrium point if it exists. This effect, which is driven by the (empirically plausible) assumption that interest group membership is positively related to the discontent with the incumbent’s policy on the relevant issue, has, to our knowledge, never been shown before. The effect is confirmed in a simulation study by Sadiraj, Tuinstra and van Winden (2006). Moreover, this simulation study indicates that, because of the increase in the winning set in the presence of interest groups, separation between policy platforms increases and the rate of convergence of policy platforms to the equilibrium point decreases.

The model we have chosen to present our main result is, of course, highly stylized. Two final remarks are in order here. First, as can be seen from Section 3, we have been quite conservative in providing upper and lower bounds of the relevant areas. We therefore expect that our main result holds for a significantly larger set than the one specified by Theorem 1. Secondly, for matters of exposition we chose as issue space a ball around the origin, where a rectangular issue space is more common in the literature. Actually, the issue space might be larger than this ball. A distribution of voter preferences over for example a square or rectangle would substantively give the same results, but would lead to a cumbersome written proof. The present assumption is also motivated by the observation that voters typically do not take extreme positions on all issues. What the precise effect of interest groups will be under a more general specification of the (dimension of the) issue space, the distribution of ideal points and the structure of voter preferences or in the absence of an equilibrium point is left for future research. Note however that the result presented here holds for any distribution of strengths, provided that this distribution is independent of the ideal points. The main message here is that (through identification) interest groups
will have an impact on voting behavior and thereby influence the political decision making process, even apart from their influence on the latter through lobbying, campaign contributions or endorsements, which are the channels studied in the existing political economic literature on interest groups.
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A Proofs

This appendix contains formal proofs for the results in Section 3.

Proof of Proposition 2.

1. By symmetry, any line through the origin \( O \) divides the issue space \( \mathcal{X} \) in two subspaces which are equally large. The uniform distribution then implies the same expected number of voters on either side of such a line. Therefore the origin corresponds to the position of the generalized median voter and no position will strictly defeat it. Hence \( W(O) = \emptyset \).
2. Without loss of generality we assume \( y_1 \geq y_2 > 0 \). Consider an arbitrary policy position \( z \), with \( z_i \leq y_i , i = 1, 2 \). We want to determine under which conditions \( z \in W(y) \). Let us first determine all positions \( x^* \) such that voters with the considered weight profile \( s \) are indifferent between \( z \) and \( y \). These positions \( x^* \) have to satisfy
\[
\| y - x^* \|_s^2 = \| z - x^* \|_s^2.
\]
Solving for \( x_2^* \) is straightforward and gives
\[
x_2^* = \frac{-2s_1 (y_1 - z_1) x_1^* + \| y \|_s^2 - \| z \|_s^2}{2s_2(y_2 - z_2)}. \tag{3}
\]
Let us denote the line defined by (3) as \( l^*_s \). Clearly, \( l^*_s \) separates the issue space into two subspaces and all voters in the subspace below and to the left of \( l^*_s \) vote for the challenger, if it selects position \( z \). Now suppose \( l^*_s \) cuts the vertical axis at some positive value. Then we can draw a line that goes through \( O \) and that lies parallel to \( l^*_s \). This line through \( O \) divides \( \mathcal{X} \) in two equal subspaces, implying that the subspace lying below and to the left of \( l^*_s \) will be larger than the subspace above and to the right of \( l^*_s \). Therefore, the challenger will win at \( z \) if \( l^*_s \) intersects the vertical axis at some positive value. This condition reduces to
\[
\| y \|_s^2 - \| z \|_s^2 > 0,
\]
which defines the ellipse given in the proposition. In a similar fashion the same condition can be derived for positions \( z \) with \( z_1 \leq y_1 \) and \( z_2 > y_2 \) and for positions \( z \) with \( z_1 > y_1 \) and \( z_2 \leq y_2 \). It should be clear that positions \( z \) with \( z_1 \geq y_1 \) and \( z_2 \geq y_2 \) never defeat the incumbent.

3. First, we show that \( W(y) \subset \bigcup_{c \in C} \mathcal{E}_c(O, y) \). A sufficient condition for this to be true is \( \cup_s \mathcal{E}_s(O, y) \subset \cup_c \mathcal{E}_c(O, y) \).

Let \( x \in \cup_s \mathcal{E}_s(O, y) \). Hence, \( x \in \mathcal{E}_s(O, y) \) for some \( s_1, s_2 \in \mathcal{S} \) and therefore \( \| x \|_s^2 < \| y \|_s^2 \), or equivalently
\[
(x_1^2 - y_1^2) < \frac{s_2}{s_1} (y_2^2 - x_2^2).
\]
Note that \( \frac{s_2}{s_1} \leq \frac{1}{2} \), for all \( s_1, s_2 \in \mathcal{S} \). If \( |x_2| \leq |y_2| \), then
\[
(x_1^2 - y_1^2) < \frac{s_2}{s_1} (y_2^2 - x_2^2) \leq \frac{1}{2} (y_2^2 - x_2^2) \iff \frac{1}{2} x_2^2 + x_2^2 \leq y_2^2 + y_2^2
\]
and therefore \( x \in \mathcal{E}_c(O, y) \) with \( c = (\frac{1}{2}, 1) \). On the other hand, if \( |x_2| > |y_2| \) we have
\[
(x_1^2 - y_1^2) < \frac{s_2}{s_1} (y_2^2 - x_2^2) \leq \frac{1}{2} (y_2^2 - x_2^2),
\]
and therefore \( x \in \mathcal{E}_c(O, y) \) with \( c = (1, 2) \).
Second, we calculate the area of  \( \bigcup_{c \in C} \mathcal{E}_c(O, y) \). Recall that the surface of \( \mathcal{E}_c(O, y) \) is given by \( \pi \frac{\|y\|^2}{\sqrt{c_1c_2}} \) and therefore we have

\[
\left| \bigcup_{c \in C} \mathcal{E}_c(O, y) \right| \leq \sum_{c \in C} \pi \frac{\|y\|^2_c}{\sqrt{c_1c_2}} = \frac{\pi}{\sqrt{2}} \left( \|y\|^2_{(2,1)} + \|y\|^2_{(1,2)} \right) = \pi \varphi(y) \sqrt{2} \|y\|^2.
\]

Hence,

\[
|W(y)| \leq \left| \bigcup_{c \in C} \mathcal{E}_c(O, y) \right| \leq \pi \varphi(y) \sqrt{2} \|y\|^2.
\]

We need the following definitions (see Figures 2 and 3). Let \( \bullet \) denote the scalar product operator, i.e. \( u \bullet v = \sum_i u_i v_i \), and let \( l_{u,v} \) denote the line through \( v \) and perpendicular to \( u \), i.e. \( l_{u,v} = \{ x : u \bullet (x - v) = 0 \} \).

**Definition 6** Define \( l_+ \) and \( l_- \) as follows: \( l_+ = l_{(-\sqrt{s_1},\sqrt{s_2}),y} \) and \( l_- = l_{(\sqrt{s_1},\sqrt{s_2}),y} \). These lines divide the issue space \( \mathcal{X} = B(O, K) \) in the following four subspaces.

1. \( I = \{ x \in \mathcal{X} : x_2 < \min \{ l_-, l_+ \} \} \),
2. \( II = \{ x \in \mathcal{X} : x_2 > \max \{ l_-, l_+ \} \} \)
3. \( III = \{ x \in \mathcal{X} \setminus (I \cup II \cup l_- \cup l_+) : x_1 > y_1 \} \) and
4. \( IV = \{ x \in \mathcal{X} \setminus (I \cup II \cup l_- \cup l_+) : x_1 < y_1 \} \)

Clearly, \( \mathcal{X} = I \cup II \cup III \cup IV \cup l_- \cup l_+ \)

Denote by \( ll_- \) and \( ll_+ \) the lines passing through the origin \( O \), and parallel to \( l_- \) and \( l_+ \), respectively. That is \( ll_+ = l_{(-\sqrt{s_1},\sqrt{s_2}),O} \) and \( ll_- = l_{(\sqrt{s_1},\sqrt{s_2}),O} \). Let

\[
S_+(y; s) = \{ x \in \mathbb{R}^2 \mid \min(l_+, l_+) \leq x_2 \leq \max(l_+, l_+) \} \cap \mathcal{X},
\]

\[
S_-(y; s) = \{ x \in \mathbb{R}^2 \mid \min(l_-, l_-) \leq x_2 \leq \max(l_-, l_-) \} \cap \mathcal{X}.
\]

Using \( S_+(y; s) \) and \( S_-(y; s) \) we define

\[
A_-(y; s) = \{ z : z_1 < y_1, z_2 < y_2 \} \cap \mathcal{E}_s(y, w_-) \cap \mathcal{X},
\]

\[
A_+(y; s) = \{ z : z_1 < y_1, z_2 \geq y_2 \} \cap \mathcal{E}_s(y, w_+) \cap \mathcal{X}.
\]

where \( w_*, * \in \{-, +\} \) satisfies \( \|y - w_*\|^2_s = 4\sqrt{s_1s_2} |S_*(s, y)| \). Finally \( A(y; s) = A_-(y; s) \cup A_+(y; s) \).
Proof of Lemma 3. We will show that if a voter has an ideal position in $I$ then she would prefer the group on the second issue to the group on the first one. The result for voters from subspaces $II$, $III$ and $IV$ can be established in the same way. Consider voter $j$ with ideal position $x^j \in I$. Note that $\min \{l_-, l_+\} < y_2$ implies that

$$|x^j_2 - y_2| = - (x^j_2 - y_2).$$  \hspace{1cm} (4)

We distinguish the following cases:

- $x^j_1 \leq y_1$. We then have
  
  (a) $|x^j_1 - y_1| = y_1 - x^j_1$, and
  
  (b) $\min \{l_+, l_-\} = l_+$. Therefore $x^j_2 < y_2 + \sqrt{s_2} (x^j_1 - y_1)$ and hence
  $$- (x^j_2 - y_2) > \sqrt{s_1} (y_1 - x^j_1).$$

  Substituting (a) and (4) at the above inequality,
  $$\sqrt{s_2} |x^j_2 - y_2| > \sqrt{s_1} |x^j_1 - y_1|$$

  which is a necessary and sufficient condition for voter $j$ to choose the interest group on the second issue over the interest group on the first issue.

- $x^j_1 > y_1$. Note that,
  
  (c) $|x^j_1 - y_1| = x^j_1 - y_1$,
  
  (d) $\min \{l_+, l_-\} = l_-$, and by a similar argument as above one obtains
  $$\sqrt{s_2} |x^j_2 - y_2| > \sqrt{s_1} |x^j_1 - y_1|$$

  which is a necessary and sufficient condition for a voter $j$ to choose the group on the second issue $x^j_1 = y_1$.

Proof of Proposition 4. Consider a position $z \in A_-(y; s)$. Denote by $M = \left( \frac{y_1 + z_1}{2}, \frac{y_2 + z_2}{2} \right)$ the midpoint of the line connecting $z$ with the incumbent’s position $y$. Now draw a vertical and a horizontal line through $m$ and consider the intersections of these lines with $l_+$ and $l_-$. Denote these intersections by $i_*$, where $* \in \{+,-\}$ and $i \in \{1, 2\}$. Hence $1_+ (1_-)$ is the intersection between the vertical line through $M_1$ and $l_+ (l_-)$ and $2_+ (2_-)$ is the intersection between the horizontal line through $M_2$ and $l_+ (l_-)$. Now consider the subspace $\mathcal{L} \equiv (\mathcal{L} (O) - (1_+ 1_+ 2_+ 2_-)) \cap \mathcal{X}$. From Lemma 3 we know that all voters in $I$ join the interest group on the second issue and all voters in $IV$ join the interest group on the first issue. For the voters in $I \cap \mathcal{L}$ we have $|x^j_2 - z_2| < |x^j_2 - y_2|$ and for all voters in $IV \cap \mathcal{L}$ we have $|x^j_1 - z_1| < |x^j_1 - y_1|$. This
proves that the challenger at position \( z \) gets votes from voters with ideal positions in \( \mathcal{L} \). Hence it gets more than half of the votes if

\[
|S_-| > |1-1_+2_+2_-1-|
\]

since \( |S_-| = |l_- (O)| - \frac{1}{2} |\mathcal{X}| \).

First, denote \( \triangle_1 \) the triangle \( y1_1-1 \) and \( \triangle_2 \) the triangle \( y2_+2- \) and note that

\[
|(1-1_+2_+2_-1-) \cap \mathcal{X}| \leq |\triangle_1| + |\triangle_2|
\]

\[
= \sqrt{\frac{s_1}{s_2} (y_1 - M_1)^2 + \frac{s_2}{s_1} (y_2 - M_2)^2}
\]

\[
= \frac{1}{4} \sqrt{\frac{s_1}{s_2} (y_1 - z_1)^2 + \frac{s_2}{s_1} (y_2 - z_2)^2}
\]

\[
\leq |S_-|
\]

The first inequality follows from the fact that some parts of the triangles \( \triangle_i, \ i = 1, 2 \) might not be in \( \mathcal{X} \), the first equal sign follows from computation of the surface of the two triangles, the second equality follows from the definition of the midpoint \( M \) and the final step follows from the fact that \( z \in A_- (y; s) \). A similar reasoning holds for \( A_+ (y; s) \). Thus, it is shown that all positions \( z \in A (y; s) \) are expected to defeat the incumbent. ■
Proof of Proposition 5.

1. First, we show that 
\[ B \subset \cap_s A(y; s) \]
Indeed, let \( x \in B \) i.e. \( x_i < y_i \) and 
\[ \|x - y\|^2 \leq R^2_y = 4S\sqrt{s} \]
Thus, \( \forall s \in S^2 \) and \( c = \left( \frac{1}{4}\sqrt{s_1}, \frac{1}{4}\sqrt{s_2} \right) \)
\[ \|x - y\|^2 \leq \frac{1}{4}\sqrt{s} \|x - y\|^2 \]
\[ = \frac{1}{4}\sqrt{s} 4S\sqrt{s} \]
\[ \leq |S_-(y; s)| \]
and therefore, \( x \in A_-(y; s) \subset A(y; s) \).

2. The next step consists of deriving a lower bound for the radius of \( B \). First, let \( d(O, l_+) \) (\( d(O, l_-) \)) correspond to the distance of the origin from the line \( l_+ \) (\( l_- \)), i.e.
\[ d(O, l_+) = \min \{ \|x\| : x \in l_+ \} \]
For the case we are considering (\( y_1 > 0 \) and \( y_2 > 0 \)), we have \( h(y; s) = d(O, l_-) \) (which means that we are focussing on \( A_-(y; s) \)). For all \( s \in S^2 \), one has
\[ |S_-(y, s)| = 2 \int_0^{h(y; s)} \sqrt{K^2 - z^2} dz \]
\[ = \left[ z\sqrt{K^2 - z^2} + K^2 \arcsin \frac{z}{K} \right]_0^{h(y; s)} \]
\[ = h(y; s) \sqrt{K^2 - h(y; s)^2} + K^2 \arcsin \frac{h(y; s)}{K} \]
By definition we have \( h(y; s) \leq \|y\| \leq K \). Furthermore, \( \arcsin x > x \) for all \( x \in (0, 1] \). Using these properties we find
\[ |S_-(y, s)| \geq h(y) \sqrt{K^2 - \|y\|^2} + K, \]
where \( h(y) = \inf_{s_1, s_2 \in S} h(y; s) \). Finally, since \( s \leq \min \{s_1/s_2, s_2/s_1\} \) and therefore \( \frac{\sqrt{s}}{\sqrt{1 + s}} \leq \min \left\{ \frac{\sqrt{s_1}}{\sqrt{s_1 + s_2}}, \frac{\sqrt{s_2}}{\sqrt{s_1 + s_2}} \right\} \), we have
\[ h(y; s) = \frac{\sqrt{s_1} |y_1| + \sqrt{s_2} |y_2|}{\sqrt{s_1 + s_2}} \]
\[ \geq \frac{\sqrt{s}}{\sqrt{1 + s}} (|y_1| + |y_2|) \]
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which implies \( h(y) \geq \frac{\sqrt{2(|y_1|+|y_2|)}}{\sqrt{1+2}} \). Using \( \varphi(s) = 1 + 1/s \) one now has

\[
|S_-(y; s)| \geq \sqrt{1/\varphi(s)^2} \left( \sqrt{K^2 - ||y||^2} + K \right) (|y_1| + |y_2|)
\]

Proof of Theorem 1. Let \( s \) be given. From proposition 2 we know that

\[
|W(y)| \leq \pi \|y\|^2 \sqrt{s} \varphi(s).
\]

From Proposition 5 we know that all positions \( z \) in \( B(y, 2\sqrt{s}|S|) \), with \( z_1 < y_1 \) and \( z_2 < y_2 \) are contained in \( W^I(y) \). Furthermore we found that

\[
|S_-(y, s)| \geq S(y) \geq \sqrt{1/\varphi(s)^2} \left( K + \sqrt{K^2 - ||y||^2} \right) (|y_1| + |y_2|).
\]

If this area lies in \( \mathcal{X} \) we know that it presents a lower bound for \( |W^I(y)| \). This does not necessarily have to be the case. Let us first compute the two points that have one of the coordinates equivalent with the point \( y \) but that lie on the border of \( \mathcal{X} \). These points are \( \left(y_1, \sqrt{K^2 - y_1^2}\right) \) and \( \left(\sqrt{K^2 - y_2^2}, y_2\right) \). Now consider the following ball \( B(y, r) \) where \( r = \min \left\{ |y_1| + \sqrt{K^2 - y_2^2}, |y_2| + \sqrt{K^2 - y_1^2} \right\} \). One fourth of this ball lies in \( \mathcal{X} \) completely. Therefore there are two possibilities. This fourth part of the ball is contained in \( A_- \) or it contains \( A_+ \). So we have to take the minimum of the two lower bounds as a lower bound for \( |W^I(y)| \). Consider the first case. Then

\[
|W^I(y)| \geq \pi \sqrt{\frac{s}{\varphi(s)}} \left( K + \sqrt{K^2 - ||y||^2} \right) (|y_1| + |y_2|)
\]

and

\[
|W(y)| < \pi \|y\|^2 \sqrt{\frac{s}{\varphi(s)}}
\]

So we find that, in the presence of interest groups, the size of the winning set is expected to increase for all \( y \) satisfying \( |W^I(y)| \geq |W(y)| \) or

\[
\pi \sqrt{\frac{s}{\varphi(s)}} \left( K + \sqrt{K^2 - ||y||^2} \right) (|y_1| + |y_2|) \geq \pi \|y\|^2 \sqrt{\frac{s}{\varphi(s)}}
\]

Using \( |y_1| + |y_2| \geq \|y\| \), and rewriting we find that for all \( y \) satisfying

\[
\|y\| \leq \frac{2 \left( \varphi(s) \right)^{\frac{3}{2}}}{1 + \left( \varphi(s) \right)^{\frac{3}{2}}} K
\]

our property holds. Defining \( D_1 = \frac{2(\varphi(s))^2}{1 + (\varphi(s))^2} K \), the property holds for all \( y \in B(0, D_1) \).
Now consider the second case with
\[
|W_i'(y)| \geq \frac{\pi}{4} \left( \min \left\{ |y_1| + \sqrt{K^2 - y_2^2}, |y_2| + \sqrt{K^2 - y_1^2} \right\} \right)^2.
\]
Suppose, without loss of generality, that \(|y_1| + \sqrt{K^2 - y_2^2} \leq |y_2| + \sqrt{K^2 - y_1^2} \). We then obtain
\[
\frac{\pi}{4} \left( |y_1| + \sqrt{K^2 - y_2^2} \right)^2 \geq \pi \|y\|^2 \sqrt{s} \varphi (s).
\]
Again, we will try to derive a condition on \(\|y\|^2\). Using \(0 \leq |y_2|^2 \leq \|y\|^2\), we get
\[
|y_1|^2 + K^2 - y_2^2 + 2 |y_1| \sqrt{K^2 - y_2^2} \geq K^2 - \|y\|^2 \geq 4 \|y\|^2 \varphi (s) \sqrt{s}
\]
or
\[
\|y\|^2 \leq \frac{K^2}{1 + 4 \varphi (s) \sqrt{s}}.
\]
That is, for all \(y \in B(0, D_2)\), with \(D_2 \equiv \frac{K}{\sqrt{1+4\varphi(s)\sqrt{s}}}\). This concludes the proof of Theorem 1. □
Agnieszka Markiewicz, Monetary Policy, Model Uncertainty and Exchange Rate Volatility, February 2010

Hans Dewachter and Leonardo Iania, An Extended Macro-Finance Model with Financial Factors, February 2010

Helmuth Cremer, Philippe De Donder and Pierre Pestieau, Education and Social Mobility, February 2010

Zuzana Brixiová and Balázs Égert, Modeling Institutions, Start-Ups and Productivity during Transition, February 2010

Roland Strausz, The Political Economy of Regulatory Risk, February 2010

Sanjay Jain, Sumon Majumdar and Sharun W. Mukand, Workers without Borders? Culture, Migration and the Political Limits to Globalization, February 2010

Andreas Irmen, Steady-State Growth and the Elasticity of Substitution, February 2010

Bengt-Arne Wickström, The Optimal Babel – An Economic Framework for the Analysis of Dynamic Language Rights, February 2010

Stefan Bauernschuster and Helmut Rainer, From Politics to the Family: How Sex-Role Attitudes Keep on Diverging in Reunified Germany, February 2010


Betsey Stevenson, Beyond the Classroom: Using Title IX to Measure the Return to High School Sports, February 2010

R. Quentin Grafton, Tom Kompas and Ngo Van Long, Biofuels Subsidies and the Green Paradox, February 2010

Oliver Falck, Stephan Heblich, Alfred Lameli and Jens Suedekum, Dialects, Cultural Identity, and Economic Exchange, February 2010

Bård Harstad, The Dynamics of Climate Agreements, February 2010

Frederick van der Ploeg and Cees Withagen, Is There Really a Green Paradox?, February 2010

Ingo Vogelsang, Incentive Regulation, Investments and Technological Change, February 2010
Jan C. van Ours and Lenny Stoeldraijer, Age, Wage and Productivity, February 2010

Michael Hoel, Climate Change and Carbon Tax Expectations, February 2010

Tommaso Nannicini and Roberto Ricciuti, Autocratic Transitions and Growth, February 2010

Sebastian Brauer and Frank Westermann, A Note on the Time Series Measure of Conservatism, February 2010

Wolfram F. Richter, Efficient Education Policy – A Second-Order Elasticity Rule, February 2010

Tomer Blumkin, Yoram Margalioth and Efraim Sadka, Taxing Children: The Redistributive Role of Child Benefits – Revisited, February 2010

Chang Woon Nam and Georg Wamser, Application of Regionally Varying Additionality Degrees in the Practice of EU Cohesion Policy, February 2010

Ali Bayar, Frédéric Dramais, Cristina Mohora, Masudi Opese and Bram Smeets, Modeling Russia for Climate Change Issues, February 2010

Magnus Söderberg, Informal Benchmarks as a Source of Regulatory Threat in Unregulated Utility Sectors, March 2010

Piotr Wdowiński and Marta Malecka, Asymmetry in Volatility: A Comparison of Developed and Transition Stock Markets, March 2010

Frans van Winden, Michal Krawczyk and Astrid Hopfensitz, Investment, Resolution of Risk, and the Role of Affect, March 2010

Hyun-Ju Koh and Nadine Riedel, Do Governments Tax Agglomeration Rents?, March 2010

Johann K. Brunner and Susanne Pech, Optimum Taxation of Bequests in a Model with Initial Wealth, March 2010

Guglielmo Maria Caporale and Nicola Spagnolo, Stock Market Integration between three CEECs, Russia and the UK, March 2010

Florian Englmaier, Ales Filipi and Ravi Singh, Incentives, Reputation and the Allocation of Authority, March 2010

Konstantinos Angelopoulos, George Economides and Apostolis Philippopoulos, What is the Best Environmental Policy? Taxes, Permits and Rules under Economic and Environmental Uncertainty, March 2010

Frederick van der Ploeg, Rapacious Resource Depletion, Excessive Investment and Insecure Property Rights, March 2010
2982 Wolfram F. Richter and Christoph Braun, Efficient Subsidization of Human Capital Accumulation with Overlapping Generations and Endogenous Growth, March 2010

2983 Francesco Cinnirella, Marc Pio piunik and Joachim Winter, Why Does Height Matter for Educational Attainment? Evidence from German Pre-Teen Children, March 2010

2984 Bernard Van Praag, Well-being Inequality and Reference Groups – An Agenda for New Research, March 2010

2985 Francesca Barion, Raffaele Miniaci, Paolo M. Panteghini and Maria Laura Parisi, Profit Shifting by Debt Financing in Europe, March 2010


2988 Emanuele Massetti and Lea Nicita, The Optimal Climate Policy Portfolio when Knowledge Spills across Sectors, March 2010

2989 Helmut Rainer and Thomas Siedler, Family Location and Caregiving Patterns from an International Perspective, March 2010

2990 Toru Kikuchi and Ngo Van Long, A Simple Model of Service Offshoring with Time Zone Differences, March 2010

2991 Assaf Razin, Efraim Sadka and Benjarong Suwankiri, Migration and the Welfare State: Dynamic Political-Economy Theory, March 2010

2992 Bård Harstad, Buy Coal! Deposit Markets Prevent Carbon Leakage, March 2010


2994 Sven Neelsen and Thomas Stratmann, Effects of Prenatal and Early Life Malnutrition: Evidence from the Greek Famine, March 2010

2995 Claude Hillinger and Bernd Süßmuth, The Quantity Theory of Money: An Assessment of its Real Linchpin Prediction, March 2010

2996 Matthew M. Chingos and Martin R. West, Do More Effective Teachers Earn More Outside of the Classroom?, March 2010

2997 Laurence Jacquet and Dirk Van de gaer, A Comparison of Optimal Tax Policies when Compensation or Responsibility Matter, March 2010

2998 Valentina Bosetti, Carlo Carraro, Romain Duval and Massimo Tavoni, What Should we Expect from Innovation? A Model-Based Assessment of the Environmental and Mitigation Cost Implications of Climate-Related R&D, March 2010
2999 Scott Alan Carson, Nineteenth Century Stature and Family Size: Binding Constraint or Productive Labor Force?, March 2010

3000 Jukka Pirttilä and Ilpo Suoniemi, Public Provision, Commodity Demand and Hours of Work: An Empirical Analysis, March 2010

3001 Bertrand Candelon and Franz C. Palm, Banking and Debt Crises in Europe: The Dangerous Liaisons?, March 2010

3002 Joan Costa-i-Font and Marin Gemmill-Toyama, Does Cost Sharing really Reduce Inappropriate Prescriptions?, March 2010

3003 Scott Barrett, Climate Treaties and Backstop Technologies, March 2010

3004 Hans Jarle Kind, Tore Nilssen and Lars Sørgard, Price Coordination in Two-Sided Markets: Competition in the TV Industry, March 2010

3005 Jay Pil Choi and Heiko Gerlach, Global Cartels, Leniency Programs and International Antitrust Cooperation, March 2010

3006 Aneta Hryckiewicz and Oskar Kowalewski, Why do Foreign Banks Withdraw from other Countries? A Panel Data Analysis, March 2010

3007 Eric A. Hanushek and Ludger Woessmann, Sample Selectivity and the Validity of International Student Achievement Tests in Economic Research, March 2010


3009 Yin-Wong Cheung, Guonan Ma and Robert N. McCauley, Renminbising China’s Foreign Assets, April 2010

3010 Michel Beine and Sara Salomone, Migration and Networks: Does Education Matter more than Gender?, April 2010

3011 Friedrich Schneider, Tilman Brück and Daniel Meierrieks, The Economics of Terrorism and Counter-Terrorism: A Survey (Part I), April 2010

3012 Friedrich Schneider, Tilman Brück and Daniel Meierrieks, The Economics of Terrorism and Counter-Terrorism: A Survey (Part II), April 2010

3013 Frederick van der Ploeg and Steven Poelhekke, The Pungent Smell of “Red Herrings”: Subsoil Assets, Rents, Volatility and the Resource Curse, April 2010

3014 Vjolca Sadiraj, Jan Tuinstra and Frans van Winden, Identification of Voters with Interest Groups Improves the Electoral Chances of the Challenger, April 2010